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a b s t r a c t

CO2 and CH4 evolution is usually linked with sources, sinks and their changes. However, this study
highlights the role of meteorological variables. It aims to quantify their contribution to the trend of these
greenhouse gases and to determine which contribute most. Six years of measurements at a semi-natural
site in northern Spain were considered. Three sections are established: the first focuses on monthly
deciles, the second explores the relationship between pairs of meteorological variables, and the third
investigates the relationship between meteorological variables and changes in CO2 and CH4. In the first
section, monthly outliers were more marked for CO2 than for CH4. The evolution of monthly deciles was
fitted to three simple expressions, linear, quadratic and exponential. The linear and exponential are
similar, whereas the quadratic evolution is the most flexible since it provided a variable rate of con-
centration change and a better fit. With this last evolution, a decrease in the change rate was observed for
low CO2 deciles, whereas an increasing change rate prevailed for the rest and was more accentuated for
CH4. In the second section, meteorological variables were provided by a trajectory model. Backward
trajectories from 1-day prior to reaching the measurement site were used to calculate distance and
direction averages as well as the recirculation factor. Terciles of these variables were determined in order
to establish three intervals with low, medium and high values. These intervals were used to classify the
variables following their interval widths and skewnesses. The best correlation between pairs of mete-
orological variables was observed for the average distance, in particular with horizontal wind speed.
Sinusoidal relationships with the average direction were obtained for average distance and for vertical
wind speed. Finally, in the third section, the quadratic evolution was considered in each interval of all the
meteorological variables. As regards the main result, the greatest increases were obtained for high po-
tential temperature for both gases followed by low and medium boundary layer height for CO2 and CH4,
respectively. Combining both meteorological variables provided increases of 22 ± 9 and
0.070 ± 0.019 ppm for CO2 and CH4, respectively, although the number of observations affected is small,
around 7%.

© 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Interest in the evolution of GHG has increased in recent years.
Indeed, they are systematically measured at remote locations
around the world (WDCGG, 2017). Buchholz et al. (2016) consider
that developing policies to control air quality should take into ac-
count meteorological conditions. Most analyses highlight the role
of sources and sinks whereas few studies have explored the
relationship between GHG and meteorological variables (Sreenivas
et al., 2016), whilst some focus on local effects, such as recirculation
over complex terrain (Kutter et al., 2017), or micrometeorological
observations of atmospheric stable stratification (Wharton et al.,
2017). The present paper goes a step further since it focuses on
meteorological variables and seeks to investigate the conditions
that favour the most marked CO2 and CH4 evolution.

The evolution of CO2 and CH4 has often been described by
composite equations comprising two parts (Fern�andez-Duque
et al., 2017; P�erez et al., 2017), one being harmonic to include
daily and yearly cycles, which lies outside the scope of this study,
and the other being responsible for the concentration trend.
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Most authors describe GHG evolution by a linear expression
(Eneroth et al., 2005; Timokhina et al., 2015; Wu et al., 2012), since
it is simple and provides an accurate value of the trend. Other
studies consider second order polynomials (Fang et al., 2016) whilst
only a few include higher order polynomials (Inoue et al., 2006).
The first objective of this paper is to quantify simple equations,
which are the expressions currently used to describe the concen-
tration evolution. One main difference between this analysis and
previous studies is that these equations are compared in order to
choose the one that provides the best fit.

The second objective is to explore the influence of meteoro-
logical variables on CO2 and CH4 evolution in order to establish the
conditions that lead to major increases in the two trace gases. CO2
and CH4 response to meteorological variables has previously been
explored (García et al., 2012; P�erez et al., 2016; S�anchez et al., 2010).
However, the relationship between the concentration trend and
meteorological variables is not common and requiresmore detailed
research.

In order to obtain the meteorological variables, an air trajectory
model has been used. These models have multiple applications in
the field of atmospheric science (P�erez et al., 2015a) and their use
has increased in recent years. Their main advantage is that the air
parcel trajectory provides information beyond the local range,
whereas in situ measurements are influenced by surrounding fea-
tures such as small hills or changes in surface that disturb airflow
(Grant et al., 2015). Moreover, use of the air trajectory model has
been favoured by the development of web-based versions such as
those of the National Oceanic and Atmospheric Administration
(NOAA, 2017) or the Centre for Global Environmental Research
(CGER, 2017), which enable air parcel evolution at different sites,
times, and heights to be obtained more quickly and with varied
temporal extensions.

In this study, meteorological variables are first considered
separately so as gain a clearer idea of their distribution, although
relationships between pairs are subsequently investigated. A key
feature of this analysis is the inclusion of trajectory variables such
as the recirculation factor, which are rarely considered, in addition
to the usual meteorological variables.

Hern�andez-Paniagua et al. (2015) calculated the annual CO2 rate
for wind direction sectors in southwest London. This paper follows
that analysis, although with two major differences. The first is the
greater number of meteorological variables considered, in an effort
to quantify the trend linked to each variable. The second difference
is the number of intervals proposed for each variable. This study
considers a low number of intervals so as to retain sufficient ob-
servations when pairs of variables are combined.

Finally, key points of this study are the detailed quantification of
the CO2 and CH4 trend and proposing the most relevant meteoro-
logical variables for their evolution.

2. Materials and methods

2.1. Measurement campaign

Measurements were carried out at the Low Atmosphere
Research Centre, CIBA (41⁰ 480 50.2600 N, 4⁰ 550 58.5300 W, 852 m
a.s.l.) over six years, commencing on 15 October 2010. The site is
nearly flat, with Mediterranean shrubland being the main
vegetation.

CO2 and CH4 dry concentrations were measured with a Picarro
G1301, which recorded them at 1.8, 3.7 and 8.3 m above ground
level every 10 min at each level, and half-hour averages were sys-
tematically calculated. Since no statistical differences were found
between the three levels (Fern�andez-Duque et al., 2017), only
measurements taken at the 1.8m level, the onemost affected by the
ground, are considered in this paper. The device functioned
correctly, although 16.3% of observations were missing due to
maintenance.

The METeorological data EXplorer, METEX (Zeng et al., 2010),
was used to calculate air trajectories, its most noticeable feature
being the small number of specifications required. It was recently
applied to investigate the air mass origin affecting CO2 concentra-
tions recorded at Mt. Fuji (Nomura et al., 2017). In this study, cal-
culations were performed every year. The kinematic model, which
considers that an air parcel trajectory is given by the horizontal
wind components and vertical pressure velocity, was selected. The
interval between consecutive trajectories was 1 h, and 1-day
backward trajectories at 500 m a.g.l. at the study site were
considered. Moreover, this model provided ancillary meteorolog-
ical variables such as the boundary layer height, u, v and w com-
ponents of wind speed (the first two were combined to obtain
horizontal wind speed), potential temperature and pressure. Since
the lowest time resolution of this model is one hour, concentrations
were averaged to combine them with the METEX values.
2.2. Trajectory calculations

Fig. 1a presents a 1-day backward trajectory reaching CIBA,
point A, from point B. Black points correspond to hourly positions of
the air parcel. The average distances di from each hourly position to
the arrival point were calculated for every trajectory. Directions qi
were decomposed into their sine and cosine components, which
were added and then composed to obtain the average direction.
The recirculation factor, R, was calculated following Allwine and
Whiteman (1994), defining the wind run, S, as the total distance
travelled by the air parcel

S ¼
X24

i¼1

Si (1)

where Si is the distance between consecutive hourly positions.
These distances are arcs on the Earth's surface which may be
calculated using the Sinnott equation and the Earth's radius
(Snyder, 1987). The resulting transport distance, L, is the minimum
distance between the beginning of the trajectory, point B, and the
end, point A. The recirculation factor, R, may then be calculated.

R ¼ 1� L
S
: (2)

Fig. 1b was drawn so as to obtain a visual representation of this
factor. Trajectories are considered as arcs of circumferences. The
distance between A and B is L, the chord of a circumference of
centre C and radius r, whose arc is S. The relationship between L, S
and its corresponding angle a is

L
2S

a ¼ sin
a

2
; (3)

which must be solved numerically. A recirculation factor of about
0.36 is obtained when the AB distance is the diameter of the
circumference.
2.3. Statistics

Eight meteorological variables were considered. Three were
calculated for each 1-day backward trajectory. These were distance
and direction averages, and the recirculation factor. The rest are
variables provided at the arrival site. This group is formed by
boundary layer height, horizontal and vertical wind speed,



Fig. 1. Schemes showing (a) 1-day backward trajectory reaching A, (b) circumference
arcs corresponding to different recirculation parameters, and (c) sectors used to obtain
the median direction.
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potential temperature and pressure.
Each variable was ordered and three groups with the same

number of observations were formed. Obtaining these terciles is
straightforward for linear variables. However, calculating them for
angular variables, such as the direction average, requires further
development. Fisher (1993) defined the median direction for cir-
cular variables as the direction q that minimises the function

DðqÞ ¼ p� 1
n

Xn

i¼1

����p�
����qi � q

����
����; (4)

where n is the number of 1-day backward trajectories and qi each
average direction. This calculation may be easily performed when
the number of observations is small. However, obtaining a median
may require a great deal of time and use of extensive datasets. This
inconvenience may be overcomewith an approximate value, which
is accurate enough for most applications. The procedure was used
by P�erez et al. (2014) for linear variables. The first step towards
reaching this approximate value is to build the histogram by
binning observations. Narrow bins lead to a value close to the
median. Fig. 1c considers 36 bins to illustrate the procedure,
although 3600 bins were used with the experimental dataset. The
first four bins were numbered. Secondly, observations in consecu-
tive bins for a p radian angle were counted. In Fig. 1c, observations
in the shaded area are assigned to bin 4. This addition is calculated
for each bin. The value closest to 50% corresponds to the median
direction. However, two directions differing in p radians are
possible, which are represented by directions q1 and q2 in Fig. 1c.
The median corresponds to the direction where observations are
most grouped. Equation (4) was used with both directions, with the
value that provides the lowest quantity for this equation being
selected as the median and the opposite as the origin. Once the
median is determined, observations of bins counter-clockwise from
the median are added to reach 16.67% so as to obtain the 1st tercile,
and observations of bins clockwise from the median are considered
up to 16.67% in order to obtain the 2nd tercile. This procedure is
similar to that presented by Abuzaid et al. (2012) to calculate 1st
and 3rd quartiles.

The easiest way to investigate the relationship between one
linear variable X and one angular variable Q is by considering a
linear equation in the variables cos Q and sin Q. A measure of this
dependence was presented by Mardia (1976) by

R2 ¼
�
r21 þ r22 � 2r1r2r3

�.�
1� r23

�
; (5)

where r1 is the Pearson correlation coefficient between Xi and cos
Qi, and r2 and r3 correspond to correlations between Xi and sin Qi,
and cos Qi and sin Qi, respectively.

2.4. Equations of trend

Closed-form expressions were used to fix the evolutions. A
straight line is the simplest way to detect a trend (Angelbratt et al.,
2011),

y ¼ a1 þ a2t; (6)

where t is the time from when measuring commences and y the
corresponding concentration. Aalto et al. (2002) considered this
expression to analyse tropospheric CO2 in northern Finland. Sec-
ondly, the quadratic equation was employed,

y ¼ b1 þ b2t þ b3t
2; (7)
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used by Bakwin et al. (1998) to study CO2 evolution at two sites in
North Carolina and Wisconsin. Higher order polynomials were not
considered in this study due to their infrequent use. Finally, the
exponential relationship was tried.

y ¼ c1e
c2t : (8)

A similar relationship was employed by Artuso et al. (2009) to
investigate the CO2 trend on the island of Lampedusa.

3. Results

3.1. Monthly evolution

Fig. 2 presents the evolution of both gases by calculations car-
ried out withmonthly observations. The yearly cycle is verymarked
and the increasing trend with time is noticeable for both gases.
Extensions of interquartile ranges are more accentuated for CO2
than for CH4. Relationships between interquartile range and me-
dian were obtained each month and averaged. They were 2.6% for
CO2 and 1.5% for CH4. Moreover the dispersion of the 90th per-
centiles is considerably higher for CO2, implying greater skewness.
In fact, the average of Bowley's coefficient, a skewness robust sta-
tistic (P�erez et al., 2014) for monthly observations, is 0.25 for CO2
whereas it was 0.15 for CH4.

3.2. Decile trends

García et al. (2012) and P�erez et al. (2012) considered the daily
evolution for different CO2 percentiles. Following this approach,
deciles of monthly observations were calculated to obtain a
Fig. 2. Evolution of monthly concentrations in the period analysed. Black dots repre-
sent the medians, grey lines correspond to the interquartile ranges and empty grey
dots are the 10th and 90th percentiles for measurements of CO2 (a) and CH4 (b).
detailed estimation of their trend. Coefficients of the three ex-
pressions employed are presented in Table 1. Evolutions of a1, b1
and c1 are similar, and increase when the decile grows. The
remaining coefficients only presented a slight change for the
highest deciles. Correlation coefficients were similar for the lowest
deciles. However, they decreased when the deciles increased for
the highest deciles.

Coefficient a2 represents the growth rate for the linear equation,
which is constant with the time in this procedure, reaching 2.24
and 9.6 10�3 ppmyear�1 for the CO2 and CH4 medians, respectively.
Growth rates vary with time in Eqs. (7) and (8).

In the quadratic expression, the growth rate is linear with time,
the b2 coefficient being the initial growth rate. Moreover, since the
relationship between b3 and b2 is small, this latter coefficient
controls the growth rate, and the temporal change of this rate is, in
general, slow. The negative value of b2 for the CH4 9th decile in-
dicates an initial decrease in concentration over time. The b3 co-
efficient is negative for the six lowest deciles of CO2 revealing
downward concavity of Eq. (7) accompanied by a slight fall in the
growth rate equal to 2b3 each year. The opposite behaviour is
observed for positive values of b3, although the increase is greater
in this case since the b3 values are higher. The evolution of the
growth rate is extremely marked for CH4 due to the greater rela-
tionship between b3 and b2 for this gas.

Coefficient c2 is so small that Eq. (8) is similar to Eq. (6). In fact,
Eq. (8) may be replaced by a Taylor series at t¼ 0with derivatives of
order zero and one, i.e. a straight line where the intercept is c1 and
the slope is c1c2, which resemble a1 and a2, respectively. Conse-
quently, the growth rate is given by c1c2 in this case.

Although this section focuses on deciles since they are robust
statistics, values corresponding to monthly averages are also
included in Table 1. They are close to those for the median or deciles
slightly above it due to the high outliers that occasionally appear.

3.3. Boundaries of the variables used

Table 2 presents the median of the meteorological variables
employed in this analysis, which are a location statistic. Moreover,
the 1st and 2nd terciles have been calculated and may be used as
frontiers since three intervals can be established. Values below the
1st tercile may be considered low, values between the 1st and the
2nd tercile are medium and, values above the 2nd tercile are high.

Ranges of these intervals depend on the corresponding variable.
The second interval for direction, vertical wind speed, potential
temperature and pressure is narrow. Differences among these
variables depend on their distribution, which is nearly symmetrical
for direction, vertical wind speed and potential temperature.
However, pressure is left-skewed. Distance, boundary layer height
and horizontal wind speed present similar ranges for the first and
second intervals, and the distribution of these variables is right-
skewed. The final third of distances extends above 1000 km, 1.1%
of the boundary layer heights exceed 2000 m and horizontal wind
speed may be described by the Weibull distribution with a shape
parameter of 1.58 and a scale parameter of 7.6 m s�1. Finally, the
recirculation factor is noticeably right-skewed, 2.4% of recirculation
factors are above 0.5. Intervals obtained from its terciles are un-
equal, with their ranges increasing following the value.

Concentrations of gases in the atmosphere depend on various
contributions, with meteorological variables playing a key role.
From a practical point of view, the strength of the relationship
between concentrations and meteorological variables should be
quantified. However, as a previous step, the relationship between
meteorological variables merits investigation. Table 3 presents
correlations between pairs of variables whose coefficients are, in
general, satisfactory due to the large number of observations. This



Table 1
Coefficients and correlation coefficient for the equations used to fit the temporal evolution of monthly deciles and averages taking the temporal origin on the first month of the
interval.

Gas Decile Linear Quadratic Exponential

a1 (ppm) a2 (ppm year�1) r b1 (ppm) b2 (ppm year�1) b3 (ppm year�2) r c1 (ppm) c2 (year�1) r

CO2 1 389.50 2.114 0.714 389.21 2.417 �0.051 0.714 389.50 0.0053 0.713
2 390.89 2.137 0.730 390.55 2.492 �0.059 0.730 390.90 0.0054 0.728
3 392.15 2.147 0.733 391.78 2.533 �0.065 0.734 392.16 0.0054 0.732
4 393.45 2.170 0.732 393.18 2.450 �0.047 0.733 393.46 0.0054 0.731
5 395.00 2.244 0.729 394.85 2.407 �0.027 0.729 395.02 0.0056 0.728
6 397.05 2.294 0.692 396.98 2.367 �0.012 0.693 397.06 0.0057 0.691
7 399.81 2.254 0.628 400.22 1.833 0.070 0.629 399.81 0.0055 0.627
8 403.67 2.405 0.544 404.76 1.274 0.189 0.548 403.65 0.0059 0.545
9 411.34 2.797 0.428 413.33 0.724 0.347 0.436 411.27 0.0067 0.431
Averagea 398.37 2.362 0.676 398.64 2.085 0.046 0.676 398.38 0.0058 0.674

CH4 1 1.8506 0.0097 0.779 1.8552 0.0050 0.0008 0.785 1.8507 0.0052 0.778
2 1.8585 0.0098 0.793 1.8622 0.0060 0.0006 0.797 1.8586 0.0052 0.793
3 1.8642 0.0098 0.798 1.8684 0.0055 0.0007 0.803 1.8644 0.0052 0.797
4 1.8692 0.0097 0.789 1.8740 0.0047 0.0008 0.796 1.8693 0.0051 0.789
5 1.8745 0.0096 0.768 1.8796 0.0043 0.0009 0.776 1.8747 0.0050 0.768
6 1.8804 0.0095 0.738 1.8860 0.0037 0.0010 0.747 1.8805 0.0049 0.737
7 1.8879 0.0093 0.698 1.8944 0.0026 0.0011 0.710 1.8880 0.0049 0.698
8 1.8972 0.0096 0.647 1.9053 0.0012 0.0014 0.664 1.8973 0.0050 0.649
9 1.9146 0.0098 0.525 1.9263 �0.0023 0.0020 0.551 1.9148 0.0050 0.528
Averagea 1.8850 0.0093 0.630 1.8941 �0.0003 0.0016 0.652 1.8851 0.0048 0.630

a Correspond to the monthly concentration averages.

Table 2
Terciles and medians of the variables used.

Variable 1st tercile Median 2nd tercile

Distance (km) 181.1 261.8 372.9
Direction (degrees) 245.7 280.1 320.7
Recirculation factor 0.019 0.038 0.074
Boundary layer height (m) 337 490 718
Horizontal wind speed (m s�1) 4.1 5.7 7.9
Vertical wind speed (m s�1) �0.0036 �0.0007 0.0022
Potential temperature (K) 290.6 293.6 297.0
Pressure (hPa) 865.7 868.3 870.6
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number is over 52,000, with the critical value at a 0.01 significance
level being 0.011. Low correlations, whose coefficients were below
that value, are marked in italics in Table 3.

Values above 0.400 have been highlighted so as tomark relevant
correlations. The greatest values were obtained for distance, fol-
lowed by horizontal wind speed. The highest correlation revealed
that the greater the horizontal wind speed, the greater the distance
travelled by the air parcel. The average distance is anti-correlated
with potential temperature and the recirculation factor. The
noticeable coefficients between average direction and distance or
vertical wind speed indicate sinusoidal relationships between the
two variables. The best correlation for the boundary layer height
was observed with potential temperature. Small values are
Table 3
Correlation between pairs of variables.

Variables r Variables r Variables r Variables

Dist.-Dir. 0.400 Dir. -R. F. 0.254 R. F.-B. L. 0.083 B. L.-H. W.
Dist.-R. F. ¡0.452 Dir. -B. L. 0.150 R. F.-H. W. �0.309 B. L.-V. W.
Dist.-B. L. �0.183 Dir. -H. W. 0.314 R. F.-V. W. 0.034 B. L.-P. T.
Dist.-H. W. 0.893 Dir. -V. W. 0.464 R. F.-P. T. 0.210 B. L.-Pres.
Dist.-V. W. 0.007 Dir. -P. T. 0.397 R. F.-Pres. 0.121
Dist.-P. T. ¡0.503 Dir. -Pres. 0.306
Dist.-Pres. �0.382

r, correlation coefficient, square root of Eq. (5) for direction, Dist., average distance, Di
horizontal wind speed, V. W., vertical wind speed, P. T., potential temperature, Pres., pre
Bold values are above 0.400 so as to mark relevant correlations.
obtained for correlations between the recirculation factor and the
remaining variables, although a pronounced inverse relationship
was observed with horizontal wind speed, which is justified since
intense horizontal winds determine straight trajectories and small
recirculation factors.

The worst correlation coefficient was obtained between the
average distance and vertical wind speed, which do not seem to be
correlated, and the second worst corresponded to boundary layer
height and pressure.

3.4. Relationship between trend and meteorological variables

The current analysis considers the influence of the meteoro-
logical variables previously presented on CO2 and CH4 trends.
Concentrations were segregated following the terciles of meteo-
rological variables. Together with the correlation coefficient and
the change of concentration in the period investigated, coefficients
of Eq. (7) were calculated and shown in Table 4.

Coefficient b3 is smaller than b2 for CO2, which means that the
influence of b3 is low at the beginning of the measurement interval,
although comparable to b2 at the end. The increase in concentration
lies in an interval of around 6 ppm. The concavity of the equation is
given by the sign of b3. Since the concentration increase is positive,
positive values of b3 reveal a rapid increase at the end of the period,
whereas the five negative values of b3 indicate a slow increase at
the end of the period. However, this behaviour is barely observed
r Variables r Variables r Variables r

�0.165 H. W.-V. W. 0.135 V. W.-P. T. 0.267 P. T.-Pres. 0.301
0.239 H. W.-P. T. ¡0.435 V. W.-Pres. ¡0.417
0.433 H. W.-Pres. ¡0.456
�0.010

r., average direction, R. F., recirculation factor, B. L., boundary layer height, H. W.,
ssure.



Table 4
Coefficients for the quadratic fit given by Eq. (7), together with the correlation coefficient, r, and the change in concentration in the 6-year period, D.

Variable Interval CO2 CH4

b1 (ppm) b2 (ppm y�1) b3 (ppm y�2) r D (ppm) b1 (ppm) b2 (ppm y�1)a b3 (ppm y�2)a r D (ppm)

Dist. Low 400.65 1.669 0.121 0.226 14.39 1.8990 �1.936 1.647 0.190 0.0477
Medium 400.19 1.433 0.144 0.253 13.76 1.8948 0.259 1.457 0.245 0.0540
High 395.62 2.948 �0.081 0.466 14.76 1.8861 4.402 0.728 0.317 0.0526

Dir. Low 400.67 1.996 0.133 0.262 16.76 1.9001 �1.792 1.883 0.212 0.0570
Medium 397.13 2.375 �0.007 0.285 13.99 1.8844 1.097 1.303 0.299 0.0535
High 398.83 1.425 0.098 0.295 12.08 1.8934 5.580 0.277 0.224 0.0435

R. F. Low 397.45 1.952 0.079 0.341 14.57 1.8866 2.548 1.080 0.325 0.0542
Medium 399.55 1.541 0.136 0.266 14.15 1.8954 1.493 1.118 0.192 0.0492
High 399.75 2.156 0.041 0.241 14.42 1.8971 �0.519 1.510 0.226 0.0512

B. L. Low 405.49 1.660 0.209 0.268 17.48 1.9156 �0.923 1.511 0.151 0.0488
Medium 398.77 1.562 0.159 0.336 15.10 1.8915 0.627 1.542 0.343 0.0593
High 391.23 2.542 �0.033 0.423 14.06 1.8668 5.556 0.646 0.565 0.0566

H. W. Low 400.59 2.319 �0.011 0.208 13.52 1.8957 1.077 1.082 0.189 0.0454
Medium 399.85 0.688 0.308 0.288 15.21 1.8969 �5.108 2.490 0.276 0.0590
High 396.19 2.874 �0.080 0.440 14.37 1.8883 5.414 0.510 0.255 0.0508

V. W. Low 399.84 1.994 0.038 0.276 13.35 1.8941 4.745 0.653 0.277 0.0520
Medium 400.24 1.424 0.159 0.248 14.26 1.8998 �0.578 1.383 0.173 0.0463
High 397.04 1.743 0.144 0.301 15.63 1.8864 �1.893 1.873 0.291 0.0561

P. T. Low 399.81 1.720 0.120 0.437 14.66 1.9024 3.089 1.030 0.258 0.0556
Medium 401.35 1.510 0.094 0.214 12.43 1.9036 �4.739 2.094 0.185 0.0469
High 394.00 2.864 0.020 0.283 17.91 1.8628 7.654 0.541 0.387 0.0654

Pres. Low 398.41 1.597 0.129 0.361 14.22 1.8948 �0.268 1.500 0.312 0.0524
Medium 399.25 1.677 0.098 0.228 13.58 1.8946 �2.409 1.777 0.226 0.0495
High 399.48 1.996 0.093 0.264 15.33 1.8895 6.295 0.441 0.201 0.0536

Bold values correspond to the two highest increases in concentration in the 6-year period for both gases.
a These coefficients are multiplied by 1000.
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due to the low value of b3. The lowest increase, around 12 ppm,
corresponds to directions from around NW to E, followed by in-
termediate potential temperatures. However, the greatest increase,
nearly 18 ppm, is observed for high potential temperatures, fol-
lowed by the interval of low boundary layer height values. Conse-
quently, contrasting evolutions appeared with potential
temperature, since the increase is small for intermediate values,
although large for high ones.

For CH4, correlation coefficients are, in general, smaller than
those for CO2. Moreover, b2 and b3 coefficients are comparable,
revealing that the weight of this latter coefficient is noticeable at
the end of the measuring interval. Concavity of evolution is posi-
tive. However, ten b2 coefficients are negative, indicating that
evolution may even decrease slightly at the beginning of the in-
terval. Concentration changes are also confined in a narrow inter-
val, around 0.016 ppm. The highest and lowest increases were
observed in the same variables and intervals as for CO2. The second
highest also corresponded to the boundary layer height, as with
CO2, although for intermediate values. Finally, the second lowest
was obtained for small horizontal wind speed values. A contrasting
evolution was observed for this variable, since a marked increase
was obtained for intermediate values.

The correlation coefficients included in Table 4 are statistically
significant, since critical values at the 0.001 level are around 0.028
due to the number of observations, which is nearly 14,000.
Consequently, key values are the concentration changes presented
in Table 4, since they mark the ranges of every meteorological
variable linked to salient concentration increases.

Finally, conditions leading to the two largest increases were
combined for the two gases. They are high values of potential
temperature, as well as low and medium values of boundary layer
height, for CO2 and CH4 respectively. The increase, 22 ppm with a
standard deviation of 9 ppm, is noticeable for CO2 although the
number of observations is very limited, nearly 7% of available ob-
servations, under high potential temperatures together with low
boundary layer height values, which appear mainly in summer at
night. The greatest increase for CH4 is 0.070 ± 0.019 ppm, a little
higher than those presented in Table 4. The number of observations
for CH4, in this case under high potential temperature and inter-
mediate boundary layer height, is similar, around 6%, and the
period is centred in summer, although it is more extended than for
CO2 and mainly located at the beginning and end of the night.
4. Discussion

4.1. Monthly evolution

Cheng et al. (2017) compared the CO2 background concentra-
tions measured with flasks to those obtained with the data
assimilation system called Carbon Tracker (Peters et al., 2007) at
the Waliguan station in China. Although the measurement period
extended fromMarch 2009 to December 2010, several featuresmay
be highlighted. Firstly, the Carbon Tracker evolution is smoother
than the measured one, since the contrast between summer and
winter is smaller, and secondly, concentrations from the Carbon
Tracker are slightly above the flask concentrations. The main dif-
ferences are reached in April 2009, when the flask concentration
exceeded the Carbon Tracker concentration, although the opposite
behaviour appeared in August 2009 and 2010. When this evolution
is compared to that presented in Fig. 2, values observed at CIBA are
higher than those at Waliguan. Moreover, changes between
consecutive months are more pronounced at CIBA, probably due to
the features of the semi-natural site where the station is located,
which is affected by nearby roads and population centres. This
explanation agrees with R�o _za�nski et al. (2014), who indicate that
spikes and periods of increased concentrations are due to local and/
or regional sources. Another salient difference is the sharp contrast
between minima reached in summer and adjacent months, which
may be attributed to the climate of the region, which is dry and hot
in summer when vegetation dies, whereas precipitation in the rest
of the year determines vegetation, which mainly grows in spring.
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4.2. CO2 and CH4 trends

The growth rates calculated in this paper, 2.24 and 9.6
10�3 ppm year�1 for the CO2 and CH4 monthly medians, respec-
tively, are close to 2.02 ppm year�1 obtained for CO2 in Central
Siberia in the period 2006e2013 (Timokhina et al., 2015) and
0.0074 ppmyear�1 for CH4 at Cabaw, The Netherlands, in the period
2005e2010 (Vermeulen et al., 2011). However, they are far from the
3.8 ppm year�1 for CO2 recorded at Shangdianzi, China, under the
Beijing-Tianjin-Hebei influence (Fang et al., 2016) and around
0.017 ppm year�1 for CH4 observed at Hegyh�ats�al, Hungary
(Haszpra et al., 2011).

Second order polynomials have scarcely been used, noticeable
examples being Bakwin et al. (1998) and Fang et al. (2016). Unfor-
tunately, a detailed analysis of coefficients was not included in
these studies. R�o _za�nski et al. (2014) presented smoothed curves,
use of which is frequent, to indicate the evolution of greenhouse
gases and selected halocarbons at a Polish station. These curves are
suitable for large datasets since they mark periods which display
growth that is different to that usually found at the site. However,
for short series of observations, simpler equations, such as those
considered in this study, provide an accurate description of the
evolution.

4.3. Correlation between pairs of meteorological variables

When analysing correlations between meteorological variables
it should not be forgotten that they do not evolve independently,
since they are linked by atmospheric cycles. This is the case of
negative correlations between distance and potential temperature
or recirculation factor. When temperatures are high, in summer,
wind speed is low and the average distance is small. Similarly, large
recirculation factors are linked to stagnant conditions and low
distances.

The analysis of correlation coefficients for the direction reveals
the sinusoidal relationships with distance and vertical wind speed.
Distances are small from around E to S and large from around SW to
NW, as reported in a previous study based on a three-year analysis
(P�erez et al., 2015b). The directional cycle for vertical wind speed is
noticeable since the lowest values are obtained from around N to
NE and the highest from around SW to W.

The satisfactory correlation between the boundary layer height
and the potential temperature is explained by two cycles. The
annual cycle features the noticeable development of the boundary
layer in summer in agreement with temperature (P�erez et al., 2016),
and the daily cycle shows small values of both variables at night.
Guo et al. (2016) investigated the climatology of the planetary
boundary layer height in China and concluded its negative associ-
ation with surface pressure and lower troposphere stability and its
positive association with near-surface wind speed and tempera-
ture. In agreement with this research, the correlation between
boundary layer height and pressure is slightly negative, although
variables used in this paper correspond to 500 m a.g.l. This low
negative value is due to the daily cycle, since the greatest heights of
the boundary layer, above 2000 m, are obtained with large pres-
sures during the daytime. However, the lowest boundary layer
heights are mainly observed during the night over a wide pressure
interval.

The annual cycle also justifies different correlations, such as the
negative value obtained for horizontal wind speed with potential
temperature, since temperature is high in summerwhen horizontal
wind speed is low, and is the opposite inwinter. Similarly, this cycle
explains the negative correlations of both horizontal and vertical
wind speed with pressure. In winter, low pressure systems sweep
the Iberian Peninsula causing high horizontal wind speed and high
vertical wind speed, and the opposite in summer. Finally, the cor-
relation between potential temperature and pressure, which is not
very small, may be understood with the annual cycle of both
variables.

4.4. Trends and meteorological variables

Few studies present the close relationship between meteoro-
logical variables and CO2 concentration in the boundary layer, such
as the analysis of Li et al. (2014) focusing on vertical profiles, which
are related with atmospheric boundary layer depth and atmo-
spheric stability. Another example is the study of S�anchez et al.
(2010), which shows that strong inversions of up to 7.5 �C per
100 m at CIBA contribute to trapping CO2 in the lowest atmosphere
during night-time. Although a climatology of air pollution has oc-
casionally been presented (Buchholz et al., 2016), the influence of
meteorological variables on CO2 and CH4 trends has scarcely been
investigated. One prominent example is the analysis suggested by
Zhang et al. (2013), which studied CO2 at Mount Waliguan Baseline
Observatory, western China, between 1995 and 2008. They mainly
focused on sources, sinks and their changes, and viewed meteo-
rological conditions as a secondary consideration. However, the
current study highlights the fact that CO2 and CH4 increases are
closely linked to meteorological conditions. In particular, boundary
layer height and potential temperature are key variables in CO2 and
CH4 evolution.

5. Conclusions

Analysis of monthly CO2 and CH4 observations revealed the
greater dispersion of CO2 measurements, which were also more
skewed than CH4 data.

Linear analysis of monthly deciles provided rates of 2.14 and 9.6
10�3 ppm year�1 for the CO2 and CH4 medians respectively. The
quadratic equation used with these deciles revealed a decrease in
the rise of CO2 when time increased for the lowest deciles, although
the rate increased with time for the remaining deciles and for CH4.
The exponential equation was also considered, although the evo-
lution described with this expression was similar to the linear
evolution.

Terciles of meteorological variables were proposed as bound-
aries. Three groups of variables were created, the first, formed by
wind direction, vertical wind speed, potential temperature and
pressure, presents a narrow interval between the first and second
terciles. The second group is formed by the distance, boundary
layer height and horizontal wind speed, whose intervals below the
first tercile and between the first and the second tercile were
similar. The recirculation factor shows three unequal intervals. As
regards skewness, pressure is left-skewed, whereas distance,
boundary layer height, horizontal wind speed and recirculation
factor are right-skewed.

The link between meteorological variables was quantified. The
greatest correlation coefficient was obtained between distance and
horizontal wind speed, since large distances are associated with
high horizontal wind speeds. Noticeable anti-correlations are
observed between potential temperature with distance and hori-
zontal wind speed and between pressure with horizontal and
vertical wind speeds, which may be linked with the annual cycle,
since both temperature and pressure are higher in summer. Wind
direction is correlated with distance and vertical wind speed,
revealing a sinusoidal relationship between the two variables.

The quadratic evolution was analysed in the intervals of mete-
orological variables. The greatest CO2 increase was obtained for
high potential temperatures (above 297 K) followed by low
boundary layer heights (below 337 m). For CH4, the greatest
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increase was also observed for high potential temperatures,
although followed by intermediate boundary layer heights (be-
tween 337 and 718 m). Both meteorological variables were com-
bined to calculate the resulting increase, which was around 22 ± 9
and 0.070 ± 0.019 ppm for CO2 and CH4, respectively, although the
number of observations was very limited, around 7%, and were in
summer, at night for CO2, and at the beginning and end of the night
for CH4.

As a final conclusion, certain meteorological variables, high
values of potential temperature and low or medium values of
boundary layer height for CO2 and CH4 respectively, strongly
impact on the evolution of concentrations and should not be
excluded when providing a comprehensive description of the two
gases.
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