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Parallelized text file reading in R and other bits and pieces
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Introduction

There wil betirmes when ywou will wantto read rmultiple test fles in paralel. Data ingest is one o fthe
arduous step s o fanalysis. For some time now the parallel package has existedin R for.. well
parallelizing tashs either onthe cores ofyour cornputer, or executing jobs on a duster. The parallel
pachkage brings together fundionality formthe soow package andthe multicore package. Fyou are on
aWindows 05 you will et be able totake adwartage ofthe multicare or me type undionality in the

parallel package . hyadvise isto switchto using a proper 05 ;). Fyou use Rforanalysis, Iwould also
strorg by e cormme rd that you read the ook Parallel R - Data Analyss in#he Distbwed Word By Q.
Ethan Mz Callum | Sephen Weston. There is a dear difference between using  snoaw -type inction and
multizore or me -type Anciors. The  soow -type nctions are esserdialy for csters but can be used
for paralkel proce ssing on your local machine, whereasthe me type fundion runlocallyon wour ma chine
using the systermn fork cormmard. This is why me $ype functions will not un on Windows systerms.,

The data.rvavle package is phemorminal ©rhardling large data s=ts in memoryand frcamying out
analysis onthose datasets. tistrullyanimalable tool. The resd cable or resd.cse functions come
out ofthe boxwith R, and all B prograrmmers hawe at one tirme or ancther use d these fundions, theyare
good and corme nient but can sormetime s be a e onte sow side whentest iles get large. The  Fread
function fomthe data. cable package is anequivalenttoolto resd cable butis much faster.

The lapto p used has a quad core i7 pmeessor showing 8 threads byhyperthreading amd 30GE of
MErmaory.

Using the mclapply function



The melapply fundioninthe parallel package isthe muficore equivalento foften used Llapply
furction. wery ote nyou are wotking locallyand sirmp by ree dto read kots offiles on a computer ora laptop
hthese cases melapply is your fiend . bis corenient and with usta £w changes you can make b est
wse o fyour local cormputing e sources.,

First we read inthe 1k rames withthe lisc. files function. This is arother werycoren ent Uinction it is
such atask saver. The data used arethe Aquisiiondata s=ts forn Farnie ae ard there are 49 such file
inthe falder ...

FHames <- list.Filesd"raw'", full. names = THUE)

Then we comparetime s of lapply and molapply fundions with read. cse | andthen look at the efiect
ofusingthe Fread fnctiononthe iimetaken. The tems below are not benchmarks but gives a rough

co mpari son i fthe ammount oftirme thatis spentusing the difierent rmetho ds. BEach method was un a couple
oftimes andthe best time taken.

System. timexl <- lapply(fMames, read.csv, sep = "|", header = FALSE))
Huiger sysbem elapsed
B34, HAa6 a@.4851 2&.144

Sys bem . Eime (k2 <- melapply(fMames, read.csv, sep = "|", me.cores = 8, header = FALSE))
Hus e sy sbem alapsed
2341, /13 1d.654 62,632

Sysbem . Cime (k3 <- melapply(Feames, fread, sep = "|", me.oores = 8))
Hysar 5ys bem & lapsed
SHL 4491 2,148 23,912

The R programrmer will kmow thatthe time o fimportance isthe elapsed tirme  noti e thatthe Fread
function doesn't hawe to be told whetherthe ile has a header ornot, it is clever enough to work it out for
itself. Butthisisn'tall the othernice thing abowtusing the daca. cable fonmat is that binding the list of
tables togetherto fomrm one large table is rouch fasterthan using data fames:

System. bime(xl <- do.callirbind, x1})
Huiger Sys bem elapsed
234 H16 4.31gd 432.171

dim{x1) & chack number of rows and calunns
#1] 187618493 22

Sys bem . Eime (k3 <- do.call(rbind, x3))
Hygar system  elapsed

. 95 @.124 1843

dimi{x3) & check number of rows and calumns
#[1] 1974108493 22

host Bprograrmmers hawe been inthe situation where wou are waiting ©orages foriss ofd ata frames to
hind togetherto givwe the fnaltable. The rbind of dava. cable objects makes this problem go away.

Logistic Map



Coudn'tresistan emamplk simulating fromthe chacotic Logistic Wap . Here is the map functionthattakesin

the rablie ard nurmber of points desired ..

lagrtap =- function].r, .n}{

== pecbtor{mode = "mumeric", length = .n}
.x[1] = .8
Farfi in 1:{.n - 1}}{
i+ 1] =- orr o x[i] v - x[i])
}

raturnf.x)

}

Here are the outputs obtaired cormpaning lapply ard melapply

SFo=- geql2 89, 3.99, by = @.881)

Sysbem. Eime(xl <- melapgply(.r, lagMap, .n = 1E4, me.cores = 8})
Huser System elapsed

G . HY & Hi 3. 922

SySbem. time(x? <- lapplyl . r, logMap, .n = 1E4})

puser System elapsed
216 g1 7 o.dEd 16,93l

The 'secret sauce’ here is inthe  lograp furctionwher the ouput wedor .« is generated irstrather
than growing the wector teratively- basicallyallowing memoryto be alocate d irst befor the analysis.

hdare parallel pragrarnrring in Rwill fllow in good tirme.
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