
NONAUTONOMOUS LINEAR-QUADRATIC DISSIPATIVE

CONTROL PROCESSES WITHOUT UNIFORM NULL

CONTROLLABILITY

RUSSELL JOHNSON, SYLVIA NOVO, CARMEN NÚÑEZ, AND RAFAEL OBAYA

Abstract. In this paper the dissipativity of a family of linear-quadratic con-
trol processes is studied. The application of the Pontryagin Maximum Prin-

ciple to this problem gives rise to a family of linear Hamiltonian systems for

which the existence of an exponential dichotomy is assumed, but no condition
of controllability is imposed. As a consequence, some of the systems of this

family could be abnormal. Sufficient conditions for the dissipativity of the

processes are provided assuming the existence of global positive solutions of
the Riccati equation induced by the family of linear Hamiltonian systems or

by a convenient disconjugate perturbation of it.

1. Introduction

In this paper the dissipativity of a time-dependent linear control system

x′ = A(t) x +B(t) u , (1.1)

where x ∈ Rn and u ∈ Rm, together with the quadratic supply form

Q(t,x,u) =
1

2
(〈x, G(t) x〉+ 2 〈x, g(t) u〉+ 〈u, R(t) u〉) , (1.2)

is studied. The functionsA,B,G, g andR are assumed to be bounded and uniformly
continuous functions on R, with values in the sets of real matrices of the appropriate
dimensions. In addition, G and R are symmetric, and R ≥ δIm for a fixed δ > 0.

The concept of dissipative dynamical system was introduced by Willems in [34,
32] in terms of an inequality involving the so-called storage function and the supply
form. Generally speaking, a dissipative system is characterized by the property
that at any time the amount of energy which it has dispersed in the environment
(which can be measured in terms of the variation of the storage function) can
not exceed the amount of energy that has been supplied to it (measured by the
integration of the supply form). This notion has interest both from a theoretical
and a practical point of view. It has been intensively investigated in systems theory
and other related areas (see Fabbri et al. [5], Hill [8], Hill-Moylan [9], Polushin [24]
and Savkin-Petersen [31]).

The linear control system (1.1) with quadratic supply form (1.2) can be included
in a standard way in a family of control systems

x′ = A(ω·t) x +B(ω·t) u , (1.3)
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with the corresponding family of quadratic forms

Qω(t,x,u) =
1

2
(〈x, G(ω·t) x〉+ 2 〈x, g(ω·t) u〉+ 〈u, R(ω·t) u〉) , (1.4)

for ω ∈ Ω, where Ω is a compact metric space with a continuous flow σ, and
A,G : Ω → Mn×n(R), B, g : Ω → Mn×m(R) and R : Ω → Mm×m(R) are contin-
uous matrix-valued functions, with G and R symmetric and R > 0. The results
regarding the dissipativity of the initial system (1.1) can be derived from the re-
sults concerning the family (1.3). The advantage of this collective formulation is
illustrated in Fabbri et al. [6, 5] and Johnson-Núñez [15].

The quadratic form (1.4) gives rise to a quadratic functional by integrating:

Ĩω(x,u) =

∫ T

0

Qω(t,x(t),u(t)) dt

where 0 < T ≤ ∞ and x(t) is the solution of (1.3) determined by a generic control
function u and a fixed initial vector x0 ∈ Rn (thus x(0) = x0; in the end x0 is
allowed to vary). The standard LQ (linear-quadratic) control problem consists in

minimizing Ĩω(x,u) subject to (1.3). It was noted by Yakubovich et al. [36] that
there is a close relation between the infinite-horizon (T =∞) LQ control problem
and the problem of the existence of a storage function for (1.1) and (1.2). They
assumed that the coefficients A, B, G, g, R are T -periodic functions of time; their
results were extended to the case of general time-varying coefficients in [5].

The application of the Pontryagin Maximum Principle to the study of the LQ

control problem defined by (1.3) and Ĩω gives rise to the family of nonautonomous
linear Hamiltonian systems

z′ = H(ω·t) z (1.5)

for ω ∈ Ω, where z = [ xy ] for x,y ∈ Rn and

H(ω) =

[
A(ω)−B(ω)R−1(ω)gT (ω) B(ω)R−1(ω)BT (ω)

G(ω)− g(ω)R−1(ω)gT (ω) −AT (ω) + g(ω)R−1(ω)BT (ω)

]
,

which induces skew-product flows on the linear bundle Ω × R2n and on the La-
grangian bundle Ω× LR, as explained in Section 2.

Fabbri et al. [5] and Johnson-Núñez [15] study the dissipativity of (1.3) with
supply rate (1.4) in terms of the dynamical structure of this induced Lagrangian
flow. They assume that the family (1.5) admits an exponential dichotomy (Fre-
quency Condition, as defined in [6]) and that the family of control processes (1.3)
is uniformly null controllable. Under these conditions, the family (1.5) is uni-
formly weakly disconjugate and the Lagrange planes associated to the exponential
dichotomy do not lie on the Maslov cycle (Nonoscillation Conditions for (1.5) and
its time reversed family, as defined in [6]). Equivalently, they admit representations

of the form l−(ω) ≡
[

In
M−(ω)

]
and l+(ω) ≡

[
In

M+(ω)

]
for each ω ∈ Ω. Here, l±(ω)

represent the vector spaces of the solutions of (1.5) which are bounded as t→ ±∞,
respectively. They prove that “M−(ω) ≥ 0 for each ω ∈ Ω” is a necessary and
sufficient condition for the dissipativity of the family of control processes (1.3) with
supply form (1.4). In addition, the control processes are strictly dissipative if and
only if M−(ω) > 0 for every ω ∈ Ω. The study of the periodic case was carried out
by Yakubovich et al. in [36]. The papers ([5], [15]) treat the general time-varying
case.
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In the present paper we assume again the existence of an exponential dichotomy
for the family (1.5) but the assumption of uniform null controllability is removed.
We extend some of the previous criteria based on the positivity of the M -function
and we also obtain some characterizations of the dissipativity in terms of the corre-
sponding M -functions of an appropriate perturbation of the family (1.5). Thus, we
provide a quadratic storage function in a new and more complex scenario. Since,
in the absence of uniform null controllability, some of the associated linear Hamil-
tonian systems of the family must be abnormal, a section of the paper is devoted
to the study of this kind of system.

We next explain the structure and main results of the paper. In Section 2 we re-
call the main notions of topological dynamics and ergodic theory which we will need.
Section 3 is devoted to the study of the structure of a family of linear Hamiltonian
systems containing abnormal systems. We prove that the index of abnormality is
a semicontinuous invariant function admitting a residual invariant set of continuity
points where it is locally constant, and it takes its minimum there. The maxi-
mum value is attained on appropriate minimal subsets of Ω where it is constant
and greater or equal than 1. In addition, if the family admits an exponential di-
chotomy, one of the Lagrange planes associated to the exponential dichotomy lies
in the Maslov cycle. Hence, the Nonoscillation Conditions for (1.5) and its time-
reversed system do not hold simultaneaously in this scenario. The rotation number
for linear Hamiltonian systems is a robust parameter with dynamical significance,
we refer the reader to Johnson [10], Johnson and Nerurkar [11] and Novo et al. [23]
for its study and applications. In this paper we obtain a representation of the ro-
tation number which is useful for the abnormal case, in terms of the multiplicity of
proper focal points of a conjoined basis.

In Section 4 we define the dissipativity of a control system (1.1) with supply
rate (1.2) in the terms given by Willems [34], and provide a nonautonomous version
of the construction of the available storage in this context. When the family (1.3) is
uniformly null controllable, the dissipativity of the system corresponding to ω with

supply rate (1.4), is equivalent to the statement that
∫ t2
t1
Qω(s,x(s),u(s)) ds ≥ 0

for each pair t1 < t2, control u : [t1, t2] → Rm and solution x(t) of (1.3) satisfying
x(t1) = 0. Thus, we can understand the integral of the supply form as a power
function. Also under the assumption of uniform null controllability, we show that if
the dissipativity holds for a point ω0 with dense orbit, it holds for each ω ∈ Ω. It is
not hard to observe that both results are false when the controllability condition is
omitted and, in consequence, dissipative and non dissipative control processes can
coexist in the family (1.3). Some criteria, aimed at dealing with this new situation,
and based on the existence of a global solution of the Riccati equation induced by
the Lagrangian flow, are also given in this section.

This last section also contains criteria for dissipativity when the family of linear
Hamiltonian systems (1.5) has exponential dichotomy, in two cases: first, when

the Lagrange plane l−(ω) admits a representation of the form
[

In
M−(ω)

]
, with

M−(ω) ≥ 0 for each ω ∈ Ω, without further assumptions on the family of La-
grange planes {l+(ω) | ω ∈ Ω} (i.e., the Nonoscillation Condition for (1.5) can
fail); and second, without any additional hypothesis on l±, in the sense that both
Lagrange planes could globally or partially lie in the vertical Maslov cycle, but
assuming the existence of an appropriate disconjugate ε-perturbation of (1.5) for
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which M−ε globally exists and is positive semidefinite. Finally, some examples show
the applicability of the results.

2. Preliminaries

This section begins by recalling some basic concepts and properties on topological
dynamics and ergodic theory, which are discussed in Ellis [3] and Cornfeld et al. [2].
Let Ω be a complete metric space. A (real and continuous) global flow on Ω is a
continuous map σ : R × Ω → Ω, (t, ω) 7→ σ(t, ω) such that σ0 = Id and σs+t =
σt ◦ σs for each s, t ∈ R, where σt(ω) = σ(t, ω). The flow is local if the map σ
is defined, continuous, and satisfies the previous properties on an open subset of
R× Ω containing {0} × Ω.

Let (Ω, σ) be a global flow. The σ-orbit of a point ω ∈ Ω is the set {σt(ω) | t ∈
R}. Restricting the time to t ≥ 0 or t ≤ 0 leads to the definition of forward or
backward σ-semiorbit. A subset Ω1 ⊂ Ω is σ-invariant (resp. positively σ-invariant
or negatively σ-invariant) if σt(Ω1) = Ω1 for every t ∈ R (resp. t ≥ 0 or t ≤ 0). A
σ-invariant subset Ω1 ⊂ Ω is minimal if it is compact and does not contain properly
any other compact σ-invariant set; or, equivalently, if each one of the two semiorbits
of anyone of its elements is dense in it. The continuous flow (Ω, σ) is recurrent or
minimal if Ω itself is minimal.

If the forward semiorbit of a point ω0 ∈ Ω is relatively compact, its omega limit
set , O(ω0), is given by those points ω ∈ Ω such that ω = limm→∞ σ(tm, ω0) for
some sequence (tm) ↑ ∞. This set is nonempty, compact, connected and forward σ-
invariant. The definition and properties of an alpha limit set A(ω0) are analogous,
working now with sequences (tm) ↓ −∞.

The summary of the most basic notions required in the present paper is com-
pleted with the definitions of invariant and ergodic measures. Letm be a normalized
Borel measure on Ω; i.e. a finite regular measure defined on the Borel subsets of Ω
and with m(Ω) = 1. The measure m is σ-invariant if m(σt(Ω1)) = m(Ω1) for every
Borel subset Ω1 ⊂ Ω and every t ∈ R. If, in addition, m(Ω1) = 0 or m(Ω1) = 1 for
every σ-invariant subset Ω1 ⊂ Ω, then the measure m is σ-ergodic. The measure m
is concentrated on Ω1 ⊂ Ω if m(Ω1) = 1. And the topological support of m, Suppm,
is the complement of the largest open set O ⊂ Ω for which m(O) = 0.

From now on Ω will indicate a compact metric space and σ : R×Ω→ Ω a contin-
uous flow, and ω·t will represent σ(t, ω). Consider the family of linear Hamiltonian
systems

z′ =

[
H1(ω·t) H3(ω·t)
H2(ω·t) −HT

1 (ω·t)

]
z = H(ω·t) z (2.1)

for ω ∈ Ω, where H is a continuous real 2n× 2n matrix-valued function on Ω and

H2 and H3 are n× n symmetric matrices. Let U(t, ω) =
[
U1(t,ω) U3(t,ω)
U2(t,ω) U4(t,ω)

]
represent

the fundamental matrix solution of the system (2.1) for ω ∈ Ω with U(0, ω) = I2n,
which is globally defined. Then the map

τR : R× Ω× R2n → Ω× R2n , (t, ω, z) 7→ (ω·t, U(t, ω) z) (2.2)

defines a global continuous flow on Ω×R2n, of linear skew-product type: it preserves
the flow on Ω, which can be considered as the base of the bundle Ω × R2n; and it
is linear on the fiber component.

Frequently, a family of this type comes from a single nonautonomous Hamiltonian
system z′ = H0(t) z by means of the well known Bebutov construction: if H0 is
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bounded and uniformly continuous on R, then its hull Ω, defined as Ω = cls{Ht , t ∈
R} (whereHt(s) = H0(t+s) and the closure is taken in the compact-open topology),
is a compact metric space and the time-translation defines a continuous flow σ on it.
The base space Ω can hence be understood as the space in which the nonautonomous
law varies with respect to time. Under additional recurrence properties on H0,
the base flow is minimal. This is the case if H0 is almost periodic or almost
automorphic. Weaker conditions on H0 may provide a non minimal hull, which
can contain different minimal subsets. In some of these cases the solutions of
the different linear Hamiltonian systems of the family may show a significatively
different qualitative behavior.

2.1. The Lagrangian flow. Recall that two vectors z and w in R2n are are
isotropic if zTJw = 0, where J =

[
0n −In
In 0n

]
. Any linear subspace l ⊂ R2n whose vec-

tors are pairwise isotropic satisfies dim l ≤ n, since l is contained in the Euclidean
subspace orthogonal to J ·l = {J z | z ∈ l}. An n-dimensional linear subspace
l ⊂ R2n is a (real) Lagrange plane if zTJw = 0 for all z and w in l. The space LR
of all real Lagrange planes of R2n is a compact orientable manifold of dimension
n(n + 1)/2: see Matsushima [21] and Mishchenko et al. [22]. An element l of LR
can be represented by a 2n × n real matrix

[
L1

L2

]
of range n with LT1 L2 = LT2 L1.

We will write l ≡
[
L1

L2

]
in what follows. The representation means that the column

vectors form the basis of the Lagrange subspace:
[
L1

L2

]
and

[
G1

G2

]
represent the same

Lagrange plane if and only if there is a nonsingular n× n real matrix P such that
L1 = G1P and L2 = G2P .

The matrix-valued function H belongs to the symplectic Lie algebra sp(n,R) =
{G ∈M2n×2n(R)|GTJ +JG = 02n}, which implies that, for each t ∈ R and ω ∈ Ω,
U(t, ω) lies in the symplectic group Sp(n,R) = {V ∈ M2n×2n(R)|V TJV = J}:
the derivative of UT (t, ω) J U(t, ω) is the 2n × 2n zero matrix 02n for all ω ∈ Ω
and t ∈ R. As a consequence of this fact, if U(t, ω)·l represents the linear space
{U(t, ω) z | z ∈ l}, then U(t, ω)·l is a new Lagrange plane for all t ∈ Ω and ω ∈ Ω:
it has dimension n since U(t, ω) defines an isomorphism on R2n; and, if z and w
belong to l, then zTUT (t, ω) JU(t, ω) w = zTJ w = 0. This property implies that
the map

τ : R× Ω× LR → Ω× LR , (t, ω, l) 7→ (ω·t, U(t, ω)·l) (2.3)

defines a global continuous skew-product flow on KR = Ω × LR. In addition, if

l ≡
[
L1

L2

]
, then U(t, ω)·l ≡ U(t, ω)

[
L1

L2

]
=
[
U1(t,ω)L1+U3(t,ω)L2

U2(t,ω)L1+U4(t,ω)L2

]
.

2.2. The Grassmannian flows. Let W be a d-dimensional linear subspace of
R2n. Given k ∈ {0, 1, . . . , d}, let Gk(W ) represent the set of the k-dimensional
subspaces of W . The set Gk(W ) can be identified with the homogeneous space of

left cosets GL(d,R)/H̃, where H̃ is the closed Lie subgroup of GL(d,R) given by
the matrices of the form [A ∗0 B ] for A ∈ GL(k,R) and B ∈ GL(d − k,R). Here ∗
represents any k×(d−k) matrix and 0 represents the zero (d−k)×k matrix. With
this identification, which provides Gk(W ) with a differentiable structure, Gk(W )
is the Grassmannian manifold of the k-dimensional linear subspaces of W . This
manifold can be also identified with SO(d,R)/H, where H is the closed subgroup of
SO(d,R) given by the matrices of the form [A 0

0 B ] for A ∈ O(k,R), B ∈ O(d− k,R)
and detA·detB = 1. Hence Gk(W ) is a compact and connected manifold, which
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agrees with the real projective line if k = 1. The reader is referred to [21] for the
proofs of these properties.

It is clear that the family (2.1) defines a real continuous flow τk on Ω×Gk(R2n),
sending (ω,w) in time t to (ω·t, U(t, ω)·w), where U(t, ω)·w = {U(t, ω) z | z ∈ w}:
dim(U(t, ω)·w) = dimw, since U(t, ω) defines an isomorphism of R2n for any t ∈ R
and ω ∈ Ω. Note that KR = Ω × LR can be understood as a closed τn-invariant
subset of Ω× Gn(R2n), and that τn|KR agrees with the flow τ defined by (2.3).

2.3. The Riccati flow. Consider the open and dense subset D of LR defined by

D =

{
l ∈ LR | l ≡

[
In
M

]}
. (2.4)

Obviously, each l ∈ D admits a unique representation of the form
[
In
M

]
, and the

n × n matrix M has to be symmetric: M ∈ Sn(R). In addition, l ≡
[
L1

L2

]
belongs

to D if and only if detL1 6= 0, in which case M = L2L
−1
1 . This means that D is

the complement in LR of the vertical Maslov cycle C defined as

C = {l ∈ LR | dim(l ∩ l0) ≥ 1} ,
where l0 is the Lagrange plane generated by the n last coordinate vectors, that is,
l0 ≡

[
0n
In

]
. By continuous dependence with respect to initial data, if ω ∈ Ω and

l ∈ D, then U(t, ω)·l ∈ D for t close enough to zero: if l ≡
[
In
M0

]
, then U(t, ω)·l can

be represented by
[

In
M(t,ω,M0)

]
as long as det(U1(t, ω) + U3(t, ω)M0) 6= 0. Since

M(t, ω,M0) = L2(t, ω)L1(t, ω)−1, where
[
L1(t,ω)
L2(t,ω)

]
is the 2n × n matrix-valued

solution of (2.1) with initial data
[
In
M0

]
, it follows that M(t, ω,M0) is the solution

of the Riccati equation

M ′ = −M H3(ω·t)M −M H1(ω·t)−HT
1 (ω·t)M +H2(ω·t) (2.5)

with M(0, ω,M0) = M0. These facts imply that the family of equations (2.5)
defines a local continuous skew-product flow

τs : R× Ω× Sn(R)→ Ω× Sn(R) , (t, ω,M0) 7→ (ω·t,M(t, ω,M0)) , (2.6)

where, again, M(t, ω,M0) solves (2.5) and satisfies M(0, ω,M0) = M0.
By identifying D with the linear space Sn(R), τs can be also considered as a

local skew-product flow on Ω × D. Note that this flow is closely related to the
restriction of the flow τ given by (2.3) to Ω×D ⊂ KR: if l ≡

[
In
M0

]
, then U(t, ω)·l ≡[

In
M(t,ω,M0)

]
as long as the solution M(t, ω,M0) exists. It is important to emphasize

the fact that, if l ≡
[
L1

L2

]
belongs to D, then U(t, ω)·l belongs to D as long as

det(U1(t, ω)L1+U3(t, ω)L2) 6= 0, which is independent of the representation chosen
for l. This condition determines then the maximal interval of definition of any
solution of (2.5).

2.4. Exponential dichotomy. The next step consists in recalling the definition
of exponential dichotomy (see also Johnson [10] and Johnson et al. [16] for more
details). The Euclidean norm in R2n is fixed and represented by ‖·‖.
Definition 2.1. The family of systems (2.1) has an exponential dichotomy over Ω
if there exist two positive constants η and β and a splitting Ω × R2n = L+ ⊕ L−
of the complex bundle into the Whitney sum of two closed subbundles which are
invariant under the flow τR given on Ω×R2n by (2.2), with the following properties:
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(i) ‖U(t, ω) z‖ ≤ ηe−βt‖z‖ for every t ≥ 0 and (ω, z) ∈ L+, and
(ii) ‖U(t, ω) z‖ ≤ ηeβt‖z‖ for every t ≤ 0 and (ω, z) ∈ L−.

Proposition 2.2. Suppose that the family (2.1) has an exponential dichotomy over
Ω and let Ω × R2n = L+ ⊕ L− be the corresponding decomposition. Then, this
decomposition is unique and, for each ω ∈ Ω, the fibers

l±(ω) = {z | (ω, z) ∈ L±}

are real Lagrange planes which vary continuously with respect to ω. In particular,
the subbundles L± are globally n-dimensional. In addition, U(t, ω)·l±(ω) = l±(ω·t)
for all t ∈ R and ω ∈ Ω. That is, the sets L± = {(ω, l±(ω)) | ω ∈ Ω} ⊂ KR are
τ -invariant, with τ given by (2.3): τ(t, ω, l±(ω)) = (ω·t, l±(ω·t)).

3. Abnormal Linear Hamiltonian Systems

This section is devoted to a study of the order of abnormality of the family of
linear Hamiltonian systems (2.1). Recall that the system (2.1) corresponding to ω

is identically normal on R if, for every nonzero solution
[
z1(t,ω)
z2(t,ω)

]
, the vector z1(t, ω)

does not vanish identically on any nondegenerate interval.
Using a standard notation from Reid [25], for a fixed ω ∈ Ω we denote by

Λω([a,∞)) the subspace of n-dimensional vector-valued functions z2(t, ω) which

satisfy the equations z′2 = −HT
1 (ω·t) z2, H3(ω·t) z2 = 0 on [a,∞), that is,

[
0

z2(t,ω)

]
is a solution of (2.1) on [a,∞). Let dω([a,∞)) be the dimension of this finite-
dimensional subspace. Obviously dω([a,∞)) ≤ n and it is not hard to check (see
also [25]) that it is a nondecreasing and piecewise constant function in a with at
most n points of discontinuity, at which it is right-continuous. Hence, there is an
α(ω) such that

dω([α(ω),∞)) = dω([t,∞)) for each t ≥ α(ω) .

We will denote this quantity by d+(ω), the index of abnormality at +∞. The
system (2.1) is said to be abnormal at +∞ if d+(ω) > 0, which means that it has

at least one nonzero solution of the form
[

0
z2(t,ω)

]
in a positive half-line. We refer

the reader to Reid [26] and Kratz [18] for a study of abnormal systems. Reid [25]
and Šepitka-Šimon Hilscher [29, 30] generalize the concept and theory of principal
solutions to this context.

In a analogous way we define Λω((−∞, b]) and dω((−∞, b]) = dim Λω((−∞, b]).
Therefore, there exists β(ω) such that

dω((−∞, β(ω)]) = dω((−∞, t]) = d−(ω) for each t ≤ β(ω) ,

and the system (2.1) is abnormal at −∞ if, d−(ω), the index of abnormality at −∞,
satisfies d−(ω) > 0, which means that it has at least one nonzero solution of the

form
[

0
z2(t,ω)

]
in a negative half-line.

Finally, we will denote by Λω(R) the subspace of solutions of the system (2.1)

of the form
[

0
z2(t,ω)

]
in R and by d(ω) = dim Λω(R) the dimension of this finite-

dimensional subspace, called the index or order of abnormality . The system (2.1)
is abnormal if d(ω) > 0. Notice that d(ω) ≤ min(d+(ω), d−(ω)).

When we consider all the points ω ∈ Ω, i.e., all the systems in the family (2.1),
the maximum and the minimum number of linearly independent solutions of the
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form
[

0
z2(t)

]
in a positive half-line, a negative half-line or in R will be denoted by

d+
M , d+

m, d−M , d−m and dM , dm respectively, that is,

d±M = max
ω∈Ω

d±(ω) , dM = max
ω∈Ω

d(ω) , d±m = min
ω∈Ω

d±(ω) and dm = min
ω∈Ω

d(ω) . (3.1)

The next result collects some important properties of these functions and quantities.

Theorem 3.1. (i) The functions d+, d− and d are invariant on Ω, that is,
d+(ω·s) = d+(ω), d−(ω·s) = d−(ω) and d(ω·s) = d(ω) for all ω ∈ Ω and
s ∈ R.

(ii) If ω1 ∈ O(ω), then d+(ω) ≤ d(ω1), and if ω1 ∈ A(ω), then d−(ω) ≤ d(ω1).
(iii) If m0 is a σ-ergodic measure on Ω, then d+, d− and d are constant and

coincide for m0-a.e. ω ∈ Ω.
(iv) If Ω is minimal, then d+(ω) = d−(ω) = d(ω) for all ω ∈ Ω, i.e., they are

constant functions on Ω and d±M = d±m = dM = dm.

(v) dM = d±M and there is a minimal subset Ω∗ ⊂ Ω such that d(ω) = d±(ω) =
dM for each ω ∈ Ω∗.

(vi) d is an upper semicontinuous function, the set of its continuity points is an
open residual invariant subset Ωc ⊂ Ω in which d is locally constant, and

{ω ∈ Ω | d(ω) = dm} ⊂ Ωc .

(vii) If there exists a point ω0 ∈ Ω with dense positive and negative semiorbit,
then dm = d±m and d(ω0) = d±(ω0) = dm. In particular, d is continuous
at ω0.

(viii) If m0 is a σ-ergodic measure on Ω with Suppm0 = Ω, then dm = d±m
and there is a subset Ω1 ⊂ Ω with full measure m0(Ω1) = 1 such that
d(ω) = d±(ω) = dm for each ω ∈ Ω1. In particular, m0(Ωc) = 1. In
addition, in this case Ωc = {ω ∈ Ω | d(ω) = dm}.

Proof. (i) is an easy consequence of the fact that if
[

0
u(t)

]
is a solution of the

system (2.1), then
[

0
û(t)

]
=
[

0
u(t+s)

]
is a solution of z′ = H((ω·s)·t) z.

(ii) We will only prove that d+(ω) ≤ d(ω1) if ω1 ∈ O(ω) because the other
inequality is proved in an analogous way. If d+(ω) = 0 the inequality is obvious.

Let d+(ω) = k > 0 and consider a 2n × k matrix solution of (2.1)
[
G1(t,ω)
G2(t,ω)

]
belonging to Gk(R2n) and of the form

[
0

G2(t,ω)

]
for t ≥ α(ω). Since ω1 ∈ O(ω),

we take a sequence (tn) ↑ ∞ with ω1 = limn→∞ ω·tn. The sequence
[

0
G2(tn,ω)

]
of

Gk(R2n) admits a convergent subsequence
[

0
G2(tnj ,ω)

]
→
[

0
G̃2

]
. The continuity of

the flow τk on Ω× Gk(R2n) implies that

U(t, ω1)
[

0
G̃2

]
= lim
j→∞

U(t, ω·tnj )
[

0
G2(tnj ,ω)

]
= lim
j→∞

U(t, ω·tnj )U(tnj , ω)
[
G1(0,ω)
G2(0,ω)

]
= lim
j→∞

U(t+ tnj , ω)
[
G1(0,ω)
G2(0,ω)

]
= lim
j→∞

[
G1(t+tnj ,ω)

G2(t+tnj ,ω)

]
,

and hence U(t, ω1)
[

0
G̃2

]
is of the form

[
0

G̃2(t))

]
for each t ∈ R because t+tnj ≥ α(ω)

for nj large enough. This shows that d+(ω) ≤ d(ω1), as stated.
(iii) From (i) d+, d− and d are constant for m0-a.e. ω ∈ Ω. In addition, by the

Poincaré Recurrence Theorem (see [2]) there is a subset Ω0 of full measure such
that ω ∈ O(ω) ∩ A(ω) for ω ∈ Ω0, and the coincidence of d, d+ and d− in a set of
full measure follows from (ii).
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(iv) follows immediately from (ii).
(v) Take ω0 ∈ Ω such that d+(ω0) = d+

M . From (ii), we deduce that dM ≤ d+
M =

d+(ω0) ≤ d(ω) ≤ dM for each ω ∈ O(ω0), and hence, dM = d+
M . Analogously, if we

take ω1 ∈ Ω with d−(ω1) = d−M , for each ω ∈ A(ω1) we have dM ≤ d−M = d−(ω1) ≤
d(ω) ≤ dM and consequently d−M = dM , that is, dM = d±M , as asserted. Finally,
taking a minimal subset Ω∗ ⊂ O(ω0), from (iv) we conclude that d(ω) = d±(ω) =
dm for each ω ∈ Ω∗.

(vi) We have to check that lim supω→ω0
d(ω) ≤ d(ω0) for each ω0 ∈ Ω. Let (ωk)

be a sequence with limk→∞ ωk = ω0. Since d(ωk) ≤ n and d takes only integer
values, it has a constant subsequence, i.e., d(ωkj ) = k0 for each j ∈ N.

Therefore, we can take
[
G1(t,ωkj )

G2(t,ωkj )

]
a 2n× k0 matrix solution of (2.1) belonging

to Gk(R2n) of the form
[

0
G2(t,ωkj )

]
= U(t, ωkj )

[
0

G2(0,ωkj )

]
for each t ∈ R, and

assume that
[

0
G2(0,ωkj )

]
→
[

0
G2

]
as j → ∞ in Gk0(R2n) (the result is true for

an appropriate subsequence, as above). Again, the continuity of the flow τk0 on
Ω× Gk0(R2n) implies that

U(t, ω0)
[

0
G2

]
= lim
j→∞

U(t, ωkj )
[

0
G2(0,ωkj )

]
= lim
j→∞

[
0

G2(t,ωkj )

]
,

is hence of the form
[

0
G2(t))

]
, and therefore k0 ≤ d(ω0), which implies that d is

upper semicontinuous.
As a consequence, the set Ωc ⊂ Ω of continuity points is an invariant and residual

set which is necessarily open because d only takes integer values, and hence for each
ω ∈ Ωc there is an open ball B(ω, δω) ⊂ Ωc in which d is constant, that is, d is
locally constant in Ωc. Finally, we check that each ω ∈ Ω with d(ω) = dm is a
continuity point. Let (ωk) be a sequence such that limk→∞ ωk = ω. From the
definition of dm and the upper semicontinuity of d we deduce that

dm ≤ lim inf
k→∞

d(ωk) ≤ lim sup
k→∞

d(ωk) ≤ d(ω) = dm ,

and hence limk→∞ d(ωk) = d(ω), as stated.
(vii) Since O(ω0) = Ω, A(ω0) = Ω and d(ω) ≤ d±(ω), we deduce from (ii) that

dm ≤ d±m ≤ d±(ω0) ≤ d(ω) ≤ d±(ω) for each ω ∈ Ω, which in particular implies
that d(ω0) = d±(ω0) and taking the infimum in ω ∈ Ω that dm = d±m, as stated.

(viii) From Suppm0 = Ω, we deduce the existence of a subset Ω1 ⊂ Ω with full
measure such that the positive and negative semiorbit of each ω ∈ Ω1 is dense in
Ω, and the first part of the statement follows from (vii). The invariance of d and
the density of one of these trajectories show that, in this case, the set of continuity
points coincides with {ω ∈ Ω | d(ω) = dm}. �

Next, for a fixed (ω, l) ∈ Ω × LR, we want to study the number of independent

solutions of (2.1) of the form
[

0
z2(t,ω)

]
in a positive, negative half-line or in the full

line, with initial data in the subspace l.
First of all notice that if we denote by

Λ+(ω) =
{
z0 ∈ R2n | U(t, ω) z0 =

[
0

z2(t,ω)

]
for t in a positive half-line

}
,

Λ−(ω) =
{
z0 ∈ R2n | U(t, ω) z0 =

[
0

z2(t,ω)

]
for t in a negative half-line

}
,

Λ(ω) =
{
z0 ∈ R2n | U(t, ω) z0 =

[
0

z2(t,ω)

]
for t ∈ R

}
,
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we have d±(ω) = dim(Λ±(ω)) and d(ω) = dim(Λ(ω)).
Now we define

d± : Ω× LR → {0, . . . , n}
(ω, l) 7→ dim(Λ±(ω) ∩ l) ,

d : Ω× LR → {0, . . . , n}
(ω, l) 7→ dim(Λ(ω) ∩ l) .

The next lemma provides a relation between d(ω) and d(ω, l) as well as between
d±(ω) and d±(ω, l).

Lemma 3.2. (i) Let ω ∈ Ω and k ∈ {0, . . . , d(ω)}. Then there is a Lagrange
plane l ∈ LR such that d(ω, l) = k.

(ii) Let ω ∈ Ω and k ∈ {0, . . . , d+(ω)}. Then there is a Lagrange plane l ∈ LR
such that d+(ω, l) = k.

(iii) Let ω ∈ Ω and k ∈ {0, . . . , d−(ω)}. Then there is a Lagrange plane l ∈ LR
such that d−(ω, l) = k.

Proof. (i) For k = 0 it is immediate to check that d(ω, l) = 0 for l ≡
[
In
0

]
; and for

k = n it is also clear that d(ω, l) = n for l ≡
[

0
In

]
, so take 1 ≤ k < n. Since there

are d(ω) linearly independent solutions of the form
[

0
z2(t,ω)

]
, we can take k vectors

zj0 =
[

0
zj0,2

]
, j = 1, . . . , k, such that U(t, ω) zj0 =

[
0

zj2(t,ω)

]
. Then we consider the k

dimensional subspace generated by z1
0,2, . . . , z

k
0,2 and its orthogonal subspace which

has dimension n − k. If we take a basis {w1, . . . ,wn−k}, it is immediate to check

that l ≡
[

0 ··· 0 w1 ··· wn−k

z1
0,2 ··· zk0,2 0 ··· 0

]
is a Lagrange plane and d(ω, l) = k.

The proof of (ii) (resp. (iii)) is almost analogous to that of (i). The only difference
is that now we can take k vectors of this form at a positive time t+0 (resp. at a
negative time t−0 ) to define a Lagrange plane l+ (resp. l−) as above, and we consider
l = U(−t+0 , ω·(−t

+
0 ))·l+ (resp. l = U(−t−0 , ω·(−t

+
0 ))·l−) to show that d+(ω, l) = k

(resp. d−(ω, l) = k). �

As a consequence, the maxima of d and d± on Ω×LR coincide with the maxima
of d and d± on Ω, as defined in (3.1), that is,

dM = max
(ω,l)∈Ω×LR

d(ω, l) , d±M = max
(ω,l)∈Ω×LR

d±(ω, l) ,

and the minimum of d on Ω× LR is 0.

Proposition 3.3. (i) The functions d+, d− and d are invariant in Ω×LR, that
is, d+(τs(ω, l)) = d+(ω, l), d−(τs(ω, l)) = d−(ω, l) and d(τs(ω, l)) = d(ω, l)
for each (ω, l) ∈ Ω× LR and s ∈ R.

(ii) If (ω1, l1) ∈ O(ω, l), then d+(ω, l) ≤ d(ω1, l1), and if (ω1, l1) ∈ A(ω, l), then
d−(ω, l) ≤ d(ω1, l1).

(iii) If µ is a τ -ergodic measure on Ω×LR, then d+, d− and d are constant and
coincide for µ-a.e. (ω, l) ∈ Ω× LR.

(iv) If K is a minimal set of Ω×LR, then d+(ω, l) = d−(ω, l) = d(ω, l) = d for
each (ω, l) ∈ K, i.e., they are constant functions on K.

(v) dM = d±M and there is a minimal subset K∗ ⊂ Ω × LR such that d(ω, l) =
d±(ω, l) = dM for each (ω, l) ∈ K∗.

(vi) d is an upper semicontinuous function on Ω×LR. For each k ∈ {0, . . . , dM},
the sets

Lk = {(ω, l) ∈ Ω× LR | d(ω, l) ≥ k}
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are closed, and Lk − Lk+1 = {(ω, l) ∈ Ω × LR | d(ω, l) = k} is an open
residual and dense set in Lk, which coincides with the set of continuity
points of d in Lk.

Proof. We omit the proofs of (i)-(v) and of the upper semicontinuity of d on Ω×LR
because they are analogous to the corresponding ones in Theorem 3.1.

(vi) From the upper semicontinuity of d it is easily deduced that Lk is closed,
and hence Lk−Lk+1 is open in Lk. To check the density, assume that k < n (since
the case k = n is trivial), and take (ω, l) ∈ LR with d(ω, l) = k + 1. We consider
two possible cases depending on the expression of l:

1. l ≡
[

0 ··· 0 zk+2
1 ··· zn1

z1
2 ··· zk+1

2 0 ··· 0

]
. Denote by S = 〈z1

2, . . . , z
k
2〉 the subspace generated

by the vectors z1
2, . . . , z

k
2 (the null space if k = 0) and choose a vector z1 orthogonal

to S and which is not a linear combination of the vectors zk+2
1 , . . . , zn1 . Then

the subspace lε ≡
[

0 ··· ε z̃1 zk+2
1 ··· zn1

z1
2 ··· zk+1

2 0 ··· 0

]
is a Lagrange plane for each ε, satisfies

d(ω, lε) = k, i.e., belongs to Lk − Lk+1, and lε converges to l as ε goes to 0.

2. l ≡
[

0 ··· 0 zk+2
1 ··· zd1 zd+1

1 ··· zn1
z1
2 ··· zk+1

2 zk+2
2 ··· zd2 0 ··· 0

]
where k + 2 ≤ d ≤ n, zj1 6= 0 for each

j = k + 2, . . . , n and the vectors z1
2, . . . , z

d
2 are linearly independent. If d < n

we choose a vector z̃1 6= 0 orthogonal to the subspace 〈z1
2, . . . z

k
2 , z

k+2
2 , . . . , zd2〉 and

which is not a linear combination of the vectors zd+1
1 , . . . , zn1 . If d = n we choose

a vector z̃1 6= 0 orthogonal to the subspace 〈z1
2, . . . z

k
2 , z

k+2
2 . . . , zd2〉. We claim that,

in both cases, z̃1 is not a linear combination of the vectors zk+2
1 , . . . , zn1 . Assume

on the contrary this possibility, that is, z̃1 =
∑n
j=k+2 λj zj1 with λj 6= 0 for at

least one j ∈ {k + 2, . . . , d}. If λk+2 6= 0 (a similar argument would apply for any

other coefficient), then l could be written in the form
[

0 ··· 0 z̃1 ··· zd1 zd+1
1 ··· zn1

z1
2 ··· zk+1

2 z̃2 ··· zd2 0 ··· 0

]
,

which implies that z̃1 is also orthogonal to zk+1
2 . Hence, z̃1 belongs to the subspace

orthogonal to 〈z1
2, . . . , z

d
2〉, which is the subspace 〈zd+1

1 , . . . , zn2 〉 if d < n, and the
null space if d = n, contradicting the choice of z̃1 in both cases. Therefore, the

subspace lε ≡
[

0 ··· ε z̃1 zk+2
1 ··· zd1 zd+1

1 ··· zn1
z1
2 ··· zk+1

2 zk+2
2 ··· zd2 0 ··· 0

]
which is a Lagrange plane, except for

at most a finite number of ε, satisfies d(ω, lε) = k. Hence, we can take a sequence
(εj) going to 0 such that lεj is a Lagrange plane satisfying d(ω, lεj ) = k, i.e., belongs
to Lk − Lk+1 and lεj converges to l as εj goes to 0.

Similar arguments can be extended to the cases d(ω, l) > k + 1, which shows
the asserted density of the set Lk − Lk+1 in Lk. As a consequence, the set of
continuity points of d in Lk, which is a residual and invariant subset, is necessarily
contained in Lk−Lk+1. Finally, we check that each (ω, l) ∈ Lk with d(ω, l) = k is a
continuity point, which finishes the proof. Let (ωj , lj) be a sequence of Lk such that
limj→∞(ωj , lj) = (ω, l). From the definition of Lk and the upper semicontinuity of
d we deduce that

k ≤ lim inf
j→∞

d(ωj , lj) ≤ lim sup
j→∞

d(ωj , lj) ≤ d(ω, l) = k ,

and hence limj→∞ d(ω,lj) = k as stated. �



12 R. JOHNSON, S. NOVO, C. NÚÑEZ, AND R. OBAYA

Assume now that the family (2.1) admits an exponential dichotomy over Ω and
let Ω × R2n = L+ ⊕ L− be the corresponding decomposition with associated La-
grange planes l±(ω) = {z | (ω, z) ∈ L±}. We define the functions

d̃± : Ω→ {0, . . . , n}, ω 7→ d̃±(ω) = d(ω, l±(ω)) .

Is it not hard to check that these functions satisfy analogous properties to the ones
stated in Theorem 3.1 for the function d but we omit the statements and corre-
sponding proofs. The next result relates d̃± with d and in particular proves that
if ω ∈ O(ω) ∪ A(ω), then the number of linearly independent solutions of (2.1) of

the form
[

0
z2(t,ω)

]
can be calculated in terms of the number of linearly independent

solutions of this form which are bounded as t goes to ±∞, or what is the same
thing, have initial data in the subspaces l+(ω) and l−(ω).

Theorem 3.4. Assume that the family (2.1) has an exponential dichotomy over Ω.
Then

(i) if ω ∈ O(ω) ∪ A(ω), then d(ω) = d̃+(ω) + d̃−(ω) ;

(ii) if m0 is a σ-ergodic measure, then there are constants d̃+, d̃−, and d such

that d = d̃+ + d̃− and d̃±(ω) = d̃±, d(ω) = d for m0-a.e. ω ∈ Ω;
(iii) if Suppm0 = Ω, then the equalities of (ii) hold in the open residual invari-

ant set of full measure {ω ∈ Ω | d(ω) = dm};
(iv) if Ω is minimal, then the equalities of (ii) hold for all ω ∈ Ω.

Proof. (i) The result is obviously true if d(ω) = 0, since 0 ≤ d̃±(ω) ≤ d(ω). Assume
that d(ω) = d > 0, and call k = dim(Λ(ω)∩l+(ω)) ≥ 0. Take d linearly independent
vectors z1 =

[
0

z1,2

]
, . . . , zd =

[
0

zd,2

]
in Λ(ω) such that zj ∈ l+(ω) for j = 1, . . . , k;

decompose zj = z+
j + z−j with z±j ∈ l±(ω) for j = 1, . . . , d, and note that z−j = 0

for j = 1, . . . , k. Let U(t, ω) zj =
[ 0
z2,j(t,ω)

]
be the corresponding solutions for

j = 1, . . . , k. Now we assume that ω ∈ O(ω), take a sequence (tm) ↑ ∞ with
limm→∞ ω·tm = ω, and we suppose without restriction that

〈z̃1, . . . , z̃k〉 = lim
m→∞

U(tm, ω)·〈z1, . . . , zk〉 in Gk(R2n) ,

〈z̃k+1, . . . , z̃d〉 = lim
m→∞

U(tm, ω)·〈zk+1, . . . , zn〉 in Gd−k(R2n) .

The arguments of Theorem 3.1(ii) of [16] allow us to prove that

〈z̃1, . . . , z̃k〉 ∈ Gk(l+(ω)) and 〈z̃k+1, . . . , z̃d〉 ∈ Gd−k(l−(ω)) .

Repeating now the argument of Theorem 3.1(ii) shows that U(t, ω) z̃j is of the

form
[ 0
z̃2,j(t,ω)

]
for each j = 1, . . . , d. Therefore, d̃+(ω) = d(ω, l+(ω)) ≥ k and

d̃−(ω) = d(ω, l−(ω)) ≥ d− k. Since

d̃+(ω) + d̃−(ω) = dim(Λ(ω) ∩ l+(ω)) + dim(Λ(ω) ∩ l−(ω))

≤ dim(Λ(ω) ∩ (l+(ω)⊕ l−(ω))) = d(ω) ,

we conclude that d(ω) = d̃+(ω) + d̃−(ω) , as stated. We omit the proof of the case
ω ∈ A(ω), which is analogous.

(ii) From Theorem 3.1(iii) and the corresponding result for d̃±, the three func-

tions d, d̃+ and d̃− are constant for m0-a.e. ω ∈ Ω; in addition, by the Poincaré
Recurrence Theorem there is a subset Ω0 of full measure such that ω ∈ O(ω)∩A(ω)
for all ω ∈ Ω0, which together with (i) prove the statement.
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(iii) From Theorem 3.1(vi)&(viii) and the corresponding properties for d̃+ and

d̃−, the intersection of the sets of continuity points for d, d̃+ and d̃− provides an open
residual invariant set of full measure for which the equalities of (ii) hold. To finish

the proof of the statement, notice that if d(ω) = dm, from d̃+(ω) + d̃−(ω) ≤ d(ω)

we deduce that d̃+(ω) and d̃−(ω) also attain the minimum at ω and the previous
intersection coincide with {ω ∈ Ω | d(ω) = dm}, as stated.

(iv) From Theorem 3.1(iv) and the corresponding result for d̃+ and d̃− we deduce
they are constant functions on Ω. In addition, since Ω is minimal every trajectory
is dense and the result follows from (i). �

3.1. Proper focal points and rotation number. As we have explained, the
abnormality of the Hamiltonian system (2.1) is measured by the existence of nonzero

solutions of the form
[

0
z2(t,ω)

]
in a half-line. Given a conjoined basis, i.e., a 2n× n

matrix solution U(t, ω)·l ≡ U(t, ω)
[
L1

L2

]
=
[
L1(t,ω)
L2(t,ω)

]
with initial data l ≡

[
L1

L2

]
∈

LR, we can obtain solutions of this form provided that KerL1(t, ω) is constant and
non-zero in a half-line. This is related to the study of the properties of the so-called
proper focal points, which is a modification, for the abnormal case, of the traditional
notion of focal point.

A point t0 ∈ R is a focal point for
[
L1(t,ω)
L2(t,ω)

]
if detL1(t0, ω) = 0, which means

that this solution intersects the Maslov cycle C, defined in Section 2.3, at t0. The
multiplicity of a focal point is defined by n(t0) = dim KerL1(t0, ω).

Among these focal points, the so-called proper focal points (see Definition 1.1
of [33]) are fundamental in the analysis of the oscillatory properties of the Hamil-
tonian systems (2.1) when H3 is positive semidefinite. It is shown in Theorem 3
of [19] that if

H3(ω) ≥ 0 for each ω ∈ Ω , (3.2)

then the solution
[
L1(t,ω)
L2(t,ω)

]
∈ LR is piecewise constant on any finite interval [a, b] ⊂

R, that is, there exists a finite number of points a = t1 < t2 < · · · < tp = b such
that KerL1(t, ω) is constant on (tj , tj+1) for j = 1, . . . , p− 1 and such that

KerL1(t, ω) ⊆ KerL1(tj , ω) ∩KerL1(tj+1, ω)

for any t ∈ (tj , tj+1). This result also follows easily from the proof of Lemma 3.6(a)
in [6] and it justifies the equivalence stated in the next definition.

Definition 3.5. A point t0 ∈ R is a proper focal point for
[
L1(t,ω)
L2(t,ω)

]
if

KerL1(t−0 , ω)  KerL1(t0, ω) ,

where KerL1(t−0 , ω) denotes the left-hand limit of the constant kernel of L1(t, ω)
at the point t0. Or equivalently,

m(t0) = dim KerL1(t0, ω)− dim KerL1(t−0 , ω) ≥ 1 .

In this case, m(t0) is the multiplicity of the proper focal point t0.

As a consequence, every conjoined basis has a finite number of proper focal
points in each bounded subinterval of R, although in a positive half-line it may
have infinitely many proper focal points.

Let Arg be any argument on the set of symplectic matrices Sp(n,R) equivalent

to Arg3 V = arg det(V1 + iV3) (where V =
[
V1 V3

V2 V4

]
). See [35] and [37] for the precise
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definitions of arguments and of equivalence between them. Given a real symplectic

matrix solution of (2.1), V (t, ω) =
[
V1(t,ω) V3(t,ω)
V2(t,ω) V4(t,ω)

]
, the rotation number of the

family (2.1) can be defined by

α = lim
t→∞

1

t
Arg V (t, ω) , (3.3)

where a continuous branch of the argument is taken along the curve. As shown
in [23], the existence and the value of the limit (3.3) are independent of the choices
of Arg and of V (t, ω). In addition, given a normalized σ-invariant measure m0,
there is a σ-invariant subset Ω0 ⊆ Ω with m0(Ω0) = 1 such that the limit exists for
every ω ∈ Ω0 and takes the same constant value. We refer to this constant as the
rotation number with respect to m0.

The next result provides a new formula for the rotation number in terms of the
multiplicity of the proper focal points of a conjoined basis.

Theorem 3.6. Let
[
L1(t,ω)
L2(t,ω)

]
∈ LR be a matrix solution of (2.1), ω ∈ Ω and denote

by Jt the set of its proper focal points contained in the interval (0, t]. Then the
rotation number of the family (2.1) with respect to m0 can be calculated as

α = lim
t→∞

π

t

∑
t∗∈Jt

m(t∗) .

Proof. We fix ω ∈ Ω, take
[
L1(0,ω)
L2(0,ω)

]
≡ l ∈ LR, and choose

[
L3(0,ω)
L4(0,ω)

]
≡ l1 ∈ LR such

that
[
L3(0,ω) L1(0,ω)
L4(0,ω) L2(0,ω)

]
∈ Sp(n,R) (for instance, L3 = L2R

−1 and L4 = −L1R
−1 for

R = LT1 L1 + LT2 L2 at (0, ω)). Then

V (t, ω) = U(t, ω)
[
L3(0,ω) L1(0,ω)
L4(0,ω) L2(0,ω)

]
=
[
L3(t,ω) L1(t,ω)
L4(t,ω) L2(t,ω)

]
is a symplectic matrix solution of (2.1). We define the unitary and hence diagonal-
izable matrix

WV (t) = (L3(t, ω)− iL1(t, ω))−1(L3(t, ω) + iL1(t, ω)) .

Theorem II.5.2 of [17] and Lemma 5.1 of [14] ensure the existence of continuous
functions ρ1, . . . , ρn : R → C with |ρj(t)| = 1 for j = 1, . . . , n and t ∈ R, such
that the set of eigenvalues of WV (t), repeated according to their multiplicities,
coincides with the unordered n-uple {ρ1(t), . . . , ρn(t)}, and 1 is an eigenvalue of
WV if and only if detL1 = 0. Let ϕ1, . . . , ϕn : R → R be continuous argument
functions: ρj(t) = eiϕj(t) for j = 1, . . . , n and t ∈ R. Under assumption (3.2), it is
known that the continuous function ϕj : R → R is nondecreasing for j = 1, . . . , n.
A sketch of the proof of this result, essentially due to Lidskĭı [20], is given in
Proposition 2.4 of [4].

As a consequence of all this, ϕ(t) = (1/2)
∑n
j=1 ϕj(t) is a continuous branch of

Arg3 V (t, ω) = arg det(L3(t, ω) + iL1(t, ω)), which implies that

α = lim
t→∞

1

t
Arg3 V (t, ω) = lim

t→∞

1

t
ϕ(t) ,

and the statement of the theorem holds if we check that
n∑
j=1

ϕj(t) =

n∑
j=1

ϕj(0) + 2π
∑
t∗∈Jt

m(t∗) + r̃t (3.4)
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with |r̃t| ≤ 2πn for all t ∈ (0,∞).
Let t0 be the first proper focal point in (0,∞). As stated above, detL1(t0, ω) = 0

if and only if 1 is an eigenvalue of WV (t0) or equivalently, there is a j such that
ϕj(t0) ≡ 0 mod 2π. Moreover, dim KerL1(t0, ω) = dim KerL1(t−0 , ω) +m(t0) and
consequently, since WV (t) is diagonalizable and the multiplicity of its eigenvalue
1 coincide with dim KerL1(t, ω), m(t0) measures the increment of the number of
eigenvalues satisfying ϕj(t0) ≡ 0 mod 2π from the left. Hence, from the nonde-
creasing character of the arguments, since there are exactly m(t0) arguments for
which |ϕj(t0)− ϕj(0)− 2π| ≤ 2π, and the variation of the rest of argument lies in
an interval of length 2π, the total sum satisfies

n∑
j=1

ϕj(t0) =

n∑
j=1

ϕj(0) + 2πm(t0) + r̃t0

for some |r̃t0 | ≤ 2πn. This equality is also valid substituting t0 by any t ∈ [t0, t1),
where t1 denotes the next proper focal point. Analogously, the number of times
that the argument 0 mod 2π has been strictly reached (not being constant from
the left) in the interval (0, t2) (t2 being the next proper focal point) is m(t0)+m(t1),
and we obtain

n∑
j=1

ϕj(t) =

n∑
j=1

ϕj(0) + 2πm(t0) + 2πm(t1) + r̃t

for t ∈ [t1, t2) and some |r̃t| ≤ 2πn. Completely similar arguments prove the
formula (3.4) and the proof is finished. Notice that if there are no proper focal
points in (0,∞), then it is immediate to check that α = 0. �

This theorem gives precise significance to the interpretation of the rotation num-
ber as “the average number of times a given solution curve intersects the Maslov
cycle”. Also it is worth noting that 2πn is not the optimal bound for r̃t when t > t0.

Recall that the linear Hamiltonian system (2.1) is said to be nonoscillatory at
+∞ if Arg V (t, ω) is a bounded function on [a,∞), where V (t, ω) is any symplec-
tic fundamental matrix solution and a continuous branch of the argument is taken
along the curve. Under condition (3.2), the previous result provides an equiva-
lent characterization of a linear Hamiltonian system (2.1) as nonoscillatory (resp.

oscillatory) at +∞ if each solution
[
L1(t,ω)
L2(t,ω)

]
∈ LR has a finite number (resp. infi-

nite number) of proper focal points in [a,∞), a definition which has already been
introduced in the literature (see for instance [29]).

In addition, as we have stated above, under assumption (3.2) each solution[
L1(t,ω)
L2(t,ω)

]
∈ LR with initial data l ∈ LR has KerL1(t, ω) piecewise constant on

any compact subinterval of [a,∞), and then, in the nonoscillatory case there is a
t+0 (ω) (resp. t−0 (ω)) such that KerL1(t, ω) is constant for each t ≥ t+0 (ω) (resp.
t ≤ t−0 (ω)). As a consequence, in the nonoscillatory case at +∞ (resp. at −∞)

d+(ω, l) = dim KerL1(t+0 (ω), ω) (resp. d−(ω, l) = dim KerL1(t−0 (ω), ω)) .

4. Linear-quadratic dissipative control systems

We next study and adapt the concept of dissipative control system introduced
by Willems (see [34, 32]) to the case of a time-varying linear control system with a
linear-quadratic supply rate.



16 R. JOHNSON, S. NOVO, C. NÚÑEZ, AND R. OBAYA

Consider the control system

x′ = A(t) x +B(t) u , (4.1)

where x ∈ Rn and u ∈ Rm, together with the quadratic form

Q(t,x,u) =
1

2
(〈x, G(t) x〉+ 2 〈x, g(t) u〉+ 〈u, R(t) u〉) . (4.2)

The functions A,B,G, g and R are assumed to be bounded and uniformly contin-
uous functions on R, with values in the sets of real matrices of the appropriate
dimensions. In addition, G and R are symmetric, and R ≥ δIm for a δ > 0.

The notion of dissipativity is related to that of a storage function.

Definition 4.1. A function V : R × Rn → R is a storage function for the control
system (4.1) with supply rate Q if the following conditions hold. First, V (t, 0) = 0
and V (t,x) ≥ 0 for all (t,x) ∈ R × Rn. Second, if t1 < t2, if u : [t1, t2] → Rm is a
square integrable control function, and if x(t) solves the corresponding system (4.1)
(with arbitrary initial value x(t1) ∈ Rn), then∫ t2

t1

Q(t,x(t),u(t)) dt ≥ V (t2,x(t2))− V (t1,x(t1)) . (4.3)

The function V is a strong storage function for (4.1) with supply rate Q if it is
a storage function and if, in addition, V (t,x) > 0 for all t ∈ R and all nonzero
x ∈ Rn.

Definition 4.2. The control system (4.1) is dissipative with supply rate Q if there
is a storage function V with supply rate Q. The control system (4.1) is strictly
dissipative with supply rate Q if there exists δ > 0 such that (4.1) is dissipative
with the modified supply rate

Qδ(t,x,u) = Q(t,x,u)− δ (‖x‖2 + ‖u‖2) .

Generally speaking, our system exchanges energy with its environment, and this
phenomenon is modelled by the supply rate Q: when this quantity is integrated it
measures the flow of energy from the environment into the system. The storage
function measures the quantity of energy stored inside the system. The inequal-
ity (4.3) formalizes the idea that a dissipative system is characterized by the prop-
erty that the change of internal stored energy in a given time interval will never
exceed the amount of energy that flows into the system in that interval.

A dissipative system is characterized by the existence of the available storage
next defined. As shown later, it turns out to be the minimum of all the storage
functions for the control system.

Definition 4.3. The available storage of the control system (4.1) for Q is the
extended-real function Va defined on R× Rn by

Va(t,x) = sup
h≥0

{
−
∫ t+h

t

Q(s,x(s),u(s)) ds

∣∣∣∣ u : [t, t+ h]→ Rm control and

x solution of (4.1) with x(t) = x

}
.

Notice that Va(t,x) ≥ 0. The next result is a nonautonomous version of Theo-
rem 1 of [34].

Proposition 4.4. The following statements are equivalent:

(i) The control system (4.1) is dissipative with supply rate Q.
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(ii) The available storage Va for Q satisfies Va(t,x) < ∞ for each (t,x) ∈
R× Rn.

Under these conditions Va is a storage function for (4.1) with supply rate Q and
Va ≤ V for any other storage function V .

Proof. (i) ⇒ (ii) Let V be a storage function for (4.1) with supply rate Q. Since V
is nonnegative

−
∫ t+h

t

Q(s,x(s),u(s)) ds ≤ V (t,x(t))− V (t+ h,x(t+ h)) ≤ V (t,x(t)) <∞ ,

so that Va(t,x) <∞ and Va(t,x) ≤ V (t,x) for each (t,x) ∈ R× Rn.
(ii) ⇒ (i) Assume that Va(t,x) < ∞ for each (t,x) ∈ R × Rn. We consider

a square integrable control function u : [t1, t2] → Rm and a solution x : [t1, t2] →
Rn of (4.1). For any h ≥ 0, we take any control ũ : [t2, t2 + h] → Rm and the
solution x̃ : [t2, t2 + h] → Rn of (4.1) for ũ with x̃(t2) = x(t2). We denote by
x̂ : [t1, t2 + h] → Rn and û : [t1, t2 + h] → Rm the concatenations of x with x̃ and
u with ũ respectively. Note that x̂ coincides with the solution of (4.1) for û with
x̂(t1) = x(t1). From the definition of Va

Va(t1,x(t1)) ≥ −
∫ t2+h

t1

Q(s, x̂(s), û(s)) ds

= −
∫ t2

t1

Q(s,x(s),u(s)) ds−
∫ t2+h

t2

Q(s, x̃(s), ũ(s)) ds .

Taking the supremum on h ≥ 0 and ũ we conclude that

Va(t1,x(t1)) ≥ −
∫ t2

t1

Q(s,x(s),u(s)) ds+ Va(t2,x(t2)) ,

that is, ∫ t2

t1

Q(s,x(s),u(s)) ds ≥ Va(t2,x(t2))− Va(t1,x(t1)) .

In order to check that Va is a storage function with supply rate Q, it remains to
prove that Va(t, 0) = 0 for each t ∈ R. Given ε > 0 there exist hε ≥ 0, a control
uε : [t, t+hε]→ Rm and a solution xε : [t, t+hε]→ Rn of (4.1) with xε(t) = 0 such
that

Va(t, 0) ≤ −
∫ t+hε

t

Q(s,xε(s),uε(s)) ds+ ε .

Since Q is a quadratic form, for each λ > 0

Va(t, 0) ≤ − 1

λ2

∫ t+hε

t

Q(s, λxε(s), λuε(s)) ds+ ε ≤ 1

λ2
Va(t, 0) + ε ,

and taking the limit as λ ↑ ∞, we deduce that Va(t, 0) ≤ ε for each ε > 0, that is,
Va(t, 0) = 0, which finishes the proof. �

The analysis which follows will be carried out for a family of control systems
defined over a compact metric space Ω with a continuous flow σ. In particular, in
the case in which Ω is constructed as the hull of the initial data (A,B,G, g,R) in a
suitable topology, the results regarding the dissipativity of the initial system (4.1)
can be derived from the results concerning the family (4.4) below by an obvious
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“restriction” process. See also [6, 5] and [15] regarding the advantages of a “collec-
tive” study.

So, let A,G : Ω → Mn×n(R), B, g : Ω → Mn×m(R) and R : Ω → Mm×m(R) be
continuous matrix-valued functions, with G and R symmetric and R > 0. We
consider the family of control systems

x′ = A(ω·t) x +B(ω·t) u , (4.4)

together with the family of quadratic functionals

Qω(t,x,u) =
1

2
(〈x, G(ω·t) x〉+ 2 〈x, g(ω·t) u〉+ 〈u, R(ω·t) u〉) , (4.5)

for ω ∈ Ω, as well as the family of time-reversed control systems

x′ = −A(ω·(−t)) x−B(ω·(−t)) u , (4.6)

together with the family of time-reversed quadratic functionals

Q−ω (t,x,u) =
1

2
(〈x, G(ω·(−t)) x〉+ 2 〈x, g(ω·(−t)) u〉+ 〈u, R(ω·(−t)) u〉) . (4.7)

Definition 4.5. The system (4.4) is null controllable if for each x0 ∈ Rn there
exist a time t0 > 0 and an integrable control function u : [0, t0]→ Rm such that the
solution x(t) with x(0) = x0 satisfies x(t0) = 0. In this case, the control u steers
x0 to 0 in time t0.

Definition 4.6. The family (4.4) is uniformly null controllable if all the systems
of the family are null controllable with a common time t0 > 0.

We refer the reader to Johnson and Nerurkar [12] for the proofs of the following
remarks.

Remarks 4.7. 1. The definition of uniform null controllability is equivalent to the
existence of numbers t0 > 0 and δ > 0 such that for all ω ∈ Ω,∫ t0

0

U−1
A (t, ω)B(ω·t)BT (ω·t) (U−1

A )T (t, ω) dt ≥ δ In ,

where UA(t, ω) is the fundamental matrix solution of the system x′ = A(ω·t) x
with UA(0, ω) = In.

2. The family (4.4) is uniformly null controllable if and only if each minimal
subset of Ω contains at least one point ω1 such that the corresponding system (4.4)
for ω1 is null controllable.

The next result is proved in Proposition 2.5 of [5].

Proposition 4.8. If the family of control systems (4.4) is uniformly null control-
lable so is the family of time-reversed control systems (4.6).

The next result provides a characterization of the dissipativity of the family of
control systems (4.4) under the hypothesis of uniform null controllability.

Proposition 4.9. Assume that the family (4.4) is uniformly null controllable. Fix
ω ∈ Ω. Then the following statements are equivalent:

(i) The control system (4.4) is dissipative with supply rate Qω.
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(ii) For each pair t1 < t2 and for each square integrable control u : [t1, t2]→ Rm,
the solution x(t) of (4.4) satisfying x(t1) = 0 has the property that∫ t2

t1

Qω(s,x(s),u(s)) ds ≥ 0 .

Proof. (i)⇒ (ii) Let V ω be a storage function for (4.4) with supply rate Qω. Then,
for a pair (x,u) as in (ii),∫ t2

t1

Qω(s,x(s),u(s)) ds ≥ V ω(t2,x(t2))− V ω(t1,x(t1)) = V ω(t2,x(t2)) ≥ 0 ,

and (ii) is satisfied.
(ii) ⇒ (i) From Proposition 4.4 it is enough to check that the available storage

of the control system (4.4)

V ωa (t,x) = sup
h≥0

{
−
∫ t+h

t

Qω(s,x(s),u(s)) ds

∣∣∣∣ u : [t, t+ h]→ Rm control and

x solution of (4.4) with x(t) = x

}
satisfies V ωa (t,x) <∞.

Fix (t,x) ∈ R×Rn. Proposition 4.8 shows that the time-reversed problem (4.6)
is uniformly null controllable. It is easy to deduce that there exist a t1 < t and a
control û : [t1, t]→ Rn such that the solution x̂ : [t1, t]→ Rn for (4.4) for the control
û and with x̂(t) = x satisfies x̂(t1) = 0. Now, given any control u : [t, t+ h]→ Rm,
we define u∗ : [t1, t + h] → Rm concatenating û with u and denote by x∗ the
solution of (4.4) for this control with x∗(t1) = 0. Note that x∗ agrees with x̂ in
[t1, t], and with the solution x of (4.4) satisfying x(t) = x in [t, t+ h]. In addition,
the assumption in (ii) ensures that∫ t+h

t1

Qω(s,x∗(s),u∗(s)) ds ≥ 0 ,

that is, ∫ t

t1

Qω(s, x̂(s), û(s)) ds ≥ −
∫ t+h

t

Qω(s,x(s),u(s)) ds ,

and hence,

V ωa (t,x) ≤
∫ t

t1

Qω(s, x̂(s), û(s)) ds <∞ ,

as stated. �

Proposition 4.10. Assume that the family (4.4) is uniformly null controllable
and let ω0 ∈ Ω be such that the control system of the family (4.4) for ω = ω0 is
dissipative with supply rate Qω0 . Then for each ω1 ∈ cls {ω0·t | t ∈ R} the control
system of (4.4) for ω = ω1 is dissipative with supply rate Qω1

.

Proof. Let u : [t1, t2] → Rm be a square integrable control and let x(t) be the
solution of (4.4) for u and ω = ω1 with x(t1) = 0. From Proposition 4.9 it is
enough to check that ∫ t2

t1

Qω1(s,x(s),u(s)) ds ≥ 0 .

Since ω1 ∈ cls {ω0·t | t ∈ R}, we can take a sequence (tn) with limn→∞ ω0·tn = ω1.
Then ∫ t2

t1

Qω1(s,x(s),u(s)) ds = lim
n→∞

∫ t2

t1

Qω0·tn(s,xn(s),u(s)) ds ,
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where xn is the solution of (4.4) for u and ω = ω0·tn with xn(t1) = 0. Moreover,
from (4.5),

Qω0·tn(s,xn(s),u(s)) ds = Qω0(s+ tn,xn(s),u(s)) ,

and since for ω0 the control system (4.4) is dissipative with supply rate Qω0
, again

from Proposition 4.9 we deduce that∫ t2

t1

Qω1(s,x(s),u(s)) ds = lim
n→∞

∫ t2+tn

t1+tn

Qω0(s,xn(s− tn),u(s− tn)) ds ≥ 0 ,

as stated. �

It is not hard to check that the conclusions of Propositions 4.9 and 4.10 do not
hold if the uniform null controllability is not assumed.

Definition 4.11. Assume that the family (4.4) is uniformly null controllable. The
required supply of the control system (4.4) for Qω is the extended-real function V ωr
defined on R× Rn by

V ωr (t,x) = inf
h≥0

{∫ t

t−h
Qω(s,x(s),u(s))ds

∣∣∣∣ u : [t− h, t]→ Rm control and x

satisfies (4.4), x(t) = x,x(t− h) = 0

}
.

It is easy to deduce from Proposition 4.8 that the set in which the infimum is
taken is nonempty for all (t,x) ∈ R×Rn. The next result provides a nonautonomous
version of Theorem 2 of [34].

Proposition 4.12. Assume that the family (4.4) is uniformly null controllable.
Fix ω ∈ Ω. Then the following statements are equivalent:

(i) The control system (4.4) is dissipative with supply rate Qω.
(ii) The required supply V ωr satisfies V ωr (t,x) ≥ 0 for each (t,x) ∈ R× Rn.

Under these conditions, V ωr is a storage function for (4.4) with supply rate Qω and
V ω ≤ V ωr for any other storage function V ω.

Proof. The equivalence of (i) and (ii) is an easy consequence of Proposition 4.9.
Next we check that V ωr is a storage function for (4.4) with supply rate Qω.

Since we are assuming that V ωr (t,x) ≥ 0, from the definition it is immediate to
check that V ωr (t, 0) = 0. Next, take t1 < t2, u : [t1, t2] → Rm a square integrable
control function and x(t) a solution of (4.4). Again, from the definition of V ωr , for
any control ũ : [t1−h, t1]→ Rm and solution x̃ with x̃(t1) = x(t1) and x̃(t1−h) = 0
we have

V ωr (t2,x(t2)) ≤
∫ t1

t1−h
Qω(s, x̃(s), ũ(s)) ds+

∫ t2

t1

Qω(s,x(s),u(s)) ds ,

and taking the infimum we deduce that

V ωr (t2,x(t2)) ≤ V ωr (t1,x(t1)) +

∫ t2

t1

Qω(s,x(s),u(s)) ds ,

that is, V ωr is a storage function for (4.4) with supply rate Qω. Finally, for any other
storage function V ω for (4.4) with supply rate Qω, and for any control u : [t−h, t]→
Rm with solution x : [t− h, t]→ Rn of (4.4) satisfying x(t− h) = 0 and x(t) = x,
we deduce that∫ t

t−h
Qω(s,x(s),u(s)) ds ≥ V ω(t,x(t))− V ω(t− h,x(t− h)) = V ω(t,x) ,

and taking the infimum we conclude that V ωr (t,x) ≥ V ω(t,x), as stated. �
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4.1. Conditions for dissipativity without null controllability. Under the
assumptions of uniform null controllability for the family (4.4) and the existence of
exponential dichotomy for the family (4.8), necessary and sufficient conditions for
its dissipative and strictly dissipative character with supply rate Qω were proved
in [5] and [15]. In this subsection we will obtain some characterizations omitting
the condition of uniform null controllability.

As is discussed in [5] and [15], an appropriate application of the Pontryagin
Maximum Principle relates (4.4) and (4.5) with the dynamical properties of the
nonautonomous family of linear Hamiltonian systems

z′ = H(ω·t) z (4.8)

for ω ∈ Ω, where z = [ xy ] for x,y ∈ Rn and

H(ω) =

[
A(ω)−B(ω)R−1(ω)gT (ω) B(ω)R−1(ω)BT (ω)

G(ω)− g(ω)R−1(ω)gT (ω) −AT (ω) + g(ω)R−1(ω)BT (ω)

]
.

Analogously, the time-reversed control systems (4.6) and (4.7) lead to the family

z′ = H−(ω·(−t)) z (4.9)

for ω ∈ Ω, where

H−(ω) =

[
−A(ω) +B(ω)R−1(ω)gT (ω) B(ω)R−1(ω)BT (ω)

G(ω)− g(ω)R−1(ω)gT (ω) AT (ω)− g(ω)R−1(ω)BT (ω)

]
.

Note that no additional condition is needed to construct these families from the
linear-quadratic control problems. We include a consequence of Lemma 3.4 of [6]
for completeness.

Lemma 4.13. The system (4.4) is null controllable if and only if

x′ = Ã(ω·t) x + B̃(ω·t) u (4.10)

is null controllable, where Ã = A−BR−1gT and B̃ = BR−1BT .

Remark 4.14. It follows easily from Remark 4.7.1 (see Proposition 5.1 of [14]) that
the family (4.10) is uniformly null controllable if and only if none of the systems

of the family (4.8) admits a nonzero solution of the form z(t, ω) =
[

0
z2(t,ω)

]
on

[0,∞), i.e., if and only if d+(ω) = 0 for all ω ∈ Ω. Consequently, Remark 4.7.2 and
Lemma 4.13 allow us to assert that the family (4.4) is uniformly null controllable if
and only if each minimal subset of Ω contains at least one point ω1 such that (4.8)
satisfies d+(ω1) = 0.

As explained in Subsection 2.3, M(t, ω0,M0) denotes the solution of the corre-
sponding Riccati equation (2.5) associated to (4.8), that is

M ′ = −M H3(ω·t)M −M H1(ω·t)−HT
1 (ω·t)M +H2(ω·t) (4.11)

with H1 = A−BR−1 gT , H2 = G− gR−1gT and H3 = BR−1BT , for ω = ω0 and
M(0, ω0,M0) = M0.

From Remark 4.14, when the family of control systems (4.4) is not uniformly
null controllable, there are minimal subsets of Ω for which all the systems are
abnormal at +∞, and consequently, abnormal (see Theorem 3.1). However, it is
possible to have the coexistence of points ω ∈ Ω for which the corresponding control
system (4.4) is dissipative with others for which this property does not hold, even
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in the same minimal subset. The next result provide conditions for the dissipativity
of one particular system of the family. Note that the exponential dichotomy of the
family (4.8) is not assumed in this case.

Proposition 4.15. (i) Assume that there is an ω0 ∈ Ω and a positive semidef-
inite matrix M0 ≥ 0 such that M(t, ω0,M0) is globally defined and positive
semidefinite for all t ∈ R. Then the system (4.4) for ω0 is dissipative with
supply rate Qω0

.
(ii) Assume that there is a ω0 ∈ Ω with dense orbit, i.e., cls{ω0·t | t ∈ R} =

Ω, and a positive semidefinite matrix M0 ≥ 0 such that M(t, ω0,M0) is
globally defined, bounded and positive semidefinite for all t ∈ R. Then the
system (4.4) is dissipative with supply rate Qω for each ω ∈ Ω.

Proof. (i) We define

V ω0(t,x) =
1

2
〈x,M(t, ω0,M0) x〉 .

Since M(t, ω0,M0) is positive semidefinite we deduce that V ω0(t,x) ≥ 0. As
in [15], a straightforward computation from the Riccati equation (4.11) satisfied
by M(t, ω0,M0) shows that

dV ω0

dt
(t,x(t)) =Qω0

(t,x(t),u(t))

− 1

2
〈u(t)−Kω0(t) x(t), R(ω0·t)(u(t)−Kω0(t) x(t))〉 ,

(4.12)

where Kω0(t) = R−1(ω0·t)
(
BT (ω0·t)M(t, ω0,M0)− gT (ω0·t)

)
and x(t) satisfies

(4.4). Therefore, since R > 0,∫ t2

t1

Qω0(t,x(t),u(t)) dt ≥ V ω0(t1,x(t2))− V ω0(t1,x(t1)) ,

that is, V ω0 is a storage function for the control system (4.4) with supply rate Qω0 ,
which proves (i).

(ii) Let K be the closure of the trajectory of (ω0,M0). Since ω0 has dense orbit,
for each ω ∈ Ω we can find Mω such that (ω,Mω) ∈ K. It is easy to deduce from
the continuity of the Riccati flow (2.6) that M(t, ω,Mω) is defined and positive
semidefinite for all t ∈ R. Once this has been established, (ii) follows from (i). �

Remark 4.16. A similar result for the dissipativity of the time-reversed control
system (4.6) is obtained if the conditions

– M0 ≥ 0 and M(t, ω0,M0) is globally defined and positive semidefinite for
all t ∈ R

in Proposition 4.15(i) are modified to read

– M0 ≤ 0 and M(t, ω0,M0) is globally defined and negative semidefinite for
all t ∈ R.

Assume now that the family of control systems (4.4) is not uniformly null con-
trollable and the family (4.8) admits exponential dichotomy. Applying Theorem 3.4
to one of the minimal subsets Ω∗ ⊂ Ω for which all the systems are abnormal, we

deduce that d̃+ or d̃− is strictly positive, that is, at least one of the associated La-
grange planes l±(ω) lies on the vertical Maslov cycle C, defined in Subsection 2.3,
for all ω ∈ Ω∗. The next result provides conditions for the dissipativity of the family
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of control systems (4.4) and the family of time-reversed control systems (4.6) when
the other Lagrange plane lies in D = LR − C.
Proposition 4.17. (i) Assume that the family (4.8) admits exponential di-

chotomy with l−(ω) ∈ D for all ω ∈ Ω. Represent l−(ω) ≡
[

In
M−(ω)

]
∈ LR,

and define

V ω(t,x) =
1

2
〈x,M−(ω·t) x〉 .

Then,
– if M−(ω) ≥ 0 for all ω ∈ Ω, then the control system (4.4) is dissipative

with supply rate Qω and storage function V ω for all ω ∈ Ω;
– if M−(ω) > 0 for all ω ∈ Ω, then the control system (4.4) is strictly

dissipative with supply rate Qω and strong storage function V ω for all
ω ∈ Ω.

(ii) Assume that the family (4.8) admits exponential dichotomy with l+(ω) ∈ D.

Represent l+(ω) ≡
[

In
M+(ω)

]
∈ LR for each ω ∈ Ω, and define

Ṽ ω(t,x) = −1

2
〈x,M+(ω·t) x〉 .

Then,
– if M+(ω) ≤ 0 for all ω ∈ Ω, then the time-reversed control system (4.6)

is dissipative with supply rate Q−ω and storage function Ṽ ω for all
ω ∈ Ω;

– if M+(ω) < 0 for all ω ∈ Ω, then time-reversed control system (4.6) is

strictly dissipative with supply rate Q−ω and strong storage function Ṽ ω

for all ω ∈ Ω.

Proof. Since M(t, ω,M−(ω)) = M−(ω·t), the first assertion in (i) follows from
Proposition 4.15(i). For the second one, if M−(ω) > 0, define

Gδ(ω) = G(ω)− δIn , Rδ(ω) = R(ω)− δIm
where δ > 0 is chosen so that Rδ > 0, and consider the family of systems

z′ = Hδ(ω·t) z (4.13)

for ω ∈ Ω, obtained by substituting G and R by Gδ and Rδ in (4.8). The robustness
of the exponential dichotomy ensures that, for δ > 0 small enough, the family (4.13)
admits exponential dichotomy over Ω; that the corresponding Lagrange plane l−δ (ω)

belongs to D for all ω ∈ Ω: l−δ (ω) =
[

In
M−
δ (ω)

]
; and that M−δ (ω) ≥ 0. Consequently,

the control system (4.4) is dissipative with supply rate Qδω, where

Qδω(t,x,u) = Qω(t,x,u)− δ(‖x‖2 + ‖u‖2) ,

and hence the control system (4.4) is strictly dissipative with supply rate Qω, as
stated. Finally, since V ω(t,x) > 0 for all x 6= 0 and t ∈ R, the storage function V ω

is strong.
We omit the proof of (ii), which is analogous. �

The following result is a version of Proposition 5.9 of [16] when both Lagrange
planes associated to the exponential dichotomy lie in the Maslov cycle C. Note
that the existence of an ergodic measure with full topological support is assumed
in order to keep control of the disconjugacy of the perturbed family of Hamiltonian
systems in terms of the exponential dichotomy property.
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Theorem 4.18. Assume that there is a σ-ergodic measure m0 on Ω with full topo-
logical support; that the family (4.8) admits an exponential dichotomy; and that its
rotation number with respect to m0 is α = 0.

Then there is a ρ > 0, such that, for each ε ∈ (0, ρ), the family

z′ = Hε(ω·t) z =

[
H1(ω·t) H3(ω·t) + εIn
H2(ω·t) −HT

1 (ω·t)

]
z (4.14)

has exponential dichotomy over Ω. Moreover, the Lagrange planes l±ε (ω) lie in D
and if we represent l±ε (ω) ≡

[
In

M±
ε (ω)

]
∈ LR for each ω ∈ Ω, then we have

M+
ε1(ω) ≤M+

ε2(ω) < M−ε2(ω) ≤M−ε1(ω)

whenever 0 < ε1 < ε2 < ρ.

Proof. The robustness of the exponential dichotomy provides a ρ > 0 such that
the family (4.14) admits an exponential dichotomy for ε ∈ (0, ρ). In addition,
its rotation number αε with respect to m0, which is a fixed constant on [0, ρ]
(see [10]), vanishes. Since H3(ω·t) + εIn is positive definite for each ε > 0 (and
hence the family x′ = H1(ω·t) x + (H3(ω·t) + εIn) u is uniformly null controllable),
Theorem 2 of [7] ensures that each of the systems of the family (4.14) is weakly

disconjugate, i.e., there is a t0(ω) such that for every nonzero solution z(t) =
[
z1(t)
z2(t)

]
with z1(0) = 0, there holds z1(t) 6= 0 for all t > t0(ω). Moreover, since Suppm0 = Ω
and consequently there is a dense semiorbit in Ω, this t0(ω) can be taken to be the
same for all the systems; that is, the family (4.14) is uniformly weakly disconjugate,
as is shown in Theorem 5.5 of [14].

Finally, Theorem 5.7 of [16] proves that l±ε (ω) lie in D for each ω ∈ Ω, and
the comparison result given in Proposition 5.5 together with Theorem 5.6 of [16]
provide M+

ε1(ω) ≤ M+
ε2(ω) < M−ε2(ω) ≤ M−ε1(ω) whenever 0 < ε1 < ε2 < ρ, as

stated.
Notice that, since H3(ω·t) + εIn > 0, Remark 5.6 of [14] ensures that all the

systems of the family (4.14) are in fact disconjugate, i.e., for every nonzero solution

z(t) =
[
z1(t)
z2(t)

]
, the vector z1(t) vanishes at most once in R. �

The next result provides conditions for dissipativity of the family of control
systems (4.4) and the family of time-reversed control systems (4.6) in terms of the
perturbed family of Hamiltonian systems (4.14). This applies to the case in which
the family (4.8) admits an exponential dichotomy but one or both of the associated
Lagrange planes lie in the Maslov cycle C and Proposition 4.17 cannot be applied.

Theorem 4.19. With the same hypotheses and notation of Theorem 4.18:

(i) Define

V ωε (t,x) =
1

2
〈x,M−ε (ω·t) x〉

for each ε ∈ (0, ρ). Then,
– if there is an ε ∈ (0, ρ) such that M−ε (ω) ≥ 0 for all ω ∈ Ω, then

the control system (4.4) is dissipative with supply rate Qω and storage
function V ωε for all ω ∈ Ω;

– if there is an ε ∈ (0, ρ) such that M−ε (ω) > 0 for all ω ∈ Ω, then
the control system (4.4) is strictly dissipative with supply rate Qω and
strong storage function V ωε for all ω ∈ Ω.
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(ii) Define

Ṽ ωε (t,x) = −1

2
〈x,M+

ε (ω·t) x〉

for each ε ∈ (0, ρ). Then,
– if there is an ε ∈ (0, ρ) such that M+

ε (ω) ≤ 0 for all ω ∈ Ω, then the
time-reversed control system (4.6) is dissipative with supply rate Q−ω
and storage function Ṽ ωε for all ω ∈ Ω;

– if there is an ε ∈ (0, ρ) such that M+
ε (ω) < 0 for all ω ∈ Ω, then the

time-reversed control system (4.6) is strictly dissipative with supply
rate Q−ω and strong storage function V ωε for all ω ∈ Ω.

Proof. (i) Assume that there is an ε ∈ (0, ρ) such that M−ε (ω) ≥ 0 for all ω ∈ Ω.
We claim that for each t ≥ 0,

d

dt
V ωε (t,x(t)) ≤ Qω(t,x(t),u(t))

− 1

2
〈u(t)−Kε(ω·t) x(t), R(ω·t)(u(t)−Kε(ω·t) x(t))〉 ,

(4.15)

where Kε(ω) = R−1(ω)(BT (ω)M−ε (ω)− g(ω)T ) and x(t) satisfies (4.4).
Using the action of the flow on Ω and an appropriate time translation of the con-

trol, it is enough to check (4.15) at t = 0. As before, we denote by M(t, ω,M−ε (ω))
the solution of the Riccati equation associated to (4.8) (that is, ε = 0) with ini-
tial data M−ε (ω). Since M−ε (ω·t) is the solution of the Riccati equation associated
to (4.14) with the same initial data, it is easy to check that

d

dt
M−ε (ω·t)

∣∣∣∣
t=0

≤ M ′(t, ω,M−ε (ω))
∣∣
t=0

,

and hence, as in (4.12),

d

dt
V ωε (t,x(t))

∣∣∣∣
t=0

≤ 1

2

d

dt
〈x(t),M(t, ω,M−ε (ω)) x(t)〉

∣∣∣∣
t=0

= Qω(t,x(t),u(t))|t=0

−1

2
〈u(t)−Kω

ε (t) x(t), R(ω·t)(u(t)−Kω
ε (t) x(t))〉

∣∣∣∣
t=0

where Kω
ε (t) = R−1(ω·t)(BT (ω·t)M(t, ω,M−ε (ω))−gT (ω·t)). This proves the claim

for t = 0 because Kω
ε (0) = Kε(ω). Integrating (4.15) in [t1, t2] and having in mind

that R > 0 we obtain∫ t2

t1

Qω(t,x(t),u(t)) dt ≥ V ωε (t2,x(t2))− V ωε (t1,x(t1)) ,

that is, V ωε is a storage function for the control system (4.4) with supply rate Qω
and the control system (4.4) is dissipative with supply rate Qω, as stated. Finally,
as in the proof of Proposition 4.17(i), the storage function V ωε is strong if M−ε > 0.

We omit the proof of (ii) which is analogous to the proof of (i). �

4.2. Examples. We next describe two examples showing the applicability of Theo-
rem 4.19 to study the dissipativity of some nonautonomous systems without uniform
null controllability.

Johnson and Núñez [15] construct an almost-periodic uniformly null controllable
LQ family of dissipative systems for which the associated family of linear Hamilton-
ian system is uniformly weakly disconjugate, has positive upper Lyapunov exponent
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and does not have exponential dichotomy. We show that such a situation can also
occur when the LQ family of control systems is not null controllable and its dissi-
pativity can be analyzed by a modified version of Theorem 4.19.

Using a method due to Millions̆c̆ikov and Vinograd, they obtain a family of
limit-periodic linear Hamiltonian systems

z′ =

[
−1− g̃(ω·t) 1
−1 1 + g̃(ω·t)

]
z, (4.16)

with Lyapunov exponent γ > 0 and Sacker-Sell spectrum [−γ, γ]. The family (4.16)
is disconjugate and the principal solutions determine the Lagrange planes l+0 (ω) ≡[

1
n+(ω)

]
, l−0 (ω) ≡

[
1

n−(ω)

]
associated to the negative and positive Lyapunov expo-

nents respectively. Moreover,

2−
√

3 ≤ n+(ω) ≤ n−(ω) ≤ 2 +
√

3

for each ω ∈ Ω. From Theorem 4.4 of [13] and Theorem 5.6 of [16] we deduce that
for each λ ∈ (−∞, 0) the family of linear Hamiltonian systems

z′ =

[
−1− g̃(ω·t) 1
−1− λ 1 + g̃(ω·t)

]
z, (4.17)

has exponential dichotomy with corresponding Lagrange planes l+λ (ω) ≡
[

1
n+(ω,λ)

]
,

l−λ (ω) ≡
[

1
n−(ω,λ)

]
satisfying

n+(ω, λ2) ≤ n+(ω, λ1) < n−(ω, λ1) ≤ n−(ω, λ2) (4.18)

whenever λ2 < λ1 < 0, and

lim
λ→0−

n±(ω, λ) = n±(ω) . (4.19)

If we fix λ < 0, the robustness of the exponential dichotomy ensures that for ε > 0
small enough the family of linear Hamiltonian systems

z′ =

[
−1− g̃(ω·t) 1 + ε
−1− λ 1 + g̃(ω·t)

]
z

also admits an exponential dichotomy with associated Lagrange planes
[

1
n±
ε (ω,λ)

]
,

and from (4.18) and (4.19) we deduce that 0 < n+(ω) < n−(ω, λ), and hence for ε
small enough n−ε (ω, λ) > 0.

Next we consider R = I3, G̃(ω) = g̃2(ω)− 1, the diagonal matrices

A =

−1
−1

1

 , B =

 1
0

0

 , Gλ(ω) = G̃(ω)B − λI3 , g(ω) = g̃(ω)B ,

and the family of linear control systems

x′ = Ax +B u , (4.20)

with family of quadratic functionals

Qλω(t,x,u) =
1

2
(〈x, Gλ(ω·t) x〉+ 2 〈x, g(ω·t) u〉+ 〈u,u〉) . (4.21)

The associated family of linear Hamiltonian systems is

z′ =

[
A− g̃(ω·t)B B
−B − λI3 −A+ g̃(ω·t)B

]
z .
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Now we fix λ < 0. Taking into account that this family uncouples into three
two-dimensional families: the family (4.17) and the constant coefficient ones

z′ =

[
−1 0
−λ 1

]
z and z′ =

[
1 0
−λ −1

]
z ,

we deduce that it admits exponential dichotomy with Lagrange planes

l+(ω, λ) ≡


1 0 0
0 1 0
0 0 0

n+(ω, λ) 0 0
0 λ/2 0
0 0 1

 and l−(ω, λ) ≡


1 0 0
0 0 0
0 0 1

n−(ω, λ) 0 0
0 1 0
0 0 −λ/2


with indices d+(ω) = d−(ω) = 1 for every ω ∈ Ω. Again, for ε > 0 small enough
the family of perturbed systems

z′ =

[
A− g̃(ω·t)B B + εI3
−B − λI3 −A+ g̃(ω·t)B

]
z

also admits an exponential dichotomy with Lagrange planes
[

I3
N±
ε (ω,λ)

]
, where

N+
ε (ω, λ) =

 n+
ε (ω, λ) 0 0

0 1−
√

1−ε λ
ε 0

0 0 −1−
√

1−ε λ
ε

 and

N−ε (ω, λ) =

 n−ε (ω, λ) 0 0

0 1+
√

1−ε λ
ε 0

0 0 −1+
√

1−ε λ
ε

 .
Hence N−ε (ω, λ) > 0 for ε > 0 small enough, and Theorem 4.19 shows that the
control system (4.20) is strictly dissipative with supply rate Qλω given by (4.21).

As a second example, consider the family of perturbed linear Hamiltonian sys-
tems

z′ =

[
A− g̃(ω·t)B B + ε(I3 −B)
−B − λI3 −A+ g̃(ω·t)B

]
z , (4.22)

which for λ < 0 and each ε > 0 admit an exponential dichotomy with Lagrange

planes
[

I3
Ñ±
ε (ω,λ)

]
, where

Ñ+
ε (ω, λ) =

 n+(ω, λ) 0 0

0 1−
√

1−ε λ
ε 0

0 0 −1−
√

1−ε λ
ε

 ,

Ñ−ε (ω, λ) =

 n−(ω, λ) 0 0

0 1+
√

1−ε λ
ε 0

0 0 −1+
√

1−ε λ
ε

 ,
and hence, since B+ ε(I3−B) > 0 implies that the systems are identically normal,
the systems are disconjugate, as shown in Chapter 2.1 of Coppel [1]. As a conse-
quence, as in the proof of Theorem 4.4 of [13] we check that for λ = 0 and for each
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ε > 0, the family (4.22) is disconjugate with principal solutions Ñ±ε (ω) given by

Ñ+
ε (ω) = lim

λ→0−
Ñ+
ε (ω, λ) =

 n+(ω) 0 0
0 0 0
0 0 −2/ε

 ,
Ñ−ε (ω) = lim

λ→0−
Ñ−ε (ω, λ) =

 n−(ω) 0 0
0 2/ε 0
0 0 0

 ≥ 0 ,

for each ω ∈ Ω. Finally, although the family (4.22) does not have an exponential
dichotomy for λ = 0, the same arguments used in the proof of Theorem 4.19 with

V ωε (t,x) =
1

2
〈x, Ñ−ε (ω·t) x〉

show that, if λ = 0, then the control system (4.20) is dissipative with supply rate
Q0
ω given by (4.21).
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[29] P. Šepitka, R. Šimon Hilscher, Minimal principal solution at infinity for nonoscillatory linear
Hamiltonian systems, J. Dynam. Differential Equations 26 (1) (2014), 57–91.
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