FAVARD THEORY AND FREDHOLM ALTERNATIVE FOR
DISCONJUGATED RECURRENT SECOND ORDER EQUATIONS

JUAN CAMPOS, RAFAEL OBAYA AND MASSIMO TARALLO

ABSTRACT. We discuss the existence of a Fredholm—-type Alternative for a re-
current second order linear equation, which is disconjugate in a strong sense.
The basic result is about bounded solutions of equations with bounded coeffi-
cients: it depends on kinematic similarities that allow to reduce the problem to
a pair of very simple normal forms. Then the result is specialized to recurrent
equations, by means of Favard theory.

1. INTRODUCTION

We are concerned with a boundary value problem for a class of the scalar equations
of the type:

(1.1) 2+ At + alt)z = g(t)

in the recurrent framework. We assume that a(t) and A(t) are jointly recurrent, in
the sense that their joint hull:

H(a,A) = cs{(ar,A\;): 7 €R}

is compact minimal, where subscripts stand for translation factors and closure is
taken with repect to the compact—open topology. The question we would like to
answer is the following: among the inhomogeneous terms g(t) representable on
H(a, ), for which ones the equation (1.1) admits a solution z(¢) which is again
representable on H(a, \)?

Saying that x(t) is representable on H(a, ) is much more than saying that it is
recurrent: roughly speaking, it has also to inherit the joint recurrence properties
of a(t) and A(¢). When for instance both these coefficients are T-periodic, the
solutions must be T—periodic too. The answer to this classical periodic problem
is universally known: solvability is decided by the so—called periodic Fredholm
Alternative, see for instance Hale textbook [8]. That is, given an arbitrary inhomo-
geneous term ¢(t) which is also T—periodic, the equation (1.1) admits a T—periodic
solution if and only if the following orthogonality condition:

(1.2) / a(ty(t)dt = 0
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is satisfied for every T—periodic solution of the adjoint equation:

(1.3) {y = Mt)y} +alt)y = 0.

The nonstandard form of the adjoint equation is due to the possible lack of smooth-
ness of the coefficients of the equation: see Section 2.

The existence of a Fredholm—type Alternative in the recurrent but possibly ape-
riodic case is a much more delicate question. A result in this direction has been
obtained in [14] for a constant damping;:

(1.4) At) =X #0
and under the key assumption that the homogeneous part of (1.1):
(1.5) 2+ At +alt)r=0

is disconjugate in a strong sense, namely it admits a bounded solution ¢(t) which
is separated from zero:

(1.6) 0 < irtlfap(t) < supp(t) < +o0o.
¢

Because of (1.4) this is actually shown to be the unique bounded solution of (1.5)
up to scalar multiples. Moreover, the adjoint equation (1.3) is shown to be be-
have exactly as the direct one: it is disconjugate and its only bounded solutions
are the scalar multiples of a single solution (t), which is bounded and separated
from zero. Finally, the authors of [14] prove that, given an arbitrary g(¢) which is
representable on H(a,A) = H(a), the inhomogeneous equation (1.1) has a solution
x(t) representable on the same hull if and only if :

(1.7) ¥ g € BP(R)

where BP stands for having bounded primitive. We call this fact a representable
Fredholm Alternative for the involved equation.

A couple of comments about the above result are probably worth. The first one
is to legitimate the name of Fredholm Alternative: in the periodic case, condition
(1.7) is equivalent to (1.2), so that we get exactly the classical periodic one. See
Section 4 for a more detailed explanation. The second comment is that, because
of disconjugacy, standard arguments provide an integral formula for the general
solution of the inhomogeneous equation (1.1). However the point is that, as usual
in the aperiodic case, such formula is not readily usable to detect bounded solutions
and their possible recurrence.

For sake of precision, in [14] the focus is on bounded solutions more than on repre-
sentable solutions: the latter are obtained from the former, via the so—called Favard
theory. This is actually the common approach of all the literature in the field, and
the present paper is not an exception. The price to pay for using such theory is
the so—called Favard separation condition, which we recall in Appendix B. Here we
refer the Favard separation condition to scalar second order equations like (1.5) or
(1.3), but it actually should be referred to the associated planar first order systems.
In the case of equation (1.5) this is the system:

(1.8) <;21 ) = ( _S(t) —Al(t) ) ( 2 >

while the association is less obvious for the equation (1.3). The point is that, be-
cause of the combined action of the assumptions (1.4) and (1.6), both the direct



and the adjoint equations are shown to satisfy the Favard separation condition. As
a consequence, both the distingushed solutions ¢(t) and ¥(t) result to be repre-
sentable on H(a,\): this fact is not mentioned in [14] but is relevant in order to
think of condition (1.7) as to a reasonable Fredholm-type Alternative in the given
context.
The aim of the present paper is to discuss what happens when the disconjugacy
assumption (1.6) is maintained but (1.4) is removed, wondering whether:

(1) o(¢) is representable on H(a, \);

(2) the adjoint equation is disconjugate and 1 (t) is representable too;

(3) the direct and adjoint equations satisfy the Favard separation condition;

(4) at least when all previous questions have positive answers, the representable

Fredholm Alternative holds for (1.5)

As we will see, the all questions are tightly interconnected and the answers are
driven by the spectral and the Favard properties of the damping coefficient A(t).
The spectrum o(\) is the dichotomy spectrum introduced by Sacker and Sell in
[17]: we recall this notion (in the general higher dimensional context) and its con-
sequences in Appendix A. Next result answer to questions (1) and (2).

Theorem 1.1. The adjoint equation (1.3) is disconjugate if and only if A(t) satis-
fies the following condition:

(1.9) 0¢o(\) or A€ BP(R).

In this case moreover, up to scalar multiples p(t) and ¥(t) are the unique bounded
solutions and they are both representable on H(a, ).

What the above theorem does not say, is whether or not ¢(t) is representable on
H(a,\) when condition (1.9) fails, that is:

0e€a(N)
(1.10) { \ ¢ BP(R)
Of course there are cases where everything works fine, like for instance the trivial
equation:

(1.11) 2+ At)r" = 0

but we suspect that non representable ¢(t)’s may also appear for some suitable
choice of the coefficients. The situation is similar for question (3).

Theorem 1.2. The adjoint equation (1.3) satisfies the Favard separation condition
if and only if A(t) satisfies condition (1.9). In this case moreover, also the direct
equation (1.5) satisfies the Favard separation condition.

This time, however, when A(¢) satisfies (1.10) we know that both the possibilities
are open: we may arrange A(t) in such a way that the Favard separation condition
for the direct equation (1.5) holds or fails.

It remains to discuss question (4). The two previous theorems give the appropriate
setup for the discussion: all the ingredients for cooking the representable Fredholm
Alternative are ready, as soon as condition (1.9) is satisfied. However, for the
answer we have to distinguish the two parts this condition is made of.

Theorem 1.3. Assume that 0 & o(\) and g(t) is representable on H(a,\). Then
equation (1.1) admits a representable solution on H(a,\) if and only if condition

(1.7) is satisfied.
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By taking into account the periodic Fredholm Alternative, we have the following
result for the opposite case.

Theorem 1.4. Assume that A\ € BP(R) and is not jointly periodic with a(t). Then
there exists a g(t) representable on H(a,\) for which, at the same time:

- condition (1.7) is satisfied

- equation (1.1) has no bounded solutions.

The proofs of the theorems are spread over the next three sections: each statement
has indeed an equivalent in the bounded framework, which is proved in Section 2
or in Section 3, while representability is added in Section 4. Our approach rests on
the use of kinematic similarities that transform the planar system (1.8) in a much
more handy system. They are special changes of variables, which does not affect
the spectral and the Favard properties of the system: we recall them in Appendix
D. The ultimate reason for Theorem 1.3 and Theorem 1.4 is the following results,
which combines the main results of Section 3 with Section 4.

Theorem 1.5. If 0 & o()\) then system (1.8) is kinematically similar to:

’U}/l 0 0 w1
()= (0 )2

while for A € BP(R) we get:
1

(1.13) < w:1 > N OO < “ > .
. 0 0 w2

In both cases, the kinematic similarities are representable on H(a, ).

Let us point out that the involved kinematic similarities are very explicit: see
Proposition 3.3 and Proposition 3.6 in Section 3. The resulting normal forms (1.12)
and (1.13) permit an accurate description of the whole dynamics of (1.8) whose
extent, we believe, goes beyond the questions we treated in the present paper.

We conclude by commenting the exiting literature on the subject, besides [14]. As
far as we know, the existence of a Fredholm Alternative in recurrent systems has
been investigated in few other papers, namely [1], [2], [4] and [23]. All of them are
concerned with first order systems:

= A(t)x + f(t)

in any dimension but with some special properties. These properties are transversal
to those on which the present paper rest, as far as [2], [4] and [23] are concerned.
Actually [4] refers to almost periodic systems for which the quadratic form asso-
ciated to A(t) has a sign, while [2] gives a nontrivial extension of these results to
the recurrent case. The paper [23] also refers to almost periodic systems, but all
the arguments extend trivially to the recurrent case. The main assumption there
is that all the solutions of:

= A(t)x
are bounded and separated from zero. This is always false for system (1.8), what-

ever A(t) we take. When (1.9) the space of the bounded solutions has dimension
one, instead of two. In the opposite case (1.10), it can happen that all the solution



are bounded, but some them are not separated from zero: this follows for Proposi-
tion 4.1 combined with the arguments of Appendix B.

It remains to comment [1]. We recall the main result in Appendix B: roughly
speaking, Theorem C.4 gives a general prescription for the validity of the Fredholm
Alternative in the recurrent setting, which turns out to be a kind of common root
of all the quoted papers. One of the goals of the present paper is to show that
Theorem 1.3 is also covered by the result of [1]. However, while [1] rests on a
block—diagonalization procedure which is not very explicit and destroys the repre-
senting hull H(a, \), the change of variables on which Theorem 1.5 is very explicit
and preserves the hull, so allowing to prove Theorem 1.4.

Notations. By |¢| we mean the Euclidean norm in RY while ||A| stands for
the operatorial norm of an N x N matrix A, considered as a linear operator on RY.
The symbols C(R), BC(R), BUC(R) and AP(R) denote the spaces of the con-
tinuous, bounded continuous, bounded uniformly continuous and almost periodic
functions on R, with value in some finite dimensional normed space. By adding a
superscript k like in C*(R), BC*(R) etc. we mean that the defining property of the
class also applies to the first k derivatives.

When € BC(R) we denote by | f||eo the standard least upper bound norm. Given
any f € C(R) we introduce a selected primitive by:

ft) = / f(s)ds

By disconjugacy we always mean the strong form of disconjugacy considered in the
Introduction. The symbols ¢(t) and ¢(t) will always denote separating solution of
the direct equation (1.5) and the adjoint equation (1.3) respectively, when they are
disconjugate.

2. DISCONJIUGACY IN THE BOUNDED FRAMEWORK

In this section we consider the same equations of the Introduction, and in particular
the homogeneous one:

(2.1) 2" + Xt)z" +a(t)xr =0
but we relax the recurrence of the involved coefficients, by asking only that:
A, a € BC(R) .

By solution we mean a classical solution z € C2. We are mainly interested in so-
lutions which are bounded. Concerning them, let us recall that standard a priori
estimates show that x € BC(R) actually implies € BC?(R).

Notice that the joint hull H(a, \) may be noncompact and all the recurrence prop-
erties are loosen, but some results still persist and are indeed useful to understand
the recurrent framework. Here and in the later sections, all the results relay on
the discongiugacy condition we already made in the Introduction: hereafter we
stipulate it once for all.
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Standing Assumption Equation (2.1) has a separating solution (t)

where by separating we mean that:

0 < irtlfga(t) < supy(t) < 4o0.
t

Though discongiugate equations are somewhat rare, they are by no means un-
frequent. Indeed, by reversing the perspective of the definition, one finds that
discongiugate equations are exactly the equation where:

(2.2) aft) = —ﬁ ["(1) + A (1))

for an arbitrary ¢ € BC?(R) satisfying (1.6) and an arbitrary A\ € BC(R) .
Discongiugate equations are rather simple, inasmuch the knowledge of the separat-
ing solution ¢(t) allows to reduce the order of the equation (2.1) and yields to the
following integral formula for the general solution:

t o=A(s)

(2.3) z(t) = ap(t) + Bp(t) /O st

where «, 5 € R. As a trivial consequence, all the solutions are bounded if and only
if it happens that:

(2.4) e~ € BP(R).

When on the contrary this condition fails, the solution () is, up to scalar mul-
tiples, the only bounded solution of the equation (2.1). Next lemma points out a
consequence of (2.4) which will be relevant in Section 4.

Lemma 2.1. If condition (2.4) is satisfied then A(£00) = +00.

Proof. We only prove that A(+00) = 400, the other case being similar. If by
contradiction the claim is false, then there exists a value M and a time sequence
0 < 7, — 400 such that f(7,) < M. But standard Lipschitz estimates show that:

~

At) € M+ || Moo Yt € [T, Tn + 1]

implying that e=2® is non integrable at +o0. O

Let us now introduce the adjoint equation of (2.1). A bit of care is due, in view of
the fact that A(¢) is possibly nondifferentiable. The most appropriate notion here
happens to be the following:

/
(2.5) {y’ — )\(t)y} +a(t)y=0
where solutions are not required to have the usual C? regularity but instead:
(2.6) y € CHR) y — Ay € CY(R) .

We denote this space with the symbol C*(R) to remark its dependence on the
coefficient A(t). This space may appear rather exotic but actually is not. For
instance, it is clear that C*(R) = C?(R) as soon A € C'(R): see Lemma 2.4 for the
case of a nonsmooth A(¢).

To justify the unusual notion of adjoint, let us look at the second order differential
operators associated to (2.1) and (2.5) respectively:

Lz = 2/ +A#t)2' +a(t)x
Iy = {y - At} +a(t)y
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as defined on C?(R) and C*(R). Consider now the quadratic differential operator:

(2.7) R(z,y) = 2y -2y — \y)
which is again defined on the same for z € C?(R) and y € C*(R) but only depends
on first derivatives. The following property holds and is the desired justification.

Lemma 2.2. Assume that x € C?(R) and y € C*(R). Then:
d
{La}y — 2{Ly} = a{R(m,y)}

In particular, if z(¢) and y(t) are solutions of the direct and the adjoint equation
respectively, then:

d
%{R(x,y)} =0

that is, the quantity R(zx,y) becomes an invariant of motion. As we will see in the
proof of Proposition 2.5, the value of this invariant has some relevant consequences
on dynamics.

Proof. The proof is trivial, and we sketch it just point out the role of (2.6). Because
of y € C*(R) we have:

d
o'y = —(@'y) ="y

and hence y' — \y € C1(R) implies:
d d
'y + Aty = Ayl —ay + y = —{dlyh+ ' -y}

d_ . d
- _ )\ _ / _ )\ _ "/
g+ ey =y} — ey -y}

([l

As for the direct equation (2.1), also for the adjoint equation (2.5) we are mainly

interested in bounded solutions: next lemma provides explicitly for the latter the
a priori estimates we mentioned for the former.

Lemma 2.3. If y € BC(R) is a solutions of the adjoint equation (2.5) then:
(2.8) y € BC*(R) y — \y € BC*(R)

Proof. For writing convenience, let us set Y =y’ — A\y. We know Y € C'(R) and
moreover Y’ € BC(R) from the equation, since:

Yoo < llalloo [Ylloo -

We claim that actually Y € BC(R), which in turn trivially implies (2.8). To prove
the claim, let us start fixing 7 > 0. Given an arbitrary ¢ € R there exist £ = £(t, 7)
such that:

t—T<E<t y(t) —yt—7)=71Y(§) .
Thus we have:

t
2
Yl = |Y(£)+/€ Y'(s)lds < — [[yllos + [Alloo 19lloe + (2 = ) 1Y oo

IA

2
{24 e+ 7l e
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Since the adjoint equation is not a priori disconjugate, deciding how many bounded
solutions it has seems more difficult than it was for the direct equation: in spite of
that, next lemma shows that the solutions of the former can be obtained from the
latter. The lemma is a modified version of a result in [14].

Lemma 2.4. The time—dependent change of variables:

r =y e_x(t)

defines a one-to-one correspondence between C?(R) and C*(R) and also between

the solutions of (2.1) and (2.5).

In fact, it is not difficult to check that C?(R) = C*(R) at a linear and topological
level, when we endow the two spaces with the topology of the uniform convergence
on compact sets of functions anAd the involved derivatives. Notice moreover that,
depending on the properties of A(t), boundedness may be not respected along the
change of variables.

Proof. Since A € C'(R), it is clear that z € C!(R) if and only if y € C'(R).
Suppose this is the case and differentiate obtaining:

(2.9) = y’e*X - )\ye*X =(y - )\y)e*X

Thus 2/ € C*(R) if and only if y' — Ay € C*(R). Summing up, z € C*(R) if and only
if the smoothness conditions (2.6) are satisfied by y(¢). This completes the proof of
the first claim: the second claim follows now by a straightforward computation. [

Because of the previous lemma and formula (2.3), the general solution of the adjoint
equation writes as:
3 s [Le V)
(210) 1) = g+ 500 M0 [ C s
o »(s)

where «, 8 € R. Notice that this formula does not steam from an order reduction
into the adjoint equation, as formula (2.3) does for the direct equation by exploiting
disconjugacy. On the contrary, we now use formula (2.10) to discuss the possible
disconjugacy of the adjoint equation. The symbol o(A) in the statement stand for
the dichotomy spectrum of A(¢): see Appendix A for the definition and the main
properties.

Proposition 2.5. The adjoint equation (2.5) admits a separating solution (t) if
and only if A(t) satisfies the following condition:

(2.11) 0&o(N) or A€ BP(R).

In the former case R(p,1) = 0 while in the latter R(p, ) # 0. In both cases there
are no bounded solutions of (2.5) but the scalar multiples of ¥(t).

Along the whole paper, we freely quote 1 (t) when the adjoint equation is discon-
jugate, with the meaning of any given separating solution. Its analytic expression
is driven by the two parts of condition (2.11), which are mutually exclusive.

Proof. From Lemma 2.2 we know that R(p, 1)) is an invariant, namely there exists
c € R such that:

(2.12) & (OB() — (O (1) = ANOP(OU(E) = vt.
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When (t) is separating, the above can be read as a prescription on A(t), which is
then written as the sum of two terms:

e OB
A = so(t)w(t)+{¢(t) w(t)} |

Observe that the term multiplied by c is separating, while the term inside the curly
brackets has bounded primitive. Thus:

c=0 & XeBP(R)
c£0 &  0go())

as a consequence condition (A.7) in Appendix A. In particular, if the adjoint
equation is disconjugate, then condition (2.11) must be satisfied.

To prove the converse, start assuming that A € BP(R). The first term in the right
hand side of (2.10) is bounded, while the second is unbounded. Thus the only
bounded solutions of (2.5) are the scalar multiples of:

(2.13) (t) = ()
which is clearly separating.

Let us now consider the case 0 € o(A). For definiteness, we assume that the interval
o(A) lies to the right of zero: the other case can be handled in a similar way. The

choice we made implies that X(+oo) = +o00. In turn, inserting this information into
(2.10), we find that the only candidates to be bounded solutions of (2.5) are the
scalar multiples of:

+00 ,—A(s)

(2.14) (t) = o) eX“)/t o

The solution (2.14) is positive and we claim that it is separating. These conclusions
can be obtained directly by some length computations, but we prefer to give here a
shorter though undirect proof. First of all, it is clear that the desired features can
be equivalently proved for the auxiliary function:

~ +oo ~
2.15 1) = M e M) g
(2.15) p(t)
t

Notice that p(t) > 0 for every t and that is solves the first order equation:
(2.16) p—Atp = —1.

Actually, it is the only candidate to be a bounded solution, for the very same
arguments already used before. But 0 ¢ o(\) implies that this equation has an
exponential dichotomy, and then we know that it really admits a bounded solution.
Assume now by contradiction that p(t,) — 0 along some sequence t,,. Then there
exists another sequence 7, such that:

p(Tn) —0 p(Tn) — 0.

This is a standard variational principle, proved by Ekeland in [6] in a much more
general form. Inserting the above information into (2.16) give the desired contra-
dictions, proving our claim. (I

We now start with the main stream of the paper, that is characterizing the existence
of bounded solutions for the complete equation:

(2.17) "+ Xt)2' + a(t)x = g(t)
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and understanding if and how this fact is related to the disconjugacy of the adjoint
equation. For the moment, the inhomogeneous term is just bounded and continu-
ous and, contrarily to the Introduction, we are not dealing with a boundary value
problem: the effect of recurrence will be considered in Section 4 only. The fol-
lowing result gives a necessary condition, which does not depend on the possible
disconjugacy of of the adjoint equation (2.1).

Proposition 2.6. If the inhomogeneous equation (2.17) admits a bounded solution
for a given g € BC(R), then

(2.18) yg € BP(R)
for every bounded y(t) solving the adjoint equation(2.5).

Proof. Let x(t) be a bounded solutions to (2.17). Since Lz = g and L'y = 0,
Lemma 2.2 implies:

t

/0 g(s)y(s)ds = [2'(s)y(s) — z(s)y'(s) + A(s)z(s)y(s)],
which is a bounded function of ¢. [l

The point is now to decide whether or not (2.18) is also sufficient in order (2.17)
to admit bounded solutions. A positive answer has been given in [14] under the
assumption that:
At) =X #£0.
In this case, Proposition 2.5 guarantees that the adjoint equation (2.5) is discon-
jugate and that the only admissible y(¢) to test condition (2.18) are the scalar
multiples of the separating solution +(¢). Hence condition (2.18) takes the more
comfortable form:

(2.19) vg € BP(R)

which we already used in the Introduction.

As we will see, the general answer is actually negative in both case, when the adjoint
equation (2.5) is disconjugate and when it is not. However, the results we get are
rather different in the two cases: they are more complete in the former case, which
is also the most relevant for the recurrent framework. The negative and positive
results for the bounded framework will be presented in Section 3: there scalar
second order equations will be replaced by first order systems, to exploit of a more
flexible notion of change of variables. The recurrent framework will be analyzed in
Section 4.

3. FREDHOLM ALTERNATIVE FOR BOUNDED PLANAR SYSTEMS

Here, as in the previous section, we will work in the BC(R) framework only. The
standard way to get a planar system from the equation (2.1), is to set:

!
Ir1 =2 Xo =T
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obtaining:

(3.1) (f; ) = ( 72@) —;(t) ) ( i; ) '

Bounded solutions are preserved along the process in the sense that, due to stan-
dard a priori estimates, the map = — (z,z’) defines an isomorphism between the
corresponding classes.

Take now any f,g € BC(R) and consider the inhomogeneous system:

o2 ()= (o) () (20)

which, when f = 0, is equivalent to the inhomogeneous equation (2.17). The
existence of bounded solutions to (3.2) have been already considered in literature
and the known results are summarized in the Appendix A. The natural necessary
condition is that:

(3.3) y1 f+y29 € BP(R)

for every bounded solution (y1,y2) to:

(3.4) ( zi > - ( —01 ig > < z; )

which is the adjoint system to (3.1). Next lemma makes clear how such system is
related to the adjoint equation (2.5) and shows that (3.3) becomes (2.18) when both
apply, namely when f = 0. The proof depends on Lemma 2.3 and is straightforward.

Lemma 3.1. Setting:

y1=Aty -y Yo =y
transforms equation (2.5) into system (3.4) and preserves bounded solutions.

Consider now what happen in the case:
0&o(N) or A€ BP(R).

We know from Proposition 2.5 that the adjoint equation (2.5) is disconjugate and we
denote by 1 (t) any given separating solution. The same proposition also guarantees
that the scalar multiples of 1 (t) are the only bounded solutions to (2.5) and hence,
due to Lemma 3.1, the necessary condition (3.3) takes the very convenient form:

(3.5) (M =) f +1bg € BP(R)

which, as expected, reduces to (2.19) as soon as f = 0.

Our aim is to understand when the above necessary condition becomes also sufficient
for the inhomogeneous system (3.2) to admit bounded solutions. To investigate this
problem we will use kinematic similarities. They are special changes of variables
which preserve the spectral properties of a system and the class of bounded solu-
tions: see Appendix D for an introduction to this classical subject. The first kinetic
similarity we introduce takes advantage of the disconjugacy of the scalar equation
(2.1): roughly speaking, it does the analogous of an order reduction for the planar
system (3.1).
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Proposition 3.2. The change of variables:

1
(3.6) 1 = p(t)u xo = @' (t)ur + ——=us
o(t)
is a kinematic similarity transforming the system (3.1) into:
1

(3.7) (“1)2 R <u1>
2 0 —A(t) 2

The proof is obtained by inspection and we omit it. Let us only point out that
the proposed change of variable is actually a kinematical similarity bue to the
boundedness of ().

From now one, we denote by o, dg, dp and ¢*, dg, d the dichotomy spectrum,
the Sacker—Sell dimension and the bounded dimension of the original system (3.1)
and of the adjoint system (3.4), respectively. Because of Appendix D, they are the
same when computed for the new system (3.7) and its adjoint. By exploiting in a
standard way the triangular form of (3.7) we then obtain:

_ _ 1 if 0&o(N)
(3.8) o = {0}Uo(=N) ds = { 2 if 0€o())
while the bounded dimension follows directly from Section 2:
: X
(3.9) dp — 1 ?f e* ¢ BP(R)
2 if e* € BP(R)
Passing to the adjoint system, the spectral features changes in a predictable way:
o =—0o ds =dg
while the bounded dimensions d}; seems to be unrelated to dp.
The normal form (3.7) and its spectral consequences are not to fully answer the
questions we are interested in: we need further changes of variables, which however

depends on the disconjugacy of the adjoint equation (2.5). Because of that, we
distinguish three different cases which will be treated separately.

THE ADJOINT NONDISCONJUGATE CASE 0€a())
A ¢ BP(R)

No further change of variables are avalaible. Our aim is to provide an example of
system (3.1) for which condition (3.3) does not act as a Fredholm-type Alternative,
without attempting to show that such failure is indeed a general property, as we
indeed suspect.

As it can be easily guessed, the most convenient strategy is looking first at the
normal form (3.7), managing to have:

(3.10) ¢ =

which turns (3.3) into an empty condition. To this aim, we take A € BC(R) such
that:

—A(=t) =A(t)>0 V>0
and that moreover satisfies:

A(+o00) =0 A(+00) = 400 .
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That 0 € o()) follows easily from (A.7). The adjoint equation of (3.7) is:

v 0 0 vy
(%) go(t)2 )‘(t> (%)

and its general solution is given by:

- t ,—X(s)
u(t) = a va(t) = O {B+a/ Z;(Z()z ds}
0

where o and 8 are constants of integration. Suppose now that vo(t) is bounded.
Since A\(00) we must have:

ﬁ /+o<> e—X(s) J 0 ﬁ /_OO e—X(s) d
+ o —as = frng —|— « S .
o e(s)? o (s)?

But this implies

+00 o —A(s)
@ / zds =0
—oo P(8)
showing that @ = 0. That 8 = 0 follows now trivially, proving (3.10).
It remains to prove that there exist p,q € BC(R) such that the inhomogeneous
system:

, 1
(3.12) ( uf ) (" e ( “ ) + ( 2(f) ) .
Uo 0 —A¢) U2 q(t)

does not admit bounded solutions. On the one hand, this follows from 0 € o: see
the functional characterization of exponential dichotomies in Appendix A. On the
other hand, it would be preferable to have a counter—example that originates from a
second order equation: this requires some more work. Start noticing that, undoing
the change of variables (3.6), the inhomogeneous system (3.12) becomes (3.2) with:

ﬁ q(t) .

Thus f = 0 is equivalent to p = 0 and, in this case, the system (3.2) is equivalent
to the equation:

f@) = o(t)p(t) g(t) = ' (t)p(t) +

2+ A0 +alt)r = q(t)/p(t) .
The simplest concrete case is:
2+ At = qt)

which corresponds to a = 0 and is disconjugate with ¢ = 1. We will use it the next
section to produce a counter—example in the recurrent framework.
Summing up, to conclude the construction of the counter-example, we claim that
(3.12) has no bounded solutions as soon as we choose ¢(t) such that:

)

lim — = 4.

t—+o00 A(t) *

Too see why observe that, if system (3.12) has a bounded solution, then its second
component:

~ o
ug(t) = e *® {onr/ e*g(s) ds}
0
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must be bounded for some a € R. But de 'Hopital’s rule applies to show that:

« teA(S) s)ds
wf A

. . t
t—lggloo UQ(t) o t—lggloo 63\\(1&) o t~>+moo )\(t) =t

THE ADJOINT DISCONJUGATE CASE | A € BP(R)

Due to Proposition 2.5 in Section 2, the adjoint equation (2.5) is disconjugate and
moreover we know that:

dg = 1 = di .

In the next proposition, we use the separating solution t(t) to perform a further
and very convenient change of variables.

Proposition 3.3. Assume A € BP(R). Then the change of variable:

o(t)

(3.13) U = wq Uy = —— W2
¥(t)

is a kinematic similarity transforming the system (3.7) into:

(3.14) ( wil > _ (7 v < o > .
2 0 0 w2

Proof. That (3.13) is a kinematic similarity follows form the boundedness of ¢(t)
and 9 (t) with their first derivatives. Concerning the resulting system (3.14), invert
(3.13) and then differentiate to get:

Yo — 'y 0 1
wy = ————uy + e (—Aug) = v R(p, ) wa
where R(p, 1) = 0 from Proposition 2.5. O

Notice that the planar system (3.14) is not so far to be selfadjoint. Indeed the
adjoint system is:

o 0 0 2
(3.15) ( . ) = ( )
: p(t)u(t) 2

and becomes (3.14) by the kinematic similarity defined by the time—independent
change of variables:

[\

Z1 = Wy Xo = —WwWqp .

Of course, the same conclusions must hold also for the pair (3.1)—(3.4): this is just
a different way to express part of the content of Lemma 2.4 in Section 2.
The general solution of the adjoint equation (3.15) is:

4 =a () =B +a / —w(jj)(s)
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and is bounded if and only if & = 0. Thus, the standard necessary condition for
the inhomogeneous system:

(3.16) ( uh ) [ ° oew ( u“ ) : ( plt) )
wé 0 0 wa Q(t)

to admit bounded solutions writes:
(3.17) q € BP(R).

On the other hand, the inhomogeneous system (3.16) is now so simple, that we can
completely solve it.

Proposition 3.4. System (3.16) has a bounded solution if and only if condition
(5.17) is satisfied and moreover there exists ¢ € R such that:

(3.18) p+%w{c+§} € BP(R).

In this case, all the solutions to (3.16) are bounded.

It is not difficult to check that condition (3.18) can be satisfied for at most a single
value of c.

Proof. The equation for the second component solves as wy(t) = ¢ + q(t) where
¢ € R. Thus condition (3.17) decides the boundedness of wy(t). Moreover, the
equation for the first component writes:

/

1 I
wy = ——C+qr+p
(o {et+a}
and the conclusion follows trivially. (I

As it can be easily guessed, condition (3.18) does not follow from the necessary
condition (3.17) for free, so showing that the latter does not act as a Fredholm—
type Alternative. A main point is that, contrarily to the previous paragraph, this
is a general failure: it happens for every A € BP(R) we take.

The easiest to construct a counter—example originates from the presence of p(t) in
(3.18), which on the contrary does not appear in (3.17). Assume for instance that
q = 0, so that the necessary condition (3.17) is trivially true. On the other hand,
because of Lemma A.1, to make (3.18) failing it is enough to take any p(¢) such

that:
{ 0€a(p)
p ¢ BP(R)

To construct a counter—example with p = 0 is a bit more involved, but also more
interesting for the same reason of the previous paragraph. Start assuming that
q € BCO(R) satisfies:

(3.19) —q(—t) =q(t) <0 vt > 0.

Then ¢(t) is odd, strictly negative for ¢t # 0 and the common limit ¢, = g(400)
exists by monotonicity and is strictly negative. Our further and last assumptions
on ¢(t) are that ¢ is finite and:

(3.20) §—ceo & BP(R).
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The necessary condition ¢ € BP(R) is satisfied by definition. Observe now that,
whatever ¢ we take, the sign of the function:

q(t) +c={q(t) — coc} +{c+ o}
is eventually constant as ¢ — +0o. As a consequence, condition (3.18) becomes
equivalent to:
¢+c € BP(R).
Now, this is false by definition when ¢ = —co,. When on the contrary ¢ # —ceo,
using de I’'Hoépital rule it is easy to check that:

/Ot [q(s) +c]ds = {1/; [7(s) — coo] ds+(c+coo)}t ~ (c+ coo)t

as t = oco. The primitive is again unbounded, concluding the construction of the
desired counter—example.
Coming the original variables, we obtain the following result.

Theorem 3.5. Assume A € BP(R). Then system (3.2) has bounded solutions if
the necessary condition (3.5) is satisfied and moreover there exists ¢ € R such that:

1 1
3.21 —f+—Hc+M—v¢)f+vg ¢+ € BP(R).
(3.21) It oaler Qu—unf g} (R)
Proof. Composing the change of variables (3.6) with (3.13), we get:
_ 1 = (s + —
RTOR O R

From Proposition 2.11 we know that R(¢, 1) = 0. Using this information to express
the inverse of the above change of variables, we find that the inhomogeneous system
(3.2) is transformed into (3.16) with:

1
(322)  p(t) = 20 f#) q(t) = {A)P(t) — ' ()} () +(t)g(t) -

Conclusion then follows from Proposition 3.4. (]

Notice that f = 0 is equivalent to p = 0 once again, In this case, condition (3.5)
becomes:

qg=1g € BP(R).
This is the usual necessary condition for the scalar second order equation:

t)

3.23 :E”—l—)\tx'—&—atx:&

(3.23) (e’ +alt)yr = 0

to admit bounded solutions, which fails to be sufficient as soon as we take ¢(t) as
in (3.19)—(3.20). The simplest concrete case is given by:

a” = q(t)

which is obtained for @ = A = 0 and the corresponding choice ¢ =1 = 1.
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THE ADJOINT DISCONJUGATE CASE |0 & o(A)

As in the previous paragraph, we have:
dp = 1 = dj

and we exploit the disconjugacy of the adjoint equation (2.5) to change variables
again.

Proposition 3.6. Assume 0 € o(\). Then the change of variable:

_ ¥(t) _
(3.24) = wn = s uz = R(p, P)ws

is a kinematic similarity transforming the system (3.7) into:

’U}/l 0 0 w1
ew ()0 ) ()

Proof. Remember that R(p,®) = ¢ # 0 from Proposition 2.5, so that (3.24) is
a kinematic similarity due to the boundedness of ¢(t) and 1(¢t) with their first
derivatives. Concerning the resulting system (3.25), start inverting (3.25) to get:

w|y = UL+ —wy = U +—us .
P cp
Then differentiate and use system (3.7) to show that:

wy = %uz-f—% {WW"':ﬁ(_)\W)} = %{C—R(LP,'(/})}U&

¥ ¥
which vanishes again due to R(p,%) = c. O
The adjoint system is:
21 0 0 21
<é>:<0Am><@>
and the general solution:
z21(t) =« 29(t) = Bex(t)

is bounded if and only if 8 = 0. The necessary condition for:

wll B 0 0 w1 p(t)
(3.26) (w,2>—<0 _)\(t)><w2>+<q(t)>

to admit bounded solutions then writes:
(3.27) p € BP(R) .
This is also sufficient to the same aim since, whatever ¢ € BC(R) we take, the
equation:

wy = —A(t)ws + q(t)
admits a unique bounded solution. Coming back to the original variables, we proved
the following result.

Theorem 3.7. Assume that 0 € o(X). Whatever f,g € BC(R) we take, the neces-
sary condition (3.5) is also sufficient for system (3.2) to admit bounded solutions.
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Proof. Using the expression of R(p,), check that the composition of the two
changes of variables (3.6) and (3.24) transforms (3.2) into (3.26) with:

b0 = g7 {000 - v 0} + 090}

o) =7 { — 010+ ean)}

4. INTRODUCING RECURRENCE

In this section we restrict the scope of our investigation, replacing bounded and
continuous functions with a special type of recurrence functions. We stipulate from
the beginning that the coefficient a(t) and A(t) of the homogeneous planar system:

(a1 (2)=(ty ) ()

are jointly recurrent, namely their joint hull satisfies:
(4.2) H(a,\) is compact minimal

and we focus on functions which are representable on H(a, A). See Appendix B for
the definition and the main properties; since the hull does not vary in the section,
we often omit mentioning it.

The idea is to get results for the recurrent framework, by specializing those we
obtained in the previous sections for the bounded framework. On the one hand,
this suggests that distinguishing:

(4.3) 0¢o(\) or XeBP(R)

from the opposite case:

0€oa(A
(4.4) { N B(P)(R)

will play a key role. On the other hand, however, specializing is not always for free
for a couple of reasons. The first one is that we have to convert existence results
from bounded solutions to representable solutions: this is a matter of Favard theory,
which is recalled in Appendix B. The second problem concerns the use we made
of kinematic similarities: as explained in Appendix D, they are useful in the new
context only when they preserve representability. These two questions are indeed
the main topics of the present section.

We start exploring the validity of the Favard separation condition for the direct
system (4.1). This will be done by means of the dimensional approach introduced
in Appendix B, which requires the knowledge of the dimension of the subspace of
the bounded solutions to the homogeneous system:

(4.5) (2)=C 0 ) ()
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when we let varying (b, ) € H(a,\). As in the Appendix A, we refer to this
dimension as to the bounded dimension of a given equation.

It is clear that the bounded dimension of (4.5) can be equivalently computed for
the second order scalar equation:

(4.6) "+ ut)x’ +b(t)r =0.

Standard compactness arguments show that, for every (b, ) € H(a, ), this equa-
tion admits a solutions z(t) such that:

(4.7 0 <irt1fgo(t) =m < z(t) < M:=supyp(t) < +oo.
t

Because of disconjugacy, all the results of Section 2 apply: this fact seems quite
promising in view of Favard theory, but the real picture a bit more involved than
expected.

Proposition 4.1. Assume that (4.2) is verified. Then the Favard dimension of the
direct system (4.1) is always dp = 1. Moreover, the Favard separation condition:

a) holds when (4.8) is satisfied
b) may hold or fail when (4.4) is satisfied

Proof. Due to disconjugacy, the bounded dimension (4.6) is at least for every
(b,u) € H(a,\) and hence dp > 1. Moreover we know from Section 2 that the
bounded dimension is two exactly at those (b, 1) for which:

(4.8) e # € BP(R) .

Assume now that that (4.3) is satisfied. Then clearly e=* ¢ BP(R). Since moreover
(4.3) is preserved throughout the hull, condition (4.8) must fail for every u € H(\):
the claim is trivial to prove, but it can be also seen as a consequence of Lemma 2.1.
The bounded dimension of the equation (4.6) is then one for every (b, u) € H(a, \),
which in turn implies that the Favard condition is satisfied with dp = 1.

Let us now consider the case (4.4). It is well known that there exists 4 € H(X) such
that 7i(t) is bounded from below: see Appendix B. For such p(t) condition (4.8)
fails and the corresponding bounded dimension in one: this implies that dp = 1
once more.

The Favard separation condition is then satisfied if and only if (4.8) fails for every
w € H(X). This is for instance true if A(t) is a Kozlov function in the sense of
Appendix B. Using indeed the full force of Lemma 2.1, we know that (4.8) implies
fi(+00) = —o0o: but this contradicts condition B.3.

To give an example where the Favard separation condition fails, it is sufficient to
consider an almost periodic A(t) whose primitive verifies condition (B.2). O

Next we worry about the representability of ¢(t). The parametrization (2.2) shows
that we can find disconjugate equations with representable ¢(t) in both the cases
(4.3) and (4.4). The best we can say is the following.

Proposition 4.2. Assume that (4.2) is verified and that the direct system (4.1)
satisfies the Favard separation condition. Then ¢(t) is representable on H(a,\)
together with ©'(t) and ¢ (t).

We suspect that the validity of the Favard condition result is optimal for the rep-
resentability of ¢(t), but we have no explicit counter—examples.



20 JUAN CAMPOS, RAFAEL OBAYA AND MASSIMO TARALLO

Proof. If ¢(t) is representable, then so is ¢’ (t) due to the boundedness of ¢ (t) and
Lemma B.2. The representability of ¢ (¢) follows now from the equation. To prove
that o(t) is representable, define:

§(b,) = inf {||lzlloc : x(t) solves (4.6) and satisfies (4.7)}

and observe that the least upper bound is attained, due to standard compactness
arguments. We claim that, because of the discongiugacy of (4.6) it is uniquely
attained, say at o, ,)-

To prove the claim, we recall form Proposition 4.1 that dp = 1. Since the Favard
condition holds by hypothesis, the bounded dimension of (4.6) must be one. As a
consequence, if d(b, i) is attained also at another ¢, ,,) then we must have

o (t) = P, (t)
for some scalar ¢ > 0. Since the two involved functions must have the same norm,
this is possible only when ¢ = 1 so proving the claim.
The rest of the proof is standard in Favard theory: we sketch it for the reader
convenience. Because of H(a, ) is minimal, one finds that actually 6(b,u) = 6
independently of (b, u) € H(A, A). Together with the uniqueness proved just above,
this shows that:

(4.9) P(broir) () = @ (E+T) vt, T
and that ¢, ,) depends continuously on (b, ) € H(a, A). In particular, the rule:

¢(ba /u') = ‘P(b,u)(o)

defines a continuous map on H(a, \). Because of (4.9), we have the representation
©(t) = ¢(as, A¢) and hence conclusion follows from the point (3) of Lemma B.1. O

The picture becomes much sharper when we look at the adjoint system:

yi) ( 0 a(t)><y1)
4.10 =
(410 ()= 5 ) (o
or, which is equivalent due to Proposition 3.1, at the adjoint equation:
(4.11) (v = At} +a(t)y =0
Proposition 4.3. Assume that (4.2) is verified. Then the Favard dimension of the
adjoint system (4.10) verifies d3, <1 and the following statements are equivalent:
a) di. =1
b) condition (4.3) is satisfied
¢) the adjoint system (4.10) satisfies the Favard separation condition

In this case moreover, the adjoint equation (4.11) is disconjugate and the corre-
sponding (t) is representable on H(a,\) together with i)' (t) and the derivative of

P () = A(B)(D).

Proof. We start exploring what happens when (4.4) holds. We take first ;€ H()\)
such that there exist two sequences s, — —oo and t, — +oo satisfying:

(4.12) fi(sn) — +00 fi(tn) — +00 .

We recall that this is generically true in H(\): see Appendix B. Then we choose
any b € H(a) such that (b, u) € H(a, A). We claim that the corresponding equation:

(4.13) {y' — ut)y} + bty =0



21

has no nontrivial bounded solutions. To prove it, we recall from Section 2 that the
general solution of (4.13) is:

(.11 0 W0 favs [
. y(t) = puult)e {a + —_— 5}
(Bos) 0 P(b,u) (8)2

where ¢, ,,) () now denotes a bounded positive solution separated from zero of the
equation (4.6). Assume now that y(¢) bounded. From (4.12) we deduce:

) o—7i(s)
oz—|—6/ ds—>0<—a+ﬁ/ 7ds
Plo.u) (5 Py (5)?

and hence by monoton1c1ty argumentS'

e —n(s) too —fi(s)
a+p dst*aJrﬂ 7ds
b/_L) (p(b,u )2

Eliminating o we deduce.

+oo ,—fi(s) p 0
B ~/—oo P(b,u) (8)2 ? .

which finally implies 5 = 0 and hence also & = 0. Summing up, when (4.4) holds we
have d}. = 0. But we know from Section 3 that 0 € 0 = ¢* and hence, as explained
in Appendix B, the adjoint system (4.10) cannot satisfy the Favard separation
condition.

We now cousider the opposite case (4.3). Proposition 2.5 applies to equation (4.13)
showing that, whatever (b, u) € H(\) we take, the equation is disconjugate and
its bounded dimension is exactly one. Thus the adjoint system (4.10) satisfies the
Favard separation condition with dj = 1. The conclusion about ¢(t) follows along
the same steps we already used for () in the proof of Proposition 4.2. O

Remark 4.4. Tt may be of some interest to notice that the adjoint equation (4.11)
maintains a weak form of disconjugacy, even in the adverse case (4.4). More pre-
cisely, let us consider a p € H(\) such that fi(t) is bounded from above. Then:

y(t) = ¢(t) eV
is a bounded positive solution of the equation (4.13) as soon as (b, ) € H(a, \).
Since [i(t) must be unbounded from below, we have:

irtlf yt) = 0

as predicted by Proposition 2.5. With the help of Ekeland principle, it can be
easily checked that such y(t) is actually responsible for the failure of the Favard
separation condition for the adjoint system (4.10).

With previous proposition, we completed the proof of the results stated in the
Introduction which do not refer to Fredholm Alternative. More precisely:
Theorem 1.1 C Propositions 2.5 + 4.1 4+ 4.2 + 4.3
Theorem 1.2 C Propositions 4.1 + 4.3
Theorem 1.5 C Propositions 3.3 + 3.6 + 4.2 + 4.3
Moreover, we have now available all the necessary ingredients to discuss the exis-
tence of representable solutions to the inhomogeneous system:

(4.15) <;21 ) - ( _S(t) —;(t) ) ( z; ) * ( ch((z)) >
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when the inhomogeneous term is also representable. It is clear that the same
condition we used in the bounded framework, that it:

(4.16) nf+yg € BP(R)

for every bounded solution (yi,ys2) of the adjoint system (4.10), is again necessary
in order (4.15) to admit representable solutions. It might seem more natural test-
ing (4.16) on the representable solutions of the adjoint system, instead of bounded
ones, but the former may fail where the latter work fine: an example is given in [2]
and commented in Appendix B.

We next show that condition (4.16) may be not sufficient for representable solu-
tions of (4.15) to exist, when we are in the case described by (4.4). The example
we provided for the analogous situation in the bounded framework does not work
here: there the involved functions are not even recurrent, while we need they are
representable. Concerning the Favard separation condition, we know from Proposi-
tion 4.3 that it must fail for the adjoint system, and we manage to make it holding
for the direct one: this way we show that the Favard separation condition for the
adjoint system is optimal for the sufficiency of condition (4.16).

Ezample 4.5. To keep the construction as simple as possible, we look for an example
in the class of second order equations:

(4.17) 2"+ At)x' = g(t) .

We choose the as A(t) a quasi—periodic Kozlov function, as defined in Appendix B.
Condition (4.4) is then satisfied by construction. Moreover, as in the proof of part
b) of Proposition 4.1, the Favard separation codnition is satisfied by the planar
system associated to the scalar equation:

2"+ At)r' =0.
Finally, in addition we assume that the adjoint equation:

{v =20} =0
has no nontrivial bounded solutions. This is possible since dj = 0 from Proposi-
tion 4.3: then either the claim is true from the beginning, or it becomes true after
re-defining \(¢) as a suitable element of H()\). Of course, the Kozlov character of
A(t) is not affected by the possible re-definition. As a consequence of the assump-
tion we made, condition (4.16) is empty and then trivially satisfied for every g(t)
representable on H ().
It remains to show that there exists a g(¢) which is representable on H(\) and
such that (4.17) has no representable solutions. To this aim notice that, if z(t) is a
representable solution (4.17), then a/(¢) is also representable: see Lemma B.2. But
2’ (t) is a solution of:

2+ Nt)z = g(t)
and Theorem C.2 in Appendix C guarantees that, due to 0 & o(}), there is a
representable g(t) such that the above equation has no representable solutions.

We consider now the most favorable case (4.3). The Favard condition is satisfied
by the direct system (4.1) and the adjoint system (4.10), in both case with Favard
dimension one. Moreover, from Section 3 we know that the necessary condition
(4.16) takes the simpler form:

(4.18) (M —¢)f +1g € BP(R)



23

where 9(t) and ¢’(t) are both representable on H(a, \).

Notice that (4.3) includes the case where a(t) and A(t) are both T—periodic. In this
case representability means having period T' and then (4.18) is clearly equivalent
to the classical orthogonality condition:

T
| {060 ~ 16 + v s = 0.
0

The periodic Fredholm Alternative says this is (necessary and) sufficient in order
(4.15) to admit T—periodic solutions. As Section 3 suggests, the situation is much
more delicate in the recurrent case. The next is our positive result.

Theorem 4.6. Assume that H(a,\, f,g) is compact minimal and that 0 &€ o(N).
Then condition (4.18) is necessary and sufficient for (4.15) to admit bounded solu-
tions, all of which being representable on H(a, A, f, g).

Theorem 1.3 in the Introduction follows when f(¢) and ¢(¢) are representable on
H(a,\), under the only assumption that H(a, A) is compact minimal. This assump-
tion is weaker than H(a, A, f,g) compact minimal: see Appendix B.

Proof. The characterization of the existence of bounded solutions is provided by
Theorem 3.7. Since the direct system (4.1) satisfies the Favard separation condition,
Favard Theorem C.1 applies to guarantee that (4.15) has representable solutions
if and only it has bounded ones. To conclude that all the bounded solutions are
representable on H(a, A), observe that the difference between two of them must be
a scalar multiple of ¢(t), which is representable due to Propositin 4.2. O

It is worth to point out that the same conclusions of Theorem 4.6 could have been
obtained by using a more general result of [1]: see Theorem C.4 in Appendix C.
The proof of that theorem is also based on kinematic similarities, which however do
not preserve the hull in general, and rests on the equality between the Sacker—Sell
and the Favard dimensions. When 0 ¢ o()), such equality follows from(3.9) and
Proposition 4.1 that say respectively:

dp =1 ds=1.
The situation is different when A € BP(R), since we now have:
dp =1 ds=2.

Another result of [1] concerns this situation (see Theorem C.5) but, always because
of the non preservation of the hull, it does not cover the following result.

Theorem 4.7. Assume that H(a, \) is not periodic and satisfies (4.2). If moreover
A € BP(R) then there exist functions f(t) and g(t) representable on H(a,\) such
that, at the same time:

a) condition (4.18) is satisfied

b) system (4.15) has no bounded solutions

hold at the same time. Moreover, the same conclusion remains valid when we
restrict to the case f = 0.

Theorem 1.4 in the Introduction corresponds to the last claim.



24 JUAN CAMPOS, RAFAEL OBAYA AND MASSIMO TARALLO

Proof. As explained in Appendix D, the representable kinematic similarities does
not affect the representable Fredholm Alternative. Because of Theorem 1.5, when
looking for a counter—example we can always assume to deal with the normal form:

/ 0 1 ¢
)= ()= (o)
w) 0 0 ws q(t)

We recall from Section 3 that the necessary condition (4.18) becomes ¢ € BP(R)
and that it becomes sufficient for the existence of bounded solutions when, in ad-
dition, there exists ¢ € R such that:

(4.19) p+¢i¢{c+§} € BP(R).

When a(t) and A(t) are both T—periodic, we already know indirectly that the addi-
tional condition (4.19) must be superfluous. To check this fact directly, notice that
(4.19) is now equivalent to say that the involved function has mean value zero. So
it’s enough to choose ¢ such that:

/()des - ‘/OTp(s)ds.

From now on, we assume that a(t) and A(t) are not jointly periodic. As in Section
3 we construct two types of counter-examples. When we suppose ¢ = 0, is enough
taking a representable p(¢) satisfying:

{ 0€a(p)
p ¢ BP(R)

This is never a problem due to the aperiodicity of H(a,A) (see Appendix B) and
Lemma A.1 applies to show that (4.19) fails for every ¢ € R.

Suppose now p = 0, which in Section 3 we proved to correspond to f = 0 in the
original variables. Again due to the aperiodicity of H(a, A) we known there exists a
continuously differentiable function h(t) which is representable on H (a, A) together
with A/(t) and such that:

h & BP(R)
When a(t) and A(t) are almost periodic, the function h(t) can be constructed by
hand, as generalized Fourier series. This is no longer possible in the general re-
current case, but the existence of functions of this type is nevertheless common
knowledge. For instance, in [1] the existence of h € C(R) is shown, but minor
modifications in the proof allow to construct h € C*(R).
Define now:

{ 0¢ca(h)

q(t) = (evh)'(t)
and observe that ¢(t) is representable on H(a,A) and satisfy ¢ € BP(R). The
conclude the proof, we have to show that condition (4.19) is satisfied, with p = 0.
To this aim notice that g(t) = ¢(t)¥(t)h(t) — @ where a = ¢(0)¥)(0)h(0) and hence:
1 c—a
—— {e+qt)} = h(t) + ——— .
s 0T = MO S

The primitive is unbounded for every ¢ € R, once more due to Lemma A.1. |
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APPENDIX A. SUMMARY OF SPECTRAL THEORY

Consider the linear homogeneous system:
(A.1) = A(t)x

where A € BC(R) is and N x N matrix and denote by X4(t) the principal ma-
trix solution, namely that satisfying X 4(0) = I. The system has an exponential
dichotomy (over the whole R) when there is a (time independent) projector P in
RY and constants K > 1 and § > 0 such that:

XAP X A(s) Y| < Ke0(=9) Vi > s
| XA(6)P Xa(s)7Y|

(A.2)
| Xa(t)(I = P)Xa(s) || < Ke 96D Vs>t

See Coppel’s book [5] for a good introduction to the subject: we refer to it for the
proofs of the properties we need. The projector P is uniquely defined, inasmuch
ker(P) and Im(P) are made by the initial data ¢ € RY such that Xs(—o0) = 0
and X 4(4+00) = 0 respectively. In particular, system (A.1) no bounded solution
nut the trivial one.
The dichotomy spectrum o(A) of the system (A.1) is defined as the set of v € R
such that:

o' = [A(t) —I]z
has not an exponential dichotomy. The notion of spectrum has been first introduced
and studied by Sacker and Sell in [17] when H (A) is compact, while the noncompact
case has been considered by Siegmund in [22]. Hereafter we recall only the few facts
of spectral theory that we need.
The spectrum is made by 1 < n < N closed, bounded and pairwise disjoint (possibly
degenerate) intervals:

o(A) = [a1,01]U---U[ap,by]

usually called the spectral intervals of A. Each spectral interval [ay, bi] takes with
it a spectral linear subspace Wi (A) C RY. It consists of the initial data of solutions
that, roughly speaking, have Lyapunov exponents in the interval. More precisely
&€ € Wi(4) if and only if:

: —at _ _ : —pBt
(A.3) tl}l_noo e~V X ()¢ 0 t_l§+moo e P X A(t)E
where o < a < by < f is any open neighborhood of the spectral interval [ay, by]
which avoids all the other spectral intervals. The Spectral Theorem states that the
spectral subspaces span the whole RY | namely:

WiA) B - & Wo(A) = RV .

For comparison use only, we are interested in the dimension of one of these sub-
spaces, namely:

(A.4) ds(A) = dimWy(A)

where k is the unique index such that 0 € [ag,br]. Of course, we agree that
ds(A) = 0 when 0 & o(A). As in [1], we give ds(A) the name of Sacker—Sell
dimension of A(t).
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Let us now introduce a second dimension, which we call bounded dimension of A(t),
in the following way:

(A.5) dp(A) = dimV(A)

where V(A) is the subspace of RV of the initial data giving rise to bounded solutions
of (A.1), that is:

V(A) = {€eRY: st;p\XA(t)ﬂ < 400} .

If 0 € () the clearly V(A) C Wk(A), the superset being the same we used in
(A.4). This yields the following inequality:

(A.6) dp(A) < ds(A).

Whether this inequality is strict or not is very relevant for our aim, for reason which
will be presented in the next appendix.

When A(t) gives rise to an exponential dichotomy then the same is true also for its
time translations A, (t) = A(t + 7) and all their uniform limits on compacts sets,
namely the elements of:

H(A) = cls{A;: 7 €R}.

Notice that H(A) C BC(R) and that, in general, it is not compact: see Appendix
B for more details on the argument. Like the exponential dichotomy, also the di-
chotomy spectrum and the dimensions of the spectral subspaces are hull invariants.
That is, in particular:

o(B)=o0(A) ds(B) = ds(A)

for every B € H(A). For the bounded dimension, it is cleat that dg(A,) = dg(A4)
holds again for every 7, but it may happen that dg(A) differs form dg(A) for some
B € H(A): this fact is deeply related to Favard theory, which will be recalled in
the next appendix too.

We now specialize spectral theory to the scalar case N = 1. The spectrum o(A)
consists of a single interval and the dimension dg(A) is either 0 or 1, depending on
the fact that either 0 € o(A) or 0 € o(A) respectively. Concerning the consistency
of the spectrum, notice that P = 0 and P = [ are the only two possible projectors
on R and:

XA_,\(t) — efot A(s)ds—At )

Thus one has A € o(A) if and only one of the following alternatives:

1 s+T 1 s+T

(A.7) lim inf —/ Alt)ydt > A or lim sup —/ Alt)dt < A
T—+o00 T s T—+oo s

holds uniformly for s € R. If for instance A € BP(R) then o(A) = {0} and hence

ds(A) = 1; moreover it is clear that also dg(A) = 1. In the paper we often bump

into the case:

0€o(A)
(A-8) {AgBmw

that corresponds to dg(A4) = 1 and dg(A) = 0. Next lemma says what happens
when we add scalar multiples of an w € C(R) satisfying:

(A.9) 0 < irtlfw(t) < supw(t) < +o0o.
¢
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Lemma A.1. Assume (A.8) and (A.9) hold. Then for every ¢ € R one has:
A+ cw¢ BP(R).

Proof. Because of (A.8), the claim is true for ¢ = 0. Assume now by contradiction
that the claim is false for some ¢ # 0, namely:

A+cw=hec BPR).
As a consequence of (A.9) and the characterization (A.7), we then have:
0go(—cw)=0(A—h).

But (A.7) applies again to show that o(A — h) = o(A). Thus (A.8) gives the
contradiction 0 € o(A — h). O

Let us coming back to the general higher dimensional case, by looking at spectral
properties of the adjoint system:

(A.10) y = —A)Ty.

In the paper we will mark with a superscript * any mathematical object, when
refers to the adjoint system (A.10) instead of the direct system (A.1). Thus we
have:

Xi(t) = (xa7")

for the principal matrix solution of (A.10). Because of that, the adjunction is shown
to preserve exponential dichotomies together with all the main spectral features.
In particular one has:

(A.11) o*(A) = —o(A) d5(A) = ds(A) .

On the contrary, the bounded dimensions dg(A) and dj;(A) seems to be largely
unrelated.

We conclude the appendix by discussing the existence of bounded solutions for the
inhomogeneous system:

(A.12) ¥ =At)z+ f(t) .

It is well known [12] that 0 ¢ o(A) if and only if, whichever f € BC(R) we take,
system (A.12) admits a bounded solution. In fact such solution is unique and writes:

t +o0o
() = / XOPX(s)" f(s)ds — [ X8I — PYX ()" f(s)ds

—o0 t
where P is the projector that appears in (A.2). This formula can be used to show
that a(¢) inherits some important features from A(t) and f(t), like for instance a
recurrence: see Appendix B.
More in general, a necessary condition for (A.10) to admit bounded solutions is
easily obtained by invoking the bounded solutions of the adjoint system (A.10),
that is:

(A.13) (XA()¢, f) € BP(R) V¢ e V¥(A) .

This condition becomes sufficient, though somewhat trivially, when for instance
0 ¢ o(A). Indeed 0 ¢ 0*(A) = —o(A) and hence:

dp(A) = di(A) = 0.
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Thus (A.13) is empty, but we know that (A.12) has nevertheless a bounded solution
for every f € BC(R). The idea that (A.13) may be actually determine a Fredholm—
type Alternative has been suggested in [23], after proving that it is sufficient also
when A(t) is such that:

0 < inf|Xa()¢ < mf[Xa(t)g] < +oo veé e RV {0} .

Notice that this case is diametrically opposite to the previous one, inasmuch:
o(A) =o"(A) ={0} dp(A) = dp(A) = N

The question is to see what happen for bounded dimensions which are intermediate
between 0 and N. Section 3 makes clear that the concern of the present paper
is one of this cases. The paper [14] consider is a special case of the present one,
and there everything works fine. The same is true also for [4] and [2]. The paper
[1] makes clear that sufficiency may fail in general, but at the same time suggests
which is the class of A(t)’s where it works: we recall this result in Section 4, since
it concerns the recurrent framework.

APPENDIX B. REPRESENTABILITY ON MINIMAL HULLS

The Bebutov flow in the space C(R) with a fixed codomain is defined by:
ur(t) =u(t+71) vt

and is continuous R x C(R) — C(R) as soon as C'(R) is endowed with the compact—
open topology. Given an u € C(R), the closure of its flow line is the hull H(u) as
defined in the previous appendix. It is well know that H(u) is compact if and only
if w € BUC(R): see [21] for a proof. Moreover, it is not difficult to see that BC(R)
and BUC(R) are closed with respect to the operation of taking hulls.

The function wu(t) is said recurrent when H(u) is compact and minimal. This is for
instance true when u(t) is continuous and periodic or almost periodic, in the sense
of Bohr.

We next consider the case where u(t) is a scalar recurrent function. It is easy to
check that properties like 0 & o(u) or w € BP(R) are hull invariants: that is,
either they are possessed by every element v € H(u) or by no one. Moreover the
primitive @(t) is bounded in the whole R if and only if it bounded in Rt or in R™.
The most interesting case is however:

0€o(u)
(B.1) { e B(P(R)

This cannot happen when w(t) is periodic, but it is well known to be the most
frequent case in the recurrent aperiodic framework: see after for a more precise
statement. For the moment, we fix a function u(t) as in (B.1) and summarize some
set properties of ¥(t) when v € H(u). Since 0 € o(u) we know from [18] that there
exists v € o(u) such that:

irgfﬁ(t) > —00
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and then automatically:

sup0(t) = 4oo = supv(t) .
<0 >0
Since 0 € 0*(u) = —o(u), another v € H(u) exists for which the same conclusions
hold with reversed signs. Moreover, Johnson proved in [9] that these occurrences
are rare facts, inasmuch:
liminfv(t) = — li v(t) =
lim inf o(t) 00 iriligopv(t) +00
for a generic v € H(u).
Besides these general properties, suitable scalar recurrent u(t) can be constructed,
whose primitive has some special additional properties. Given for instance any
0 < a < 1, it is well know (see [16] and [25]) that there exist quasi periodic u(t)
such that:
(B.2) liminf [t|7%u(t) > 0.
|[t]—=+o0
Finally, it is much less known but as much relevant, that such asymptotic behavior
is impossible when the quasi periodic u(t) is represented by a sufficiently smooth
function on its own hull H (u), which is a torus. More precisely, in this case u(t) is
Poisson stable in the future and in the past. This was first proved by Kozlov in[10]
for the two—dimensional torus and then generalized to higher dimensional tori by
Moshchevitin in [13]. See also [1] for a more complete description of these results
and for the trivial consequence were are interested in, that is:
(B.3) Yo € H(u) lim 9(t) does not exist.
|t|—=+o0
We call Kozlov functions the scalar recurrent functions u(t) satisfying conditions
(B.1) and (B.3).
Coming back to the general possibly nonscalar case, assume that u(t) is recurrent
and consider another function v € C(R). We say that v(t) is representable on H(u)
when a continuous flow homomorphism exists:

X : H(u) = H(v) with x(u)=v.

Since x(u,) = v, must be true for every 7, it is clear that x is unique and is actually
an epimorphism. In particular H(v) is minimal and hence v(t) is recurrent. Next
lemma is a variations of some results by Serbakov in [20] and says that v(t) actually
inherits the recurrence type of u(t). The proof is standard and then omitted, but
it can be found in [1].

Lemma B.1. Let u(t) be recurrent and v € C(R), Then the following statements
are equivalent:
(1) v(t) is representable on H(u)
(2) for every choice of the involved time sequences, if u,, — us, — 0 then also
Uy, — Vs, — 0
(3) there exists (a unique) V € C(H(u)) such that v(t) =V (u(t)) for every t

As a trivial consequence, if for instance u(t) is T—periodic then v(t) is T—periodic
too. In other words, representability is the key to introduce a notion of boundary
data in the recurrent aperiodic context. Using the equivalences of Lemma B.1
it is easy to check that representability is preserved under a number of algebraic
operation, like sums or product or composition with continuous functions, when
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they are well defined. Next two lemmas worry about analytic operations and are
classical.

Lemma B.2. Let u(t) be recurrent and differentiable everywhere. If u'(t) is uni-
formly continuous, then u'(t) is representable on H(u).

Lemma B.3. Let u(t) be recurrent. If uw € BP(R) the its primitive u(t) is repre-
sentable on H(u).

A function v(t) is said jointly recurrent with w(t) when the pair (u(t),v(t)) is
recurrent, namely their joint hull H(u,v) C H(u) x H(v) is a compact minimal set.
In this case, the restricted projections:

H(u,v) = H(u) H(u,v) = H(v)

which are continuous flow homomorphisms that preserve the base points of the
hulls, are indeed epimorphisms. As a consequence, the minimality of H(u,v) im-
plies that of H(u) and H(v), that is the recurrence of u(t) and v(t). Moreover, by
composing the involved flows, it is clear that a function w(t) which is representable
on H(u) or H(v) is also representable on H (u,v).

Next lemma goes in the opposite direction, showing that representability is a par-
ticular case of joint recurrence.

Lemma B.4. Let u(t) be recurrent and v(t) representable on H(u). Then v(t) is
jointly recurrent with u(t) and the projection H(u,v) — H(u) is actually a flow
isomorphism.

Proof. Due to representability, the map u, — (u,,v;) is well defined and uniformly
continuous. Thus it extends uniquely and continuously to H (u) and, since the initial
map is a flow homomorphism, the same is true for the extension. The extension is
actually the inverse of the projection H(u,v) — H(u). O

APPENDIX C. SUMMARY OF FAVARD THEORY

The notion of representability is at the very core of Favard theory, whose natural
scope is the recurrent framework. To introduce this theory, instead of the single
homogeneous system (A.1) we have to consider the class of homogeneous systems:

(C.1) ' = B(t)z

where B € H(A). The so—called Favard separation condition requires that, for
every B € H(A), the following condition on the bounded solutions to (C.1) is
satisfied:

(C.2) irgf | Xp(t)¢ > 0 v¢ e V(B)\ {0} .
Later on, we express this fact by saying that (F4) is satisfied.

Theorem C.1. Let A(t) and f(t) be jointly recurrent and assume that (Fj) is
satisfied. If the inhomogeneous system:

(C.3) v = Atz + f(t)
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has a bounded solution, then it also has a representable solution on H(A, f).

Let us stress that representability is the core of the result: recurrent solutions, even
jointly with A(t) and f(t), always exist due to standard compactness arguments,
independently of the Favard separation condition. The theorem was proved by
Favard in [7] in the almost periodic case, but the proof extends without changes
to the recurrent case: see also Palmer in [15]. On the contrary, turning down the
minimality of H(A, f) seems to break down the main results of the theory: see [3]
and [1] for more details.

Next we assume that H(A) is minimal and discuss the validity of condition (Fy4). It
is clear that (F4) is trivially satisfied when 0 & o(A), since in this case the bounded
space of B(t) satisfies:

V(B) = {0} VB € H(A)

and there is nothing to test. Sacker and Sell proved in [18] that, due to the minimal-
ity of H(A), the above condition is actually equivalent to 0 ¢ o(A). There is another
characterization that we need for the construction of some counter—example, which
is due to Massera and Scéffer, see Theorem 103.A in [12].

Theorem C.2. Let A € AP(R) but aperiodic. Then 0 & o(A) if and only if
and only if, for every f(t) representable on H(A), system (C.3) has a solution
representable on H(A).

In general, it may happen that condition (C.2) is satisfied for some B € H(A)
but not for all of them: this is a main difference with spectral features, which are
typically hull invariant. A description of the way the Favard separation condition
breaks down has been provided in [3]. There the authors introduce the Favard
dimension of A as the minimal bounded dimension along the hull, that is:
drp(A) = in dp(B
F(A) s B(B)
and prove that such minimal dimension is attained exactly at those B’s for which
condition (C.2) is satisfied. Moreover, they show that such B’s describe a topolog-
ically large subset of H(A). Thus condition (F,) is satisfied if and only if:

(C.4) dp(B) = dp(A) VB € H(A) .

This often represents a convenient way to test the Favard separation condition: we
will use this approach in Section 4.

The Favard Theorem C.1 allows to re—use condition (A.13) for building up a
Fredholm—type Alternative in the recurrent framework. To this aim, we take a
recurrent matrix A(t) satisfying (F4) and we keep it fixed. We say that this ma-
trix, or the corresponding homogeneous system:

(C.5) ¥ = Alt)z

satisfies some kind of Fredholm—type alternative in the recurrent framework, when
the necessary condition (A.13) is also sufficient in order (A.12) to admit bounded
solutions, and this happens for all the inhomogeneous terms f(¢) which belongs to
some suitable class of recurrent functions. Depending of the class, we distinguish
two different Fredholm—type Alternatives:
(a) the representable Fredholm Alternative, where f(t) is representable on
H(A) and from a bounded solution of (C.3) one gets, via Favard theory, a
solution representable on H(A);
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(b) the recurrent Fredholm Alternative, where f(t) is jointly recurrent with
A(t) and from a bounded solution of (C.3) one gets, via Favard theory, a
solution representable on H (A, f).

Remark C.3. It is natural wondering what happens when condition (A.13) is weak-
ened, by asking that:

(C.6) (y, ) € BP(R)

only for those solutions of the adjoint system (A.10) that are representable on
H(A). The best answer is that there are matrices A € AP(R) such that: the
recurrent Fredholm Alternative works fine when formulated with (A.10), while the
representable Fredholm Alternative fails when formulated with (C.6). A concrete
example is provided by the planar system:

(.7 <1?1):< 0 —a(t)><$1>+(f1(t)>

I a) 0 T2 fa(t)
where o € AP(R) si such that @ = 0 and oo ¢ BP(R). The associated homogeneous
system is self-adjoint and all its solutions have constant Euclidean norm in RZ2,
but Lillo proved in [11] that none of them is almost periodic. Thus the weak
condition (C.6) is empty, but Theorem C.2 guarantees that there is at least one
pair (f1, f2) € AP(R) and representable on H(«), such that (C.7) has no bounded
solutions. On the other hand, the results of [23] or [1] apply to prove that, whatever
pair of jointly recurrent functions f(t), f2(t) we take, condition (A.13) is sufficient
in order (C.7) to admit solutions representable on H(«, f1, f2).

The notion of representable Fredholm Alternative is probably the most natural one.
Consider indeed the case where A(t) is purely periodic. In spite of the fact that con-
dition (A.13) seems to require much more than the classical periodic orthogonality
condition, it is not difficult to see that the representable Fredholm Alternative is
completely equivalent to the classical periodic one: see [2] for more on this subject.
On the contrary, the recurrent Fredholm Alternative is much stronger than the
representable one in any context: if for instance A(t) is periodic, with the recurrent
Fredholm Alternative we pretend to have the better of, at least, all the f(¢)’s which
are almost periodic.
Roughly speaking, the aim of paper [1] is to characterize the recurrent Fredholm
Alternative. Before introducing the concrete results, it is worth pointing out that,
besides (Fy4), also the Favard separation condition (F73) for the adjoint system
(A.10) plays a relevant role in the program of [1]. The point is that, contrarily to
the spectral feature, in general the Favard—type features are not preserved under
adjunction: for instance, [1] provides an example where (F4) and (F'%) have not the
same truth values. We will not discuss further this question here, passing instead
to state the two results of [1] we are interested in. The key condition involves the
Sacker—Sell dimension dg(A) introduced in Appendix A, which of course always
satisfies:

drp(A) < dp(A) < ds(A).
In general, all the above inequalities can be strict. The first result of [1] says that,
when they are not strict, everything work fine with the Fredholm Alternative.

Theorem C.4. Let A(t) be recurrent and assume that:

(C.8) dp(A) = ds(A) .
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Then (F4) and (F3) are both satisfied with Favard dimension dg(A) and the recur-
rent Fredholm Alternative holds.

The second result is a kind of low dimensional converse of the previous one: it
proves the optimality of (C.8) for the Fredholm Alternative and suggests it may be
necessary.

Theorem C.5. Let A(t) be recurrent and (Fa) and (F}) be satisfied. If dg(A) <2
and the recurrent Fredholm Alternative holds, then dp(A) = ds(A).

The proofs of both the results rest on a kinematic similarities that, in general, do
not preserve the hull H(A): because of that, they are not suitable to deal with
the representable Fredholm Alternative, as explained in the next appendix. In
particular, Theorem 1.4 in the Introduction is not covered by Theorem C.5.

APPENDIX D. KINEMATIC SIMILARITIES

Let Q(t) be a time dependent matrix which is invertible and continuously differen-
tiable. By setting:

(D.1) x = Q@t)u
we transform the inhomogeneous system (A.12) into:
(D.2) W = Ct)u+ g(t)

where of course:

(D-3) Ct) = Q)™ H{AMQE) - Q'(1)} g(t) = Q)" f(t) -
As usual in the literature, we say that (D.1) is a kinematic similarity when in
addition:
(D.4) Q,Q',Q € BOR).
The name Lyapunov—Perron transformations is also used in the literature to denote
the same change of variables. When (D.4) holds, it is clear that A € BC(R) is
equivalent to C' € BC(R) and that the same is true for the pair f(¢) and g(t), the
corresponding spaces actually being isomorphic. From now on, we will implicitly
assume that A, f € BC(R) and that (D.4) is verified.
First of all, it is clear that the change of variables (D.1) maps isomorphically the
bounded solution to (D.2) onto the bounded solutions to (A.12). When f =g =0
this implies that:

dp(C) = dp(4) .
Actually, the principal matrix solutions corresponding to the homogeneous systems
associated to (A.12) and (D.2) are related by the formula:

(D.5) Xalt) = Q)Xc(t)Q(0)™" .
It is not difficult to see that exponential dichotomies are preserved and how the

involved projections are related. The final effect is that the spectral features are
unaffected by kinematic similarities, which we summarize by saying:

o(C) = a(4) ds(C) = ds(A) -
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Another standard fact is that the adjoint systems are also kinematically similar.
Precisely, the new adjoint system:

(D.6) o= —Ct)Tw

is obtained from the old one (A.10) via the change of variables:
_1\T

(D.7) y={Q®)™"} v

which again satisfies (D.4). Thus all the aforementioned arguments and equalities
have their own starred counterpart. Moreover, observe that:

(v(t), g(t)) = (v(t), Q)" f(1)){QW) T u(t), f(t)) = (y(t), (1))

for every solution v(t) of (D.6), being y(t) the corresponding solution of (A.10)
obtained via (D.7). As a consequence, the necessary condition (A.13) for the exis-
tence of bounded solutions to (A.12) translates word-by—word into the analogous
condition for (D.2).

We now introduce recurrence into play, by assuming that the matrix A(t) is re-
current. In order the matrix C'(t) to be recurrent, condition (D.4) is no longer
sufficient.

Lemma D.1. Assume the kinematical similarity Q(t) is jointly recurrent with A(t)
and that moreover @' € BUC(R). Then C(t) is representable on H(A, Q) and:
(1) dp(A) =dp(C);
(2) (Fa) is satisfied if and only if (F¢) is.

Proof. Because of Lemma B.2 we know that Q'(t) is representable on H(Q) and
hence also in H(A, Q), which is minimal by assumption. Thus (D.3) shows that
C(t) is representable on H(A, Q). Observe now that:

(D.8) (B,R)€ H(A,Q) — (R"Y{BR-R'},R) € H(C,Q)

is a flow isomorphism preserving the base points. Consider now B € H(A). Since
the projection H(A,Q) — H(A) is a flow epimorphism, there exists R € H(Q)
such that (B, R) € H(A, Q). Let be D(t) = R(t)"'{B(t)R(t) — R'(t)} and observe
that R(t) defines a kinematical similarity between (C.1) and:

v =-D(t)Tv.

As a consequence dp(B) = dg(D) and, when B is allowed to vary in the whole
H(A), this implies dp(A) > dp(C). By reversing the arrow (D.8) we get, along
similar steps, the inverse inequality dp(C) > dp(A). The dimensional characteri-
zation (C.4) of the Favard separation condition shows now that (F4) and (F¢) are
equivalent. O

We say that a kinematic similarity is representable on H(A) when the corresponding
Q(t) is and Q' € BUC(R). Because of Lemma B.4, by specializing the previous
lemma we get that C(t) is also representable on H(A). Moreover, it is clear that
the map:
f=Q7'f

is a linear isomorphism of the space of the representable functions on H(A). To-
gether with what we said above for the bounded framework, this fact allows to
conclude that the representable Fredholm Alternative holds for the system (A.1) if
and only if it does for:
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This conclusion may fail when C(t) happens to be representable but Q(t) is not.
In this case, the recurrent Fredholm Alternative is a more appropriate notion: see
[1] for more information on the subject.
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