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create a compact synopsis of the data which has been observed, which
is usually vastly smaller than the full data. Each update observed in the
stream potentially causes this synopsis to be modified, so that at any
moment the synopsis can be used to (approximately) answer certain
queries over the original data. This fits exactly into our model of AQP:
provided we have chosen the right synopsis, the summary becomes a
tool for AQP, in the same sense as a sample, or histogram or wavelet
representation.

The earliest non-trivial streaming algorithms can be traced back
to the late 1970s and early 1980s, when “pass efficient” algorithms for
finding the median of a sequence and for finding the most frequently
occurring items in a sequence were proposed [228, 233]. However, the
growth in interest in streaming as a mechanism for coping with large
quantities of data was stimulated by some influential papers in the late
1990s [7, 166], resulting in an explosion of work on stream processing
in the first decade of the 21st Century.

We restrict our focus in this chapter to a certain class of stream-
ing summaries known as sketches. This term has a variety of connota-
tions, but in this presentation we use it to refer to a summary where
each update is handled in the same way, irrespective of the history
of updates. This notion is still rather imprecise, so we distinguish an
important subset of linear sketches. These are data structures which
can be represented as a linear transform of the input. That is, if we
model a relation as defining a vector or matrix (think of the vector of
discrete frequencies summarized by a histogram), then the sketch of this
is found by multiplying the data by a (fixed) matrix. This is illustrated
in Figure 5.1: a fixed sketch matrix multiplies the data (represented
as a column vector) to generate the sketch (vector). Such a summary
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Fig. 5.1 Schematic view of linear sketching.


