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Simulations of the hydrogen storage capacities of nanoporous carbons require an accurate treatment
of the interaction of the hydrogen molecule with the graphite-like surfaces of the carbon pores, which
is dominated by the dispersion forces. These interactions are described accurately by high level
quantum chemistry methods, like the Coupled Cluster method with single and double excitations and
a non-iterative correction for triple excitations (CCSD(T)), but those methods are computationally
very expensive for large systems and for massive simulations. Density functional theory (DFT)-based
methods that include dispersion interactions at different levels of complexity are less accurate, but
computationally less expensive. In order to find DFT-methods that include dispersion interactions to
calculate the physisorption of H2 on benzene and graphene, with a reasonable compromise between
accuracy and computational cost, CCSD(T), Møller-Plesset second-order perturbation theory method,
and several DFT-methods have been used to calculate the interaction energy curves of H2 on benzene
and graphene. DFT calculations are compared with CCSD(T) calculations, in the case of H2 on
benzene, and with experimental data, in the case of H2 on graphene. Among the DFT methods
studied, the B97D, RVV10, and PBE+DCACP methods yield interaction energy curves of H2-benzene
in remarkable agreement with the interaction energy curve obtained with the CCSD(T) method. With
regards to graphene, the rev-vdW-DF2, PBE-XDM, PBE-D2, and RVV10 methods yield adsorption
energies of the lowest level of H2 on graphene, very close to the experimental data. Published by AIP
Publishing. [http://dx.doi.org/10.1063/1.4984106]

I. INTRODUCTION

Hydrogen is a candidate to replace gasoline in the cars
of the future. Hydrogen can be stored in a solid material
through different mechanisms: physisorption, chemisorption,
and chemical reactions. Among the solid materials inves-
tigated, nanoporous carbons attract much attention because
these are light materials and have large porosity, and con-
sequently high specific surface areas available for hydrogen
adsorption.1–13 Nanoporous carbons store hydrogen through
physisorption on the walls of the pores. Computer simula-
tions have been performed to interpret the experimental results
on hydrogen storage on nanoporous carbons and to make
predictions for new carbon-based materials.14–23 The theoret-
ical calculations of the hydrogen storage capacities of these
materials require an accurate description of the interaction
energy curves of a H2 molecule physisorbed on the carbon
surfaces. The hydrogen storage capacity of nanoporous car-
bons depends not only on the region around the minimum
of the interaction energy curve, but also on the shape of
the interaction energy curve in the region far from the car-
bon surface, the tail region, especially in the case of wide
pores.19,21,22

There are two sources of information on the interaction
of H2 with carbon-based surfaces: experiments and theoretical
calculations. However, the reported experimental and theoret-
ical results vary greatly. The measured adsorption energies of
H2 on carbon surfaces vary between 0.035 and 0.110 eV per
H2 molecule, because the structure of the carbon surfaces is

different. The results from theoretical calculations (adsorption
energies, storage capacities, etc.) also vary greatly, depend-
ing on the model used to simulate the carbon-based surface
and on the theoretical method. Hence, to clarify matters, one
should study very specific carbon-based surface models using
accurate theoretical methods.

The interaction of H2 with a graphite-like carbon surface is
a noncovalent interaction. Long range dispersion forces pro-
vide an important contribution to the interaction of H2 with
graphitic surfaces. The dispersion forces are weak, and they are
difficult to include in the theoretical calculations. High-level
ab initio methods such as the Coupled Cluster method with
single and double excitations and a non-iterative correction
for triple excitations (CCSD(T))24 give a good account of the
dispersion interactions. Møller-Plesset second-order perturba-
tion theory method (MP2)25 does not reproduce well screening
effects and sometimes is affected by important errors also in
small systems, like the benzene dimer. On the other hand,
the local density approximation (LDA) and the generalized
gradient approximation (GGA) versions of the density func-
tional theory (DFT) do not include dispersion interactions.
Nowadays, the best method to treat noncovalent interactions is
CCSD(T).26–28 Both CCSD(T) and MP2 methods are expected
to yield accurate interaction energy curves for H2 on a graphitic
carbon surface, but these two methods are computationally
expensive and are therefore restricted to small systems. The
computational cost of the CCSD(T), MP2, and DFT methods
scales as O(N7), O(N5), and O(N3), respectively, where N is
proportional to the system size. Then, it would be desirable to
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find DFT-based methods that include dispersion corrections
and reproduce accurately the CCSD(T) interaction energy
curve of H2 on a carbon surface, with a compromise between
accuracy and computational cost.

In the last fifteen years, DFT-based methods including dis-
persion interactions have been developed and tested in many
dispersion-dominated systems. Klimeš and Michaelides29

have reviewed the different DFT-based methods that include
dispersion. One class of those DFT-based methods uses energy
functionals that do not depend on external input parameters,
and the dispersion interactions are obtained directly from the
electron density. Those functionals are termed non-local corre-
lation functionals because non-local correlations are added to
local or semi-local correlation functionals. Among the meth-
ods based on non-local DFT functionals are the van der Waals
Density Functional (vdW-DF) schemes30–38 and the VV1039

and RVV10 methods.40

A second class of DFT-based methods uses function-
als which include the dispersion interactions empirically or
semiempirically at different levels of complexity. Among
those methods are the DFT-D schemes,41 the DFT+DCACP
method,42–46 which is based on dispersion corrected atom cen-
tered pseudopotentials (DCACPs), the Tkatchenko-Scheffler
(TS) method,47 the exchange-hole dipole moment (XDM)
method,48,49 and the vdW/DFT-WF method,50–54 which is
based on maximally localized Wannier functions. DFT-D
stands for Density Functional Theory with empirical Dis-
persion corrections. In the DFT-D scheme, an energy term
is added, taking into account the dispersion interactions.
That energy term includes some constants whose values
are obtained empirically and remain constant throughout the
calculation.

Dispersion can also be modelled by using effective atom-
centered nonlocal pseudopotentials, such as the dispersion
corrected atom centered pseudopotentials, DCACPs, devel-
oped by Rothlisberger and co-workers.42–46 The parameters
of these pseudopotentials were obtained by fitting the values
of the properties of weakly bonded dimers of H2, benzene,
N2, CO2, He, Ne, Ar, and Kr45,46 to the results of high-
level ab initio calculations. The calculations are done with
the unmodified density functional plus the corresponding
DCACPs, and this is called the DFT+DCACP method. In the
present work, we have performed PBE+DCACP calculations.

Comparisons of the binding energies, equilibrium geome-
tries, and interaction energy curves of systems bonded
by dispersion interactions, obtained with CCSD(T), MP2,
DFT, DFT-D, and vdW-DF methods, have been pub-
lished.19,26,30,36,54–62 The interaction energy curve between
H2 and a carbon surface is a basic ingredient in the models
developed to predict the hydrogen storage capacities of porous
carbons.17,18,21,63 Some previous publications compared the
interaction energy curves of H2 on benzene, graphene, and
nanotubes. Mpourmpakis and Froudakis19 have compared the
interaction energy curves of H2 with (6,6), (9,9), and (11,11)
carbon nanotubes obtained with MP2 and DFT methods, mod-
eling the nanotubes as C24H12 clusters with the curvature of
the respective nanotubes. The DFT methods tested included
LDA, GGA, and hybrid functionals, but dispersion interactions
were not included. They also performed CCSD calculations,

but only at two separation distances. Costanzo et al.52 com-
pared the interaction energy curves of H2 on graphene obtained
with a DFT-D, a vdW-DF method, and the DFT/vdW-WF
method.

There are studies and comparisons of H2 physisorbed
on benzene and graphene in the scientific literature, but as
far as we know, those studies involve only some function-
als that include dispersion interactions. There is a lack of a
comparison of the interaction energy curves of H2 on ben-
zene and graphene obtained with CCSD(T) and with the main
DFT-based methods that include dispersion interactions. The
purpose of the present work is to make that comparison for the
main and most popular DFT-based methods that include dis-
persion interactions, in order to evaluate their performance to
describe the physisorption of molecular hydrogen on benzene
and graphene.

Benzene is the simplest carbon-based surface, and
graphene is one of the largest carbon-based surfaces. Ben-
zene is a small molecule, and therefore it is feasible to make
accurate CCSD(T) calculations of the interaction of H2 on
benzene. The H2-benzene interaction energy curves obtained
with DFT-based methods will be compared with the CCSD(T)
interaction energy curve, the best theoretical curve. On the
other hand, the DFT calculations of the H2-graphene system
will be compared with experimental data, in particular, with
the experimental adsorption energy of the lowest level of H2

physisorbed on graphene.64

In the present work, the results of CCSD(T),24 MP2,25

PBE,65,66 VWN,67 PW91,68 PBE+DCACP,42–45 B97D,41,69

PBE-D2,41 PBE-TS,47 PBE-XDM,48,49 vdW-DF,30 optB88-
vdW,32 optB86b-vdW,33 vdW-DF-cx,34 vdW-DF-C09,35

vdW-DF2,36 vdW-DF2-C09,37 rev-vdW-DF2,38 and RVV1040

calculations of H2 physisorbed on benzene and the results
of PBE, PBE+DCACP, PBE-D2, PBE-TS, PBE-XDM, vdW-
DF, optB88-vdW, optB86b-vdW, vdW-DF-cx, vdW-DF-C09,
vdW-DF2, vdW-DF2-C09, rev-vdW-DF2, and RVV10 cal-
culations of H2 physisorbed on graphene are presented.
The calculations have been performed with three compu-
tational codes: Gaussian 09,70 BigDFT,71–73 and Quantum
Espresso, QE.74,75 In Sec. II, the computational codes and
the parameters used are briefly presented. Section III con-
sists of the discussion and comparison of the interaction
energy curves of H2 on benzene and graphene, obtained
with all the methods. The conclusions are presented in
Sec. IV.

II. COMPUTATIONAL METHODS

Three codes have been used to carry out the present cal-
culations of H2 on benzene and graphene: Gaussian 09 (G09),
BigDFT, and Quantum Espresso (QE). DFT and DFT-based
methods that include dispersion interactions are implemented
in these codes. We have followed the same procedures with
the three codes: For each of the methods used, the geometries
of H2, benzene, and graphene were optimized. The geom-
etry optimization was performed until the forces acting on
the atoms were less than the threshold values depending
on the code. See the specific values in the corresponding
subsections.
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After the optimization of the geometries of H2, benzene,
and graphene, the calculations of H2 interacting on benzene
and graphene were carried out, for each method. In the case of
H2 on benzene, the hydrogen molecule was placed on top of the
center of the benzene molecule and perpendicularly oriented
with respect to the benzene plane (see Fig. 1). This orienta-
tion yields the lowest binding energy of H2 on benzene. The
individual geometries of benzene or graphene and H2 were
kept frozen, with the optimized geometries obtained in the
previous step for the corresponding method, and only the dis-
tance between the center of mass of H2 and the benzene or
graphene plane was changed. That distance was changed from
2 to 7 Å, for benzene, and from 2 to 6 Å, for graphene, with
a step of 0.1 Å. In the case of H2 on graphene, the hydrogen
molecule was placed on top of three sites and with three dif-
ferent orientations of the H2 axis with respect to the graphene
plane.

The approximation of keeping frozen the individual
geometries of benzene, graphene, and H2, and changing
only the benzene-H2 or graphene-H2 distance, to study the
physisorption was checked. Relaxation of all the coordinates
of the systems H2 on benzene and H2 on graphene, around
the minimum of their physisorption energy curves and for
a single method, RVV10, was carried out. The minimum is
located at a benzene-H2 distance of 3.1 Å, with H2 on top
of the center of the benzene molecule and perpendicular to
the benzene plane, and at a graphene-H2 distance of 2.96 Å,
with H2 on top of the center of a hexagon and parallel to
the benzene plane, for the RVV10 method. This relaxation
yielded a geometry with a total energy of about 10�4 eV lower
than the binding energy obtained by keeping frozen the indi-
vidual geometries and relaxing only the benzene-H2 or the
graphene-H2 distance. This difference is very small compared
to the binding energy of H2 on benzene, �0.0450 eV, and
on graphene, �0.0629 eV. Therefore, the approximation of
keeping frozen the individual geometries is a valid approxi-
mation to study the physisorption, taking into account that the
physisorption occurs at H2-surface distances equal or larger
than approximately 2.4-2.5 Å. At very short H2-surface dis-
tances, the interaction is strongly repulsive and the approxi-
mation will not be valid. Chemisorption effects occur at very
short distances and this work is devoted only to physisorption
effects.

The interaction energy E(d) between benzene or graphene
and a H2 molecule placed at a distance d from the benzene
or graphene plane is defined in terms of the energies of the
interacting system and the separated components as

FIG. 1. Lateral and top views of the H2 molecule on top of the benzene
molecule and perpendicular to the benzene-plane.

E(d) = E(H2 on A; d) − E(H2) − E(A) , (1)

where A is benzene or graphene. The binding energy Eb is
the interaction energy at the equilibrium H2-benzene or H2-
graphene plane distance de, i.e., Eb = E(de). A negative value of
Eb means that the molecule is bonded to the benzene molecule
or to graphene.

A. Gaussian 09

The Gaussian 09 (G09) code70 was used to make cal-
culations of H2 on benzene, but not on graphene. Several
methods implemented in the G09 package have been used
in the present work: CCSD(T),24 MP2,25 PBE,65,66 VWN,67

PW91,68 B97D,41,69 and PBE-D2.41 The VWN method uses
the LDA for exchange and correlation effects with the Vosko-
Wilk-Nusair (VWN) parameterization.67 PBE and PW91
use GGA functionals due to Perdew, Burke, and Ernzer-
hof,65,66 and to Perdew and Wang,68 respectively. PBE-D2
and B97D include dispersion corrections according to the
DFT-D scheme. PBE-D2 stands for the PBE functional and
the Grimme’s D2 dispersion corrections.41 B97D is a func-
tional proposed by Grimme,41 based on the B97 functional
of Becke69 and Grimme’s D2 dispersion corrections. It is a
reparameterization of the original B97 functional.

This code performs all-electron calculations using Gaus-
sian basis sets to expand the wavefunctions. The basis set used
for all the methods is the augmented correlation-consistent
basis set, aug-cc-pVTZ, of Dunning et al.76–80 Basis sets of
the aug-cc-pVXZ family contain diffuse functions which are
necessary to account for dispersion interactions. The spin
restricted calculations (because H2 and benzene are closed-
shell systems) were done self-consistently with a total energy
convergence tolerance of 2.72 × 10�5 eV. The optimizations
of the geometries were run until the forces on the atoms were
lower than 4.63 × 10�3 eV/Å and the displacements of atoms
were lower than 1.9 × 10�4 Å.

Dispersion energies are small. For this reason, the inter-
action energies have been calculated always using the coun-
terpoise correction method of Boys and Bernardi81 in order to
correct the basis set superposition error (BSSE). This has been
done for all the methods used with the G09 code.

A test of the basis set is provided in Fig. 2, where a compar-
ison of CCSD(T) calculations of H2 interacting with benzene,
done with the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ
basis sets, is presented. The counterpoise method was used
to calculate the interaction energies in Fig. 2. The aug-cc-
pVQZ basis set is the largest one. The difference between the
aug-cc-pVTZ and aug-cc-pVQZ interaction energies is smaller
than 10�3 eV/molecule in the region near the minimum, and
it becomes negligible at larger H2-benzene distances. The
CCSD(T) interaction energies obtained with the aug-cc-pVQZ
basis set are very similar to those obtained using the aug-cc-
pVTZ basis set (see Fig. 2), but the computational cost was
much higher. Therefore, we selected the aug-cc-pVTZ basis
set and the counterpoise method to make the G09 calculations
with all the methods.

The use of aug-cc-pVTZ basis sets, the correction of the
BSSE, and the value of the self-consistent threshold used
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FIG. 2. Interaction energy between H2 and benzene as a function of the H2-
benzene distance, obtained by the CCSD(T) method and the counterpoise
method, as implemented in the Gaussian 09 code. Calculations performed with
the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets are compared.

mean that the present G09 calculations have a high degree
of precision.

CCSD(T) calculations of H2 parallel to the benzene plane,
using the aug-cc-pVTZ basis set and the counterpoise method,
yielded a less negative binding energy, �0.0288 eV, than the
CCSD(T) calculations of H2 perpendicular to the benzene
plane in the same conditions, �0.0415 eV. H2 perpendicular is
more stable than H2 parallel, and therefore, we have chosen
the H2 perpendicular orientation to make the calculations with
all the methods.

B. BigDFT

The BigDFT code71–73 was used to perform PBE+DCACP
calculations of H2 on benzene and graphene. This code71–73

replaces the core electrons by pseudopotentials and expands
the electronic wavefunctions in a basis set of wavelets. The
code includes only DFT-based methods. The calculations were
done self-consistently with a convergence tolerance of 2.72
× 10�6 eV. Spin-restricted calculations have been carried out.
The parameters taken to select the basis wavelets were as fol-
lows: a grid spacing of 0.15 bohr for benzene and 0.25 bohr for
graphene in the three spatial directions and the values of 9.5
and 9.0 for the coarse and fine grid radius multipliers, respec-
tively. These multipliers are the factors multiplying the coarse
and fine radius around each atom. These values were chosen
after carrying out tests of the convergence of the interaction
energy with respect to the values of the parameters. With these
values of the parameters of the basis wavelets, the interaction
energies E(d) have a precision of 10�4 eV. DCACPs devel-
oped by Rothlisberger and co-workers42–45 were used with the
PBE functional. These calculations are called PBE+DCACP
throughout the paper.

The geometries of the hydrogen molecule, benzene, and
graphene were considered optimized when the forces on the
atoms were less than 2 × 10�3 eV/Å. Calculations of H2 and
benzene were done in free boundary conditions. The unit cell
for the graphene periodic calculations was a planar layer of
32 carbon atoms and a lattice parameter of 20 Å in the direc-
tion perpendicular to the graphene plane. The lattice parameter

of 20 Å was chosen after carrying out tests of the conver-
gence of the interaction energy with respect to the lattice
parameter.

C. Quantum Espresso

The Quantum Espresso code was used to make calcula-
tions of H2 physisorbed on benzene with the functionals PBE-
TS,47 PBE-XDM,48,49 vdW-DF,30 optB88-vdW,32 optB86b-
vdW,33 vdW-DF-cx,34 vdW-DF-C09,35 vdW-DF2,36 vdW-
DF2-C09,37 rev-vdW-DF2,38 and RVV10,40 and to make cal-
culations of H2 physisorbed on graphene with the functionals
PBE,65,66 PBE-D2,41 PBE-TS, PBE-XDM, vdW-DF, optB88-
vdW, optB86b-vdW, vdW-DF-cx, vdW-DF-C09, vdW-DF2,
vdW-DF2-C09, rev-vdW-DF2, and RVV10. The works of
Thonhauser et al. and Román-Pérez and Soler are relevant in
the practical implementation of the vdW-DF functionals.82,83

This code uses planewaves basis sets. The kinetic energy cutoff
for the wavefunctions was set at 120 Ry and the kinetic energy
cutoff for charge density and potential was set at 480 Ry, after
carrying out tests of the convergence of the interaction energy
with respect to the cutoffs. With these values of the cutoffs,
the precision of the interaction energies E(d) is 10�4 eV. All
the calculations were performed using the Martins-Troullier
norm-conserving pseudopotentials,84 except the PBE-XDM
calculations, which were performed using the Kresse-Joubert
Projector Augmented-Wave, PAW, pseudopotentials.85 Only
the Γ point was used in the calculations of both benzene and
graphene.

The unit cell for the benzene calculations was a cubic
supercell with a lattice parameter of 15 Å. The unit cell for
the graphene calculations was a hexagonal planar layer of 72

TABLE I. Equilibrium H–H distance in H2, C–C, and C–H distances in
benzene and C–C distance in graphene, in Å, obtained with different methods.

dC–C dC–H dC–C

Method dH–H benzene benzene graphene

CCSD(T) 0.7430 1.3980 1.0839 . . .
MP2 0.7374 1.3942 1.0822 . . .
VWN 0.7660 1.3858 1.0937 . . .
PW91 0.7494 1.3959 1.0890 . . .
PBE 0.7509 1.3974 1.0909 1.4196

PBE+DCACP 0.7505 1.3973 1.0909 1.4284
B97D 0.7449 1.3988 1.0873 . . .
PBE-D2 0.7509 1.3982 1.0910 1.4195
PBE-TS 0.7424 1.3917 1.0852 1.4180
PBE-XDM 0.7505 1.3963 1.0905 1.4243

vdW-DF 0.7313 1.3909 1.0797 1.4197
vdW-DF-C09 0.7456 1.3906 1.0884 1.4180
vdW-DF-cx 0.7444 1.3908 1.0879 1.4181
optB86b-vdW 0.7421 1.3906 1.0863 1.4183
optB88-vdW 0.7372 1.3895 1.0825 1.4178

vdW-DF2 0.7276 1.3927 1.0772 1.4224
rev-vdW-DF2 0.7425 1.3910 1.0864 1.4186
vdW-DF2-C09 0.7450 1.3912 1.0882 1.4185
RVV10 0.7363 1.3935 1.0825 1.4218

Reference 0.741486 1.390287 1.086287 1.4288
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carbon atoms, with a lattice parameter of 15 Å in the direc-
tion perpendicular to the graphene plane. The lattice parameter
of 15 Å for benzene and graphene was chosen after carrying
out tests of the convergence of the interaction energy with
respect to the lattice parameter. The SCF procedure was con-
sidered converged if the absolute total energy change was
below 1.36× 10�6 eV for benzene calculations and 1.36 ×
10�7 eV for graphene calculations. The geometries were con-
sidered converged when the forces on the atoms were less than
2.57 × 10�4 eV/Å.

The results of the optimization of the geometries of H2,
benzene, and graphene carried out with the CCSD(T) and MP2
methods and with different functionals are reported in Table I.
The theoretical or experimental references for the geometries
are at the bottom of that table. The equilibrium H–H distance
in the H2 molecule is 0.7414 Å according to high precision
Hylleraas variational calculations.86 Experimental values of
the geometry of benzene, dC–C = 1.3902± 0.0002 Å and dC–H

= 1.0862 ± 0.0015 Å, were obtained from the work of Plı́va
et al.87 The experimental carbon-carbon distance is 1.42 Å in
graphite.88

III. CALCULATIONS OF H2 PHYSISORBED
ON BENZENE: MP2 AND DFT-BASED METHODS
VS CCSD(T) METHOD

The interaction energy curves obtained in the calculations
are plotted in Figs. 3–5. Some horizontal lines corresponding to
0, �0.01, �0.02, �0.03, �0.04, and �0.05 eV have been plotted
in those figures, to guide the eye in the comparison of the
different curves. The H2-benzene plane equilibrium distances
and the binding energies obtained with the different methods
are given in Table II.

The CCSD(T) results (binding energy, equilibrium H2-
plane distance, and interaction energy curve) are the bench-
mark and the results obtained with the other methods will
be compared with the CCSD(T) results. To make these com-
parisons possible, the CCSD(T) interaction energy curve is
plotted in the three figures of the interaction energy curves:
Figures 3–5. The CCSD(T) method yields a binding energy
Eb = �0.0415 eV and an equilibrium distance de = 3.2 Å.

The binding energies and the equilibrium distances are
features of a single point of the interaction energy curve:
its minimum. However, to study the physisorption and the
hydrogen storage, two regions in the interaction energy curve
must be considered and not only the single point of the mini-
mum: The region around the minimum of the curve, approxi-
mately between di = 2.8 and 4.0 Å, and the tail region of the
curve, above di = 4.0 Å, where di is the H2-benzene surface
distance.

The interaction energy curves in Figs. 3–5 can be com-
pared visually with the interaction energy curve obtained in
CCSD(T) calculations. That visual comparison is qualitative
and in some cases is not accurate. In order to compare quan-
titatively and more accurately the curves, we have defined the
RMSEm, the root-mean-square error, and the RMSPEm, the
root-mean-square percentage error, of the region around the
minimum of the interaction energy curve, obtained with the
method F, as

TABLE II. Equilibrium H2-benzene plane distances, de, in Å, and binding
energies, Eb, in eV, for H2 perpendicular to the benzene molecule obtained
with different methods. RMSEm and RMSEt are in eV, and RMSPEm and
RMSPEt are in % (see text for their meaning).

Method de Eb RMSEm RMSPEm RMSEt RMSPEt

CCSD(T) 3.2 �0.0415 0.0000 0 0.0000 0
MP2 3.1 �0.0487 0.0064 21 0.0006 7
VWN 2.8 �0.0996 0.0365 118 0.0015 35
PW91 3.4 �0.0290 0.0136 43 0.0012 27
PBE 3.4 �0.0204 0.0212 66 0.0030 37

PBE+DCACP 3.3 �0.0413 0.0036 13 0.0011 33
B97D 3.1 �0.0371 0.0035 9 0.0010 12
PBE-D2 3.0 �0.0565 0.0132 44 0.0007 8
PBE-TS 3.2 �0.0561 0.0100 28 0.0014 13
PBE-XDM 3.2 �0.0538 0.0111 34 0.0032 60

vdW-DF 3.5 �0.0450 0.0168 61 0.0073 87
vdW-DF-C09 3.3 �0.0379 0.0058 20 0.0055 83
vdW-DF-cx 3.6 �0.0405 0.0130 46 0.0066 82
optB86b-vdW 3.3 �0.0413 0.0066 24 0.0049 72
optB88-vdW 3.3 �0.0390 0.0055 19 0.0029 52

vdW-DF2 3.3 �0.0448 0.0063 22 0.0013 11
rev-vdW-DF2 3.3 �0.0359 0.0073 24 0.0007 7
vdW-DF2-C09 3.7 �0.0168 0.0275 84 0.0013 11
RVV10 3.1 �0.0450 0.0029 9 0.0004 12

RMSEm =

√√√ N∑
i=1

(E(di)F − E(di)CCSD(T))
2

N
, (2)

RMSPEm = 100

√√√ N∑
i=1

(E(di)F − E(di)CCSD(T))
2

(E(di)CCSD(T))
2N

, (3)

where di runs from d1 = 2.8 Å to dN = 4.0 Å, with a step of
0.01 Å, and E(di)F and E(di)CCSD(T) are the interaction ener-
gies of H2 on benzene, for a H2-benzene surface distance of
di, obtained with the methods F and CCSD(T), respectively.
RMSEm has the same units as E(di), eV, and RMSPEm is in %.
We have also defined the RMSEt and RMSPEt quantities as
the root-mean-square error and root-mean-square percentage
error, respectively, of the tail region of the interaction energy
curve. RMSEt and RMSPEt are also defined according to Eqs.
(2) and (3), respectively, but replacing m by t and di running
from d1 = 4.1 Å to dN = 7.0 Å, with a step of 0.01 Å.

RMSE is a measure of the similarity between the inter-
action energy curve obtained with a particular method and
the CCSD(T) interaction energy curve. The smaller the value
of RMSE, the closer the similarity between the two curves.
RMSEx can be also considered as the average difference
between the interaction energies of the F and CCSD(T) meth-
ods in the region around the minimum (x = m) or in the tail
region (x = t). The calculated values of RMSEm, RMSPEm,
RMSEt , and RMSPEt are given in Table II.

The methods studied have been separated into three
groups. The first group is composed by the MP2 method and
by DFT-based methods that do not include the dispersion inter-
actions. In this group are the VWN, PW91, and PBE methods.
Figure 3 contains the interaction energy curves of the first
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FIG. 3. Interaction energy between H2 and benzene as a function of the H2-
benzene plane distance, obtained in CCSD(T), MP2, and DFT (VWN, PW91,
and PBE) calculations.

group. The second group is composed by DFT-based methods
that include the dispersion interactions empirically or semiem-
pirically at different levels of complexity. In this group are
the PBE-D2, B97D, PBE-TS, PBE-XDM, and PBE+DCACP
methods. The interaction energy curves of the second group are
plotted in Fig. 4. The third group is composed by DFT-based
methods that include dispersion interactions through non-local
correlation functionals that do not depend on external param-
eters: the family of vdW-DF methods (vdW-DF, optB88-vdW,
optB86b-vdW, vdW-DF-cx, and vdW-DF-C09), the family of
vdW-DF2 methods (vdW-DF2, vdW-DF2-C09, and rev-vdW-
DF2), and the RVV10 method. Their corresponding energy
curves are plotted in Fig. 5. In Subsections III A–III D, we
compare the interaction energy curves of the methods stud-
ied with the CCSD(T) interaction energy curve of H2 on
benzene.

A. MP2 and DFT methods that do not include
dispersion interactions vs CCSD(T)

First, we compare the MP2, VWN, PW91, and PBE
results. The VWN, PW91, and PBE functionals do not include
dispersion interactions. The VWN functional overestimates
the H2-benzene interaction, resulting in a larger binding energy

FIG. 4. Interaction energy between H2 and benzene as a function of the H2-
benzene plane distance, obtained in CCSD(T) and DFT-D (PBE+DCACP,
B97D, PBE-D2, PBE-TS, PBE-XDM) calculations.

FIG. 5. Interaction energy between H2 and benzene as a function of the H2-
benzene plane distance, obtained in CCSD(T) calculations and using the non-
local functionals: The vdW-DF family, the vdW-DF2 family, and RVV10.

and a shorter equilibrium distance compare to the benchmark.
The VWN binding energy is �0.0996 eV, 2.4 times larger
than the CCSD(T) binding energy. The VWN equilibrium dis-
tance is 2.8 Å, while the CCSD(T) equilibrium distance is
3.2 Å. The GGA functionals, PBE and PW91, underestimate
the H2-benzene interaction, resulting in smaller binding ener-
gies and larger equilibrium distances. These two functionals
yield the binding energies of �0.0204 and �0.0290 eV, respec-
tively, and a common equilibrium distance of 3.4 Å. Those
features of the VWN, PW91, and PBE functionals are gen-
eral and well known for other systems. The quantity RMSEm

measures all the differences between the curves. The values
of RMSEm of VWN, PW91, and PBE are very large, 0.0426,
0.0151, and 0.0227 eV, respectively, indicating a large dis-
similarity between these curves and the CCSD(T) curve. MP2
yields a binding energy of �0.0487 eV, slightly larger than
the CCSD(T) binding energy, an equilibrium distance of
3.1 Å, and a value of RMSEm equal to 0.0074 eV, much smaller
than the values of RMSEm of the VWN, PW91, and PBE
methods.

B. DFT methods that include dispersion interactions
empirically or semiempirically vs CCSD(T)

Second, we analyze the empirical and semiempirical DFT
methods (PBE+DCACP, B97D, PBE-D2, PBE-TS, and PBE-
XDM). The introduction of dispersion in the empirical and



214104-7 Cabria, López, and Alonso J. Chem. Phys. 146, 214104 (2017)

semiempirical DFT methods has a clear effect on improv-
ing the interaction energy curve between H2 and benzene,
yielding better binding energies and equilibrium distances
than the LDA and GGA methods. The binding energies of
the DFT-D methods (B97D, PBE-D2, PBE-TS, and PBE-
XDM) are within 11%-36% of the CCSD(T) binding energy.
These results are consistent with several previous results on
van der Waals clusters41,44,57,89–93 showing that DFT-D meth-
ods deliver binding energies within 10%-30% of those of the
benchmark methods (CCSD(T) and MP2).

If we compare the interaction energy curves of the DFT-
D methods with the CCSD(T) interaction energy curve (see
Fig. 4 and Table II), we find that B97D yields an interac-
tion energy curve close to the CCSD(T) energy curve, with
a small value of RMSEm, 0.0035 eV, while the PBE-D2, PBE-
TS, and PBE-XDM interaction energy curves are far from
the CCSD(T) curve, with larger values of RMSEm: 0.0132,
0.0100, and 0.0111 eV, respectively. The large dissimilarity
between the interaction energy curves of PBE-D2, PBE-TS,
and PBE-XDM, and the CCSD(T) curve, can be better noticed
in the large values of their RMSPEm: 44%, 28%, and 34%,
respectively.

The DFT+DCACP method includes dispersion correc-
tions through the dispersion corrected atom-centered pseu-
dopotentials, DCACPs. The effect of those corrections can
be obtained by making a comparison between PBE and
PBE+DCACP calculations of the interaction energy curve of
H2 with benzene in Figs. 3 and 4. The difference in the binding
energy, between PBE and PBE+DCACP, is about 0.02 eV, and
the difference in the equilibrium distance is 0.1 Å. On the other
hand, the PBE+DCACP binding energy is very close to the
CCSD(T) binding energy: The difference in the binding energy
is very small, 2 × 10�4 eV. Even more important than the bind-
ing energy is the fact that the PBE+DCACP and the CCSD(T)
interaction energy curves are in very good agreement, as can
be seen in Fig. 4 and also in the small value of RMSEm of the
PBE+DCACP method, 0.0036 eV (see Table II).

C. DFT methods that include dispersion interactions
through non-local functionals vs CCSD(T)

Third, the non-local functionals are analyzed: vdW-
DF, vdW-DF-C09, vdW-DF-cx, optB86b-vdW, optB88-vdW,
vdW-DF2, rev-vdW-DF2, vdW-DF2-C09, and RVV10. The
functionals of the vdW-DF and vdW-DF2 families, except the
vdW-DF2-C09 functional, yield binding energies very close to
the CCSD(T) binding energy: between 0% and 10% above or
below the CCSD(T) binding energy (see Table II). However,
the equilibrium H2-benzene plane distance of some of these
functionals is far from the CCSD(T) equilibrium H2-benzene
plane distance. On the other hand, RVV10 yields an equilib-
rium distance of 3.1 Å and a binding energy of �0.0450 eV,
very close to the CCSD(T) equilibrium distance and binding
energy, 3.2 Å and �0.0415 eV, respectively.

The interaction energy curves obtained with the non-local
functionals are plotted in Fig. 5. The binding energies of
the functionals of the vdW-DF family are very close to the
CCSD(T) binding energy. Their interaction energy curves are
similar to the CCSD(T) interaction energy curve in the region

around the minimum. However, they are very different from
the CCSD(T) interaction energy curve in the tail region, as can
be seen in Fig. 5 and especially in their values of RMSPEt in
Table II. The values of RMSPEt of the vdW-DF family are
very large: They range from 52% to 87%, which means that in
the tail region the interaction energy curves of this family are
very different from the CCSD(T) curve.

As regards to the vdW-DF2 family, the interaction energy
curves of the vdW-DF2 and rev-vdW-DF2 methods are close to
the CCSD(T) interaction energy curve in both regions. Notice
the low values of RMSPEt of these two methods in Table II:
11% and 7%, respectively. The interaction energy curve of
vdW-DF2-C09 is very far from the CCSD(T) curve in the
region around the minimum. Finally, the RVV10 curve is also
close to the CCSD(T) curve in both regions, especially in the
region around the minimum of the curve. Its values of RMSEm

and RMSPEm are low: 0.0029 eV and 9%, respectively.

D. DFT methods that best compare with CCSD(T)
results of H2 on benzene

From the plots of the interaction energy curves in Figs. 4
and 5 and the values of RMSEm, RMSPEm, RMSEt , and
RMSPEt in Table II, it can be concluded that, among the
DFT methods studied, the RVV10, B97D, and PBE+DCACP
interaction energy curves of H2 on benzene are the most sim-
ilar to the CCSD(T) interaction energy curve. The agreement
between the RVV10, B97D, and PBE+DCACP curves, and
the CCSD(T) curve is remarkable, considering that the values
of the interaction energy are very low. The values of RMSEm

of the RVV10, B97D, and PBE+DCACP methods are small:
0.0029, 0.0035, and 0.0036 eV, respectively. The B97D and

FIG. 6. The nine configurations of the H2 molecule on top of the graphene
surface. Three sites: on carbon Atom, A, on carbon-carbon Bond, B, and on
the center of the Hexagon, H. For each site, three different orientations of the
molecular axis are explored.
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PBE+DCACP methods were built by fitting the parameters of
these methods to data sets of high level ab initio calculations of
weakly bonded systems41,45 that do not include H2-benzene.
According to the present results, B97D and PBE+DCACP also
yield results very similar to the CCSD(T) results for H2 on
benzene.

IV. CALCULATIONS OF H2 PHYSISORBED
ON GRAPHENE: DFT-BASED METHODS
VS EXPERIMENTAL DATA

Calculations of H2 physisorbed on graphene, on differ-
ent sites and with different orientations of the molecular axis
of H2 with respect to the graphene plane, have been carried

out. PBE and different DFT-based methods that include dis-
persion interactions have been used. The molecule was placed
on top of the three different sites of graphene: the center of
a hexagon, H, the center of a C–C bond, B, and a carbon
atom, A. The three main orientations of the molecular axis
of the H2 molecule have been studied: the axis perpendicu-
lar to the graphene plane, ⊥, the axis parallel to the graphene
plane and parallel to two C–C bonds of the hexagon, ‖‖, and
the axis parallel to the graphene plane and perpendicular to
two C–C bonds of the hexagon, ‖ ⊥. The combination of site
and orientation is a configuration. We have studied the nine
configurations of H2 on graphene plotted in Fig. 6. The fol-
lowing notation has been used for the configurations: The letter
indicates the site where the molecule was placed and the set of

TABLE III. Equilibrium H2-graphene plane distances, de, in Å, and binding energies, Eb, in eV, for H2 on different
sites on graphene and with different orientations of the molecular axis, obtained with the PBE, PBE+DCACP,
PBE-D2, PBE-TS, PBE-XDM, methods, and the family of vdW-DF methods.

PBE PBE+DCACP PBE-D2 PBE-TS PBE-XDM

Configuration de Eb de Eb de Eb de Eb de Eb

A‖‖ 3.6 �0.0093 3.3 �0.0396 3.1 �0.0489 3.1 �0.0624 3.2 �0.0486
A‖⊥ 3.6 �0.0093 3.3 �0.0399 3.1 �0.0489 3.1 �0.0624 3.2 �0.0486
A⊥ 3.6 �0.0111 3.3 �0.0428 3.1 �0.0577 3.2 �0.0633 3.2 �0.0513
B‖‖ 3.6 �0.0095 3.2 �0.0405 3.0 �0.0503 3.1 �0.0637 3.2 �0.0496
B‖⊥ 3.5 �0.0111 3.3 �0.0396 3.1 �0.0491 3.1 �0.0630 3.2 �0.0489
B⊥ 3.5 �0.0111 3.3 �0.0431 3.1 �0.0582 3.2 �0.0634 3.2 �0.0515
H‖‖ 3.5 �0.0110 3.1 �0.0478 2.9 �0.0608 2.9 �0.0750 3.0 �0.0567
H‖⊥ 3.5 �0.0110 3.1 �0.0473 2.9 �0.0608 2.9 �0.0750 3.0 �0.0567
H⊥ 3.5 �0.0116 3.2 �0.0459 2.9 �0.0641 3.1 �0.0688 3.1 �0.0543

vdW-DF vdW-DF-C09 vdW-DF-cx optB86b-vdW optB88-vdW

Configuration de Eb de Eb de Eb de Eb de Eb

A‖‖ 3.3 �0.0761 3.2 �0.0683 3.3 �0.0708 3.2 �0.0719 3.2 �0.0686
A‖⊥ 3.3 �0.0761 3.2 �0.0683 3.3 �0.0708 3.2 �0.0719 3.2 �0.0686
A⊥ 3.4 �0.0748 3.2 �0.0691 3.4 �0.0693 3.2 �0.0721 3.2 �0.0698
B‖‖ 3.3 �0.0769 3.2 �0.0692 3.3 �0.0714 3.2 �0.0728 3.2 �0.0696
B‖⊥ 3.3 �0.0762 3.2 �0.0684 3.3 �0.0709 3.2 �0.0720 3.2 �0.0687
B⊥ 3.4 �0.0748 3.2 �0.0693 3.4 �0.0694 3.2 �0.0724 3.2 �0.0700
H‖‖ 3.2 �0.0798 3.1 �0.0744 3.3 �0.0744 3.1 �0.0780 3.1 �0.0752
H‖⊥ 3.2 �0.0798 3.1 �0.0744 3.3 �0.0744 3.1 �0.0780 3.1 �0.0752
H⊥ 3.3 �0.0754 3.1 �0.0711 3.4 �0.0703 3.2 �0.0742 3.1 �0.0716

TABLE IV. Equilibrium H2-graphene plane distances, de, in Å, and binding energies, Eb, in eV, for H2 on
different sites on graphene and with different orientations of the molecular axis, obtained with the family of
vdW-DF2 methods and the RVV10 method.

vdW-DF2 rev-vdW-DF2 vdW-DF2-C09 RVV10

Configuration de Eb de Eb de Eb de Eb

A‖‖ 3.2 �0.0611 3.2 �0.0511 3.4 �0.0298 3.1 �0.0532
A‖⊥ 3.2 �0.0611 3.3 �0.0525 3.4 �0.0298 3.1 �0.0532
A⊥ 3.2 �0.0633 3.2 �0.0527 3.4 �0.0306 3.1 �0.0577
B‖‖ 3.2 �0.0623 3.2 �0.0521 3.4 �0.0303 3.1 �0.0546
B‖⊥ 3.2 �0.0611 3.2 �0.0511 3.4 �0.0298 3.1 �0.0534
B⊥ 3.2 �0.0634 3.2 �0.0529 3.4 �0.0306 3.1 �0.0580
H‖‖ 3.1 �0.0681 3.1 �0.0575 3.3 �0.0326 3.0 �0.0627
H‖⊥ 3.1 �0.0681 3.1 �0.0575 3.3 �0.0326 3.0 �0.0627
H⊥ 3.2 �0.0646 3.2 �0.0548 3.4 �0.0311 3.1 �0.0611
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symbols after the letter denotes the orientation of the molecular
axis.

The binding energies of H2 on graphene and the equi-
librium H2-graphene surface distances obtained with different
DFT methods for the nine configurations of H2 on graphene
are shown in Tables III and IV. The site with the lowest binding
energies for all the DFT methods studied in Tables III and IV
is the center of the hexagon, site H. The binding energies of H2

on the C–C bond, site B, and on the carbon atom, site A, are
less negative. The lowest binding energy in Tables III and IV,
for most of the DFT methods studied, corresponds to the H‖ ‖

FIG. 7. Interaction energy between H2 and graphene as a function of the H2-
graphene plane distance, obtained with PBE and with different DFT-based
methods that include dispersion interactions. H2 is in the configuration H‖‖ .

configuration. Nevertheless, the other two orientations of the
molecule on site H have binding energies close to the H‖ ‖ con-
figuration. Since the H‖ ‖ configuration has the lowest binding
energies, the interaction energy curves have been calculated
only for the H‖ ‖ configuration and are plotted in Fig. 7.

The theoretical results should be compared with exper-
iments. Mattera et al.64 measured the energy of the lowest
level of H2 physisorbed on graphite. They reported a value of
�0.041 61 eV, with an experimental accuracy of 0.000 25 eV.
Costanzo et al.52 used a model94 to discount the effect of
the other graphene layers of graphite, in order to obtain the
experimental energy of the lowest level of H2 physisorbed
on graphene. They found that the energy should be corrected
by 6 × 10�3 eV. The adsorption energy obtained by Mattera
et al.64 on graphite, �0.0416 eV, turned out to be �0.0476 eV
on graphene, according to that model. This is the experimen-
tal value of the adsorption energy of the lowest level of H2

physisorbed on graphene, Eads ,exp.
To obtain the adsorption energy of the lowest level of H2

physisorbed on graphene, Eads, we have to calculate the zero
point energy of the interaction energy curve, Ezp, and subtract
it from the binding energy, i.e., Eads = Eb � Ezp. We have
calculated the zero point energy Ezp of the interaction energy
curve obtained with every DFT-based method, for the H‖ ‖
configuration and later, the adsorption energy of the lowest
level of H2 physisorbed on graphene, Eads = Eb � Ezp.

The results of the calculations of H2 on graphene for the
H‖ ‖ configuration are shown in Table V. To calculate accu-
rately the zero point energy, we have done more calculations
for H2-graphene distances d around the minimum, with a step
of 0.01 Å. Therefore the results in Table V are slightly dif-
ferent from the results of the configuration H‖ ‖ in Tables III
and IV.

The theoretical value of the adsorption energy of the low-
est level of H2 on graphene, Eads, is also compared with
the experimental value, Eads ,exp, in that table. The adsorp-
tion energy of the lowest level obtained with the PBE-D2,

TABLE V. Equilibrium H2-graphene plane distances, de, in Å, binding ener-
gies, Eb, in eV, and adsorption energies of the lowest level, Eads, for H2
on configuration H‖‖ , obtained with different DFT methods. Error = Eads

� Eads ,exp is in eV and Relative error = 100 Error/|Eads ,exp | is in %.

Method de Eb Eads Error Relative error

PBE 3.46 �0.0110 �0.0062 0.0414 87.0
PBE+DCACP 3.06 �0.0478 �0.0382 0.0094 19.7
PBE-D2 2.85 �0.0610 �0.0507 �0.0031 �6.5
PBE-TS 2.94 �0.0754 �0.0610 �0.0134 �28.2
PBE-XDM 3.05 �0.0568 �0.0470 0.0006 1.3

vdW-DF 3.24 �0.0800 �0.0706 �0.0230 �48.3
vdW-DF-C09 3.06 �0.0745 �0.0657 �0.0181 �38.0
vdW-DF-cx 3.26 �0.0745 �0.0666 �0.0190 �39.9
optB86b-vdW 3.08 �0.0780 �0.0686 �0.0210 �44.1
optB88-vdW 3.06 �0.0754 �0.0656 �0.0180 �37.8

vdW-DF2 3.06 �0.0682 �0.0573 �0.0097 �20.4
rev-vdW-DF2 3.07 �0.0576 �0.0481 �0.0005 �1.1
vdW-DF2-C09 3.28 �0.0326 �0.0266 0.0210 44.1
RVV10 2.96 �0.0629 �0.0520 �0.0044 �9.2
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PBE-XDM, rev-vdW-DF2, and RVV10 methods is close to the
experimental value: within 5 × 10�3 eV and 10% of the exper-
imental value, Eads ,exp = �0.0476 eV. The adsorption energies
obtained with the other DFT methods are less accurate.

V. SUMMARY AND CONCLUSIONS

The goal of this work has been to search for DFT-based
methods that reproduce accurately the physisorption inter-
action between H2 and benzene and also between H2 and
graphene, in particular, DFT-based methods that reproduce the
CCSD(T) interaction energy curve of H2 on benzene and the
experimental data of the physisorption of H2 on graphene.
To reach this goal, calculations of the interaction energy
curves of H2 on benzene using the CCSD(T), MP2, PBE,
VWN, PW91, PBE+DCACP, B97D, PBE-D2, PBE-TS, PBE-
XDM, vdW-DF, vdW-DF-C09, vdW-DF-cx, ptB86b-vdW,
optB88-vdW, vdW-DF2, rev-vdW-DF2, vdW-DF2-C09, and
RVV10 methods, and calculations of the interaction energy
curves of H2 on graphene using the PBE, PBE+DCACP,
PBE-D2, PBE-TS, PBE-XDM, vdW-DF, vdW-DF-C09, vdW-
DF-cx, optB86b-vdW, optB88-vdW, vdW-DF2, rev-vdW-
DF2, vdW-DF2-C09, and RVV10 methods, have been carried
out.

The most relevant conclusions are as follows: (a) The
B97D, RVV10, and PBE+DCACP methods yield interaction
energy curves of H2-benzene that reproduce rather well the
CCSD(T) interaction energy curve: within 4 × 10�3 eV and
13%, on average, of the CCSD(T) interaction energy curve
in the region around the minimum (see Figs. 4 and 5, and
Table II). Therefore, these three DFT-based methods provide
a good description of the physisorption of H2 on benzene, with
a good compromise between accuracy and computer cost. (b)
The rev-vdW-DF2, PBE-XDM, PBE-D2, and RVV10 meth-
ods yield adsorption energies of the lowest level of H2 on
graphene very close to the experimental result: within 5× 10�3

eV and 10% of the experimental value, �0.0476 eV. Hence,
these DFT methods can be used to obtain a good description
of the physisorption of H2 on graphene, with a good compro-
mise between accuracy and computer cost. Among all the DFT
methods studied in the present work, RVV10 is the method
giving the most accurate physisorption results in both, ben-
zene and graphene. These conclusions are of particular interest
for the investigation of hydrogen storage on porous carbon
materials.
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89P. Jurečka, J. Cerny, P. Hobza, and D. R. Salahub, J. Comput. Chem. 28,

555 (2007).
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