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ABSTRACT 
In this PhD Thesis, improvements on the elements of a mass spectrometry-

based, real-time vapor analyzer were developed. This system is composed of several 

concatenated stages. Two of them are the focus of this work: the ionizer and the 

mobility separation. The main objective of this work was to optimize two existing 

technologies but only as prototypes. The workhorse of this work was numerical 

simulation. The algorithms were specially formulated and validated. 

The ionization technique referred in this PhD Thesis is widely known at 

academic level as SESI (Secondary Electrospray Ionization). However, it has not been 

implemented in industry. The results of this work served to design a commercial unit 

that quintuplicates SEADM’s prior SESI-MS sensitivity. 

The ion mobility technology referred in this PhD is known as TMIMS 

(Transversal Modulation Ion Mobility Spectrometry), which at the beginning of this 

research was a proof-of-concept. The results of this work served to optimize an earlier 

TMIMS geometry and explain some particularities of the physics involved. 

Finally, a practical application is shown (the analysis of volatile organic 

compounds released by a plant), using the SESI ionizer coupled to a High Resolution 

Mass Spectrometer. There were two goals in this study. The first was to test the system 

on a relevant environment, showing the capabilities of SESI-MS on the study of 

biological systems. Second, this study includes data processing and interpretation (such 

as relating the detected volatiles with the biological activity), the last step on vapor 

analysis. 

The results shown in this PhD Thesis suggest that a SESI-TMIMS-MS system 

would be an interesting vapor analysis tool with performance competing with the state-

of-the-art dominant technique: GC-MS (Gas Chromatography-Mass Spectrometry). 
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RESUMEN 
En esta Tesis Doctoral se han desarrollado mejoras en los componentes de un 

sistema de análisis químico de vapores en tiempo real basado en espectrometría de 

masas. Este sistema está formado por varias etapas conectadas en serie, de las cuáles 

dos han sido objeto de estudio: la ionización y la separación por movilidad. El objetivo 

de este trabajo ha sido optimizar tecnologías ya existentes, pero sólo en fase de 

prototipo. La herramienta de trabajo fundamental ha sido la simulación numérica, que 

para este trabajo ha tenido que ser formulada y validada. 

En el área de ionización se ha trabajado con la técnica SESI (ionización 

secundaria por electrospray), de sobra conocida en la comunidad académica pero 

alejada de las aplicaciones industriales. Con los resultados obtenidos en esta Tesis 

Doctoral se ha llegado a diseñar una unidad comercial que mejora con creces las 

prestaciones de los sitemas SESI-MS existentes, quintiplicando la sensibilidad. 

En movilidad iónica se ha trabajado con la técnica TMIMS (espectrometría de 

movilidad iónica por modulación transversal), que al comienzo de esta Tesis Doctoral 

era una tecnología recién dada a conocer a la comunidad académica. Los desarrollos 

ejecutados en esta Tesis Doctoral han servido para optimizar la geometría y arrojar luz 

sobre el comportamiento particular del TMIMS. 

Finalmente se muestra un estudio real (análisis de los volátiles emitidos por una 

planta), utilizando el ionizador desarrollado acoplado a un espectrómetro de masas de 

alta resolución. Este estudio tiene dos funciones. Por una parte, supone una prueba seria 

, en un entorno relevante (análisis de los vapores emanados por un sistema biológico), 

más allá de un test de banco de la viabilidad del sistema propuesto. Por otra parte, se 

cierra el círculo del proceso de análisis de vapores ofreciendo un ejemplo de procesado 

e interpretación de datos. 

Los resultados mostrados en esta Tesis Doctoral auguran que un sistema SESI-

TMIMS-MS puede llegar a ser una interesante herramienta de análisis de vapores de 

prestaciones equiparables (e incluso superiores) a la técnica dominante en el momento 

de realizar ese trabajo: GC-MS (cromatografía de gases con espectrometría de masas). 
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1. Introduction 

The development of analytical instrumentation in chemistry, biology or 

medicine is continuously growing, moving billions of euros worldwide [1], and 

demanding more sensitive instruments with higher resolution and lower time of 

analysis. The analysis of vapors, which is the background topic of this PhD Thesis, is 

related with multiple applications such as security and law enforcement (forensics [2], 

detection of explosives [3], [4], drugs [5]–[7], illicit substances and chemical warfare 

agents [8], [9]), environment chemistry [2], [10], medicine (breath analysis and volatiles 

released from skin [11]–[16]), biology (metabolomics and proteomics [17]–[23]) or 

chemical and pharmaceutical industries [24]. 

Traditionally, the analysis of chemical substances in the gas phase has been 

performed through commercial gas chromatography systems coupled to mass 

spectrometers (GC-MS), considered the gold standard, and whose inception can be 

traced back to 1957 [25]. This technique consists on pumping the sample through a 

capillary column, where different compounds have different retention times. 

Afterwards, compounds are ionized by electron impact and transmitted into the mass 

spectrometer. Combining the retention time and the fragmentation pattern, practically 

any compound can be identified. However, a GC-MS analysis takes too much time to 

monitor a real-time application, and usually requires sample pre-concentration and 

derivatization (to chemically modify a compound, so it can be analyzed). Also, 

temperatures involved and usual ionization methods (typically electron ionization) do 

fragment the analytes prior to the analysis, so new species whose fragments have not 

been previously studied cannot be recognized. 

An alternative to the GC-MS architecture is to trade the GC process for a 

secondary electrospray ionizer (SESI) coupled to an ion mobility spectrometer. First, 

the neutral vapors to be analyzed are exposed to an electrospray plume and ionized [26], 

[27]. SESI is a soft ionization process which avoids premature fragmentation and needs 

neither pre-concentration nor derivatization, so the vapors to be analyzed can be directly 

ingested into the analyzer, in real time. Then, they are separated according to their 

mobility in the IMS cell [28], [29] in a matter of milliseconds (the GC column 

separation takes minutes), and finally the mass spectrometer measures both m/z and the 

fragmentation pattern. 

The topic of this PhD Thesis focus on improving the SESI ionization and one 

particular IMS technology, the TMIMS (transversal modulation ion Mobility 

spectrometry) [30]. In particular, the main objective is to make both technologies more 

mature. At the beginning of this PhD Thesis, SESI was well-known in academia but not 

fielded in industry and the TMIMS was a proof-of-concept. Figure 1 shows the SESI-

TMIMS-MS architecture. As this system is formed by several modules coupled in 

series, every stage may be independently studied. The initial motivation of this PhD 

Thesis focused on implementing numerical simulation tools applied to ion optics in 

order to optimize the geometries of the SESI ionizer and the TMIMS. At the end, not 
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only said algorithms were created, but also a pre-commercial SESI source was designed 

(the results from TMIMS studies were used outside this PhD Thesis). Furthermore, this 

PhD Thesis includes experimental tests in a relevant environment with the SESI source 

coupled to a mass spectrometer. 

 

Figure 1 SESI-TMIMS-MS architecture. Image of electrospray for sample 

ionization extracted from [31].  Mass spectrometer for detection image 

corresponds with a Thermo-Fisher Orbitrap instrument 
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2. State of the art 
2.1. Vapor ionization 

2.1.1. SESI ionization 

Secondary electrospray ionization (SESI) was first proposed by Nobel Prize 

winner John B. Fenn [32] as an application to volatile analysis of his work on 

electrospray Ionization (ESI) of proteins and other non-volatile solutes. ESIs, coupled to 

Liquid Chromatography instruments and Mass Spectrometers (LC-MS) are commonly 

used to study non-volatile substances. Although volatile analysis through SESI is not 

widely used, it has shown great potential since H. H. Hill works [5]. By means of SESI 

ionizers substances of very low volatility can be ionized, without derivatization, and it is 

possible to perform real-time analysis. SESI is being successfully used in, among other 

applications, explosive, drug and illicit substances detection [3], [5], [6], [33], human 

breath and skin metabolite analysis [11], [13], [34], [35], food analysis [36], [37] and 

bacterial identification [38]–[40]. SESI-MS can detect compounds with very low 

volatility (e.g. urea in breath has vapor pressure in the order of 10
-5

 torr), in very low 

concentrations (trace detection of explosives in the range of ppqv [41]) and extending 

the molecular weight range far beyond 300 Da (which is the limit in current commercial 

alternatives). 

A SESI ionizer works in the following way. First, an electrospray is formed 

when a strong electric field is applied on a conducting liquid (typically an acidic or 

basic solution) droplet formed in the tip of a micrometric capillary. Charges are 

regrouped on the surface where Coulomb forces break surface tension. The droplet then 

adopts a conical shape called Taylor cone (instead of the classical sphere) and emits 

highly charged droplets whose diameter is in the range of nanometers. These droplets 

evaporate fast resulting in suspended ions which mix with the neutral vapors to be 

analyzed and transfer the charge to them. Ionized vapors have to be extracted from the 

ionization chamber efficiently to avoid saturation caused by Coulomb repulsion. 

Equation ( 1 ) shows the maximum ion concentration (NS), 

 𝑁𝑆 = 𝑁𝑉
𝑘𝜀0
𝑒𝑍𝑆

≈ 10−4𝑁𝑉 ( 1 ) 

where NV, ZS, e, k y ε0 are the concentration of neutral vapors, the ionic mobility, the ion 

net charge, the collision rate between the neutral vapors and the electrospray charging 

agents and the vacuum permittivity respectively. Figure 2 shows a photograph of the 

electrospray tip and the ionizing ion cloud. 
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Figure 2 Electrospray [31] 

There are two main drawbacks that have avoided SESI generalization. On the 

one hand, there are not SESI ionizers which can be easily coupled to commercial mass 

spectrometers. On the other hand, SESI ionizing mechanism is still not well understood, 

which makes harder to optimize design and operation parameters. 

2.1.2. Low Flow SESI (LFSESI) 

SESI ionizers require high sample flows (∼5 L/min) in order to raise ionization 

efficiency. However, the analytes of interest are too diluted. This effect is even worse 

taking into account the mass spectrometer counter flow which avoids contamination and 

cluster formation. So, the sensitivity is limited. Downsizing dramatically the sample 

flow (by 100-fold) raises the sensitivity up to one molecule in a quadrillion [41]. This 

Low Flow SESI (LFSESI) configuration is shown in Figure 3, which separates the 

ionization region from the clean gas region by adding a new electrode (impaction 

electrode). 

 

Figure 3 LFSESI schematics [42] 
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2.2. Ion mobility 

2.2.1. Theory 

When an ion moves inside a gas due the presence of an electric field, ion 

mobility, Z, is defined as the proportional constant between the electric field, E, and the 

ion terminal velocity, v, ( 2 ), 

 𝑣⃗ = 𝑍𝐸⃗⃗ ( 2 ) 

The ion accelerates due the electric field, but collides against the gas molecules, 

losing kinetic energy. The force that pushes forward the ion is a function of the electric 

charge, and the drag force depends on the geometry of the ion and the nature and 

thermodynamic state of the gas. So, ion mobility is a property of both the ion and the 

environment, and strictly also a property of the electric field. However, for weak 

electric fields (E/N<2∙10
-17

 V∙cm
2
, where N is the gas molecular density), mobility is 

approximately constant with electric field and can be estimated through Mason’s 

equation ( 3 ), 

 𝑍 =
3𝑒

16𝑁
√
2𝜋

𝜇𝑘𝐵𝑇

1

Ω
 ( 3 ) 

where e, µ, kB, T and Ω are the ion charge, the ion-gas pair reduced mass, the 

Boltzmann constant, the thermodynamic temperature and the collision cross-section 

respectively. Empirically, Mason’s equation approximates the order of magnitude of the 

mobility value, as some factors can only be determined experimentally. In particular, for 

strong electric fields, mobility can be calculated as follows ( 4 ), where Z0 is given by 

Mason’s formula and a, b, etc. are determined experimentally. 

 𝑍(𝐸) = 𝑍0 [1 + 𝑎 (
𝐸

𝑁
)
2

+ 𝑏 (
𝐸

𝑁
)
4

+⋯] ( 4 ) 

Early IMS instruments were developed in the 1960s, and have been used since 

then in military or enforcement applications such as explosives, narcotics and illicit 

substances detection [5], [33]. Combined with MS, interest in IMS-MS techniques has 

been increased in chemical and pharmaceutical industries, and in medicine as a tool for 

proteomics and metabolomics [18], [21]. IMS-MS tandem not only informs about the 

mass of molecules, but also about geometries which, among other things, can be used to 

identify isomers or different molecule bindings. 
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2.2.2. Instrumentation 

Drift Tube IMS (DTIMS) [43]–[49] was the first IMS development, and  is the 

most popular IMS due its simplicity, robustness, quickness, compact size and low 

energy requirements. It consists on a tube where ion packets travel at different velocities 

according their mobilites and are classified in function of their flight time. Then, 

separation depends on tube length and applied voltages. Its main disadvantage is that it 

transmits a pulsed signal which is complicated to synchronize with other instruments. 

Field Asymmetric Waveform IMS (FAIMS), also known as Differential 

Mobility Spectrometry (DMS), [50]–[57] applies spatial separation to ions and produces 

a continuous output. It takes advantage of mobility differences between strong and weak 

electric fields. Only ions whose displacements due to a pulsating strong field are 

compensated by a stationary weak one are outputted from the mobility cell. Its main 

drawback is that it does not separate by means of true mobility. 

Travelling Wave IMS (TWIMS) [58]–[61] [58]–[60] devices are similar to 

DT-IMS. It also produces a pulsed output, but in this case ions are dragged by a voltage 

wave train. Its main disadvantage is that implies low operation pressure (these devices 

are integrated inside the mass spectrometer) and the high energies involved may 

fragment ions. 

Differential Mobility Analyzer (DMA) [62]–[66] uses two orthogonal fluid 

and electric fields, so the composition of velocities results in different trajectories and 

one of then reaches the exit. It provides a continuous output, high transmission and 

operates at atmospheric pressure. However, issues related to turbulence and 

compressible flow (due high gas velocity is necessary) make DMA design bulky and 

manufacturing requires very high quality tolerances and surface finishing. 

Trapped IMS (TIMS) [67], [68], confines selected ions by means of opposing 

non-uniform electric field and a gas flow. Then, these ions are released to the detector. 

Open Loop IMS (OLIMS) [69], [70], also known as Aspiration IMS (AIMS), 

consists on a gas flow pushing ions into an array of pairs of electrodes, orthogonal to 

the flow direction, which attract ions. Electrodes work as detectors. 

Overtone Mobility Spectrometry (OMS) [71]–[75] concatenates several 

identical drift regions, each with an elimination region and a transmission region. 

Electric fields are modulated to allow only a narrow range of mobilities to exit the 

device. A continuous ion flow is outputted. 

2.2.3. TMIMS 

Transversal Modulation IMS (TMIMS) [30], [76]–[80] uses only electric 

fields to provide a continuous output, operating at atmospheric pressure. Ions are driven 

by an axial steady and a transversal, oscillating electric fields. Ions get inside through a 

narrow slit, and only those whose trajectories are complete oscillations at a given 



 

 13 

frequency can reach the outlet slit. Every mobility is associated to a frequency (resonant 

frequency). Figure 4 shows a schematic of the basic TMIMS configuration (a single 

filtering chamber with two planar electrodes and two cylindrical electrodes for the 

steady and the oscillating field respectively) with three characteristic ion behaviors: a) 

selected ions; b) faster ions, which do not complete even a single oscillation; and c) 

slower ions, which complete more than a single oscillation. TMIMS oscillating electric 

field can be disabled so all ions are allowed to exit the mobility cell. 

 

Figure 4 TMIMS working principle: a) selected ions; b) higher mobility ions; c) 

lower mobility ions [81] 

Early theoretical approximations to TMIMS considered uniform electric fields 

[30]. The landing point on the second axial electrode, Y, considering a sinusoidal 

oscillation and convective trajectories with infinitesimal thickness is defined in ( 5 ), 

where Y=0 represents the outlet slit, 

 𝑌 = 2
𝑍𝐸1
Ω
sin (

Ω𝑙

2ZE0
) sin (Ωt −

Ω𝑙

2ZE0
) ( 5 ) 

where E1, l, t, Ω y E0 are the transversal field amplitude, the TMIMS length, time, the 

transversal field angular frequency and the axial electric field respectively. For selected 

ions, Z=Ωl/(2E0π), the first sinus is equal to zero, so they always reach the outlet. 

However, for the rest of the ions the second sinus is periodically equal to zero, so there 

is an undesired ion pulse. This problem can be resolved by adding a second stage π/4 

out-of-phase (Figure 5, [77]), or several in-phase stages (TMIMS Ladder, [82]). 

 

Figure 5 Elimination of the undesired pulsed signal in TMIMS [81] 



 14 

On the other hand, the first sinus is also canceled when its inside is equal to a 

multiple of π. That means not only ions with Z=Ωl/(2E0π) reach the outlet, but also ions 

with mobilities Z/2, Z/3, etc. (Figure 6). In order to eliminate these multiple resonances, 

a pre-filtering stage should be added upstream the TMIMS (Travelling Gate, [83]). 

 

Figure 6 Overtones in TMIMS [81]  
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3. Purpose of this PhD Thesis 
3.1. General objectives 

SESI and TMIMS are two technologies that only exist as prototypes at some 

research facilities, and they are not commercially available because they have not 

achieved enough technology readiness level. 

SESI ionizers could be used in multiple applications such as metabolite 

identification from biofluids or explosive trace detection. However, none of the major 

MS manufacturers have integrated SESI in their portfolios. There are two main reasons: 

interfacing SESI with the MS is rather difficult and the knowledge of SESI mechanism 

is not enough to optimize design variables. 

In the case of TMIMS, this is a relatively young technology (patent application 

sent in 2009 and approved in 2013 [76]). At the beginning of this PhD Thesis it had 

recently been presented to academia as a proof of concept, and only two prototypes and 

a simple theoretical model based on uniform fields (without geometry considerations) 

existed. Despite being qualitatively accurate, this theoretical model did not match 

experiments quantitatively. 

Then the main objective of this PhD Thesis is to increase the maturity level of 

these technologies. In the case of SESI ionization, the final goal is to obtain a 

commercial SESI system, tested in a relevant environment. For TMIMS, the objective is 

to develop simulation tools to evaluate performance and optimize the design. 

3.2. Particular objectives in SESI research 

The particular objectives for the SESI research are the following: 

 Development of simulation tools. Earlier SESI designs were based on 

qualitative estimations. The main novelty of this research is the inclusion of 

numerical simulation which comprises fluid dynamics, electrostatics, transport 

of diluted species and reactive flow. Specifically, the key highlight is the 

numerical model of the electrospray, which is affected by singularities and there 

is not much literature about it. 

 Mechanical/Electrical design of the SESI ionizer. The mechanical design is 

much more ambitious than a proof-of-concept demonstrator. The SESI source 

developed is a fully commercial unit, which has to be robust, easy to use, and 

requiring low maintenance. Also, it hast to be compliant with the required 

normative. 

 Characterization of the SESI ionizer and benchmarking against the state of 

the art. 

 Testing the SESI ionizer in a relevant environment. 
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3.3. Particular objectives in TMIMS research 

The particular objectives for the SESI development are the following: 

 Development of a simulation tool to optimize geometry. Due to the lack of a 

reliable theoretical model which matches quantitatively experimental data, a 

computational model was required. This simulation tool is built from scratch to 

be validated experimentally and perform parametric studies. 

 Development of a simulation tool which includes space charge. The former 

simulation tool was only valid when reproducing determined experimental 

conditions. This second iteration of the simulation tool includes space charge 

and offers a closer approximation to TMIMS real experiments. 

3.4. Structure of the PhD Thesis 

This PhD Thesis is composed of four parts: (i) SESI ionization; (ii) TMIMS: 

geometry optimization; (iii) TMIMS: space charge; and (iv) testing in a relevant 

environment. This structure follows the natural process of the proposed vapor analyzer. 

First, samples are ionized. Then, the mobility cell selects the compounds of interest. 

And finally, the results are interpreted according to the particular application. 
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4. Methods 
4.1. Numerical simulation 

One of the key methods in this PhD Thesis is numerical simulation. The 

instruments developed were mere prototypes at the beginning of this PhD Thesis. 

Computational methods have supplied large amounts of quantitative information in a 

relatively easy and fast way. However, all this research was not only executing 

parametric sweeps with said methods. Computational tools had to be created and 

validated for both SESI and TMIMS. 

In the case of the SESI ionizer, a numerical method which combines fluid 

mechanics, electrostatics, transport of diluted species and reactive flow was 

implemented. The highlight of this algorithm is the electrospray model, which is 

affected by singularities and there is not much literature about this topic. 

In the case of the TMIMS, the simulation algorithms were defined from the 

beginning. Simplification hypothesis required an exhaustive study of the involved 

physics. An important obstacle was to make compatible the scales of the different 

phenomena. 

4.2. Mechanical/electrical design 

Mechanical/electrical design was other kind of methodology used in this PhD 

Thesis. The conclusions extracted from numerical simulation were brought to a real 

design, which implied to deal with restrictions imposed by the real world such as 

viability of manufacturing, selection of commercial parts or safety standards. This 

methodology was applied in the SESI development. Data from simulations was used to 

optimize the internal geometry of the ionization chamber. However, the SESI ionizer 

comprises a series of supporting layers to provide voltages, temperature control, 

isolation, interfacing to mass spectrometer, mechanical alignment or electrospray liquid. 

The final result is a plug&play instrument which can be coupled to a commercial mass 

spectrometer in a matter of minutes. 

4.3. Experimental studies 

Applied exclusively to the SESI line of research, experimental studies were the 

final step to complete its development. Once the device was manufactured and 

assembled, its performance was characterized and benchmarked against a state-of-the 

art SESI source. Finally, the developed SESI ionizer was tested in a relevant 

environment. 

4.4. Resources 

This PhD Thesis would have not been possible without the support of the R&D 

SME Sociedad Europea de Análisis Diferencial de Movilidad (SEADM S.L.) and the 

Research Group of Professor Renato Zenobi at the Laboratory of Organic Chemistry of 
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the Swiss Federal Institute of Technology (ETH-Zürich). The funding for this PhD 

Thesis comes from the following research projects: 

 ACID (Analytical Chemistry Instrument Development): funded by the 

European Union under the Marie Curie Industry-Academia Partnerships and 

Pathways (IAPP) program. 

 IMMA (Industrial Mobility and Mass Analyzer): funded by the European 

Union under the Eurostars program. 

 SIAMM (Sistema Integrado de Análisis de Movilidad y Masa): funded by 

the Spanish Ministry of Industry, under the AEESD (Acción Estratégica de 

Economía y Sociedad Digital) program. 
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5. Part I. SESI ionization 

The first part of this PhD Thesis is dedicated to the SESI ionizer. The first half 

of this research describes the implementation of a numerical method which combines 

fluid mechanics, electrostatics, transport of diluted species and reactive flow to simulate 

the SESI process. The main highlight of this part is the electrospray modeling into a 

Finite Element Method algorithm. The second half shows some experimental results 

with the optimized SESI source derived from the simulations like benchmarking against 

a state-of-the-art ionizer. The results were published in the follow scientific paper: 

 Barrios-Collado, C.; Vidal-de-Miguel, G.; Martínez-Lozano Sinues, P. 

Numerical Modeling and Experimental Validation of a Universal SESI Source 

for Mass Spectrometric Gas Analysis in Real-Time. Sensor Actuat B-Chem 

2016, 223, 217-225 

5.1. Methods 

The mathematical model described by Fernandez de la Mora [84] is based 

exclusively on electrostatics for the emission of electrified liquid cones and has the 

following assumptions: (1) the meniscus and the spray form two ideal and infinitely 

large opposed cones; (2) it ignores the microjet that transitions between the meniscus 

and the expanding plume, and the droplet formation dynamics; (3) the liquid is 

infinitely conducting (adequate for conductivities higher than 0.03 S/m); (4) all droplets 

have the same charge, size and electrical mobility; (5) it neglects droplets inertia, 

evaporation, diffusion and the scale of the micro-jet. Although this model is limited to 

the ideal case of an electrospray plume expanding to infinity, it is valid in the proximity 

of the meniscus tip because its length-scale is far smaller than the meniscus itself. The 

singularity region and the far field region can be easily modeled, but the physical 

processes taking place in the transition region are far more complex. Since spherical 

symmetry is conserved along the transition region, and given that diffusion effects are 

negligible in this region (due to the high ionic velocities), it can be assumed that the 

charge concentration defined in [84] can be directly inputted in the spherical interface 

between the transition region and the far-field region.  

Figure 7 shows a scheme of the domain shape that incorporates a spherical cap 

centered about the electrospray tip, as well as a conical meniscus. The radius r0 of the 

cap was half the capillary radius, and the electric potential and the ion concentration 

boundary conditions on the cap were defined in accordance with the analytical solution 

for free space or spray at radial coordinate r0, given by [84]. The meniscus and spray 

angles  and  were interpolated from tabulated data, as a function of: (i) G() = 

I/(2Z); ii) the spray current (I); (iii) the liquid surface tension () and (iv) the ion 

mobility (Z). The electric potential (V) and the charge concentration (ne
−
) followed ( 6 ) 

and ( 7 ), respectively: 
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 𝑉 =

{
 
 

 
 
𝑉0 −√

2𝐼 sin 2𝛼 𝑟

3𝜋𝜀0(1 + cos β)𝑍

𝑃(𝛼)𝑄(𝜃) − 𝑄(𝛼)𝑃(𝜃)

0.63662
, 𝛼 ≤ 𝜃 ≤ 𝛽

𝑉0 −√
4𝐼𝑟

3𝜋𝜀0(1 + cos β)𝑍
, 𝛽 ≤ 𝜃 ≤ 𝜋

 ( 6 ) 

 𝑛𝑒− = {

0, 𝛼 ≤ 𝜃 ≤ 𝛽

√
3𝜀0𝐼

4𝜋(1 + cos β)𝑍𝑟3
, 𝛽 ≤ 𝜃 ≤ 𝜋

 ( 7 ) 

where V0, , P() and Q() are the electrospray voltage, the angular coordinate and two 

independent Legendre functions of degree 1/2 and order 0. 

 

Figure 7 Numerical model of the electrospray 

According to the Fuchs and Sutugin evaporation model [85], the droplet mass 

loss follows dd0
2
- dd

2
 = 4/ρdDvscs(1+Kn)/(1+1.71Kn+1.33Kn

2
)t, where Dvs, and cS and Kn 

are vaporized solvent diffusivity, the concentration of vaporized solvent on the droplet 

surface and the Knudsen number, respectively and  dd0 is the initial droplet diameter. 

Assuming Kn = 1 (transition regimen), Dvs = 2∙10
-5

 m
2
/s (based on water vapor 

diffusivity on air), cS = 0.024 kg/m
3
, dd0 = 0.2 μm and that after evaporation dd << dd0, 

the characteristic time of evaporation is around 40 μs, which implies a displacement of 

100 μm. This estimation is conservative, as it does not take into account the loss of 

solvent mass due Coulomb explosions. As the length of the ionization region is in the 

order of 10 mm, the conclusion is that SESI ionization reactions took place where 

droplets are already evaporated [86]. 

The evolution of the concentrations was modeled according to the differential 

equations system given by ( 8 ) which includes the reaction kinetics as well as the 

convective and diffusive transport, 
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{
 
 

 
 (Zc E⃗⃗⃗ + v⃗⃗f) ∙ ∇cc +

Zc𝑐𝑐
2e−

𝜀0
= −kcccv +

ZckBT

e−
∇2cc

v⃗⃗f ∙ ∇cv = −kcccv + D∇
2cv

(ZiE⃗⃗⃗ + v⃗⃗f) ∙ ∇ci +
Zicccie

−

𝜀0
= kcccv +

ZikBT

e−
∇2ci

  ( 8 ) 

where cc, Zc, cv, ci and Zi are the concentrations and mobilities of charging ions, neutral 

vapors and ionized vapors respectively; E, vf, kB, T and D are the electric field, the fluid 

velocity, the Boltzmann’s constant, the absolute temperature and the neutral vapor 

diffusivity respectively; and k is the reaction kinetic constant. SESI process is thought to 

occur by, first ejection of hydronium clusters from the electrospray, which lead to gas-

phase proton transfer reaction to neutral vapors [86]. Typical values for ion-molecule 

reaction rate constants for proton transfer reactions range between 10
−9

 and 5∙10
−9

 cm
3
/s 

[87]. For such product ions, typical electrical mobilities lie in the range Zi∼ 1–2 

cm
2
/V/s. These k and Zi values can finally be used to bracket the dimensionless 

probability of ionization pi = ci/cv = kε0/e
-
/Zi [26], where ε0 is the vacuum permittivity 

and e
-
 the ionized vapor charge. Typical pi values range between 10

−3
 and 10

−4
. 

The boundary conditions for neutral and ionized vapors at the spherical cap have 

to be calculated. Due the high concentration of charging ions in this region, a significant 

loss of neutral vapors is expected. Recent analysis by Juan Fernández de la Mora for a 

conical electrospray that expands and mixes with a neutral vapor shows that, in absence 

of diffusion, ( 8 ) can be integrated for neutral vapors. The concentration of neutral 

vapors is given by cv/cv0 = exp(-kccr/vf), where r and cv0 are the radial coordinate and 

the concentration of neutral vapors at the ionizer inlet. Similarly, for ionized vapors at 

the same conditions, the concentration is given by ci/cv0 = piexp(-kccr/vf). 

The typical Reynolds number is Re∼709, which is well below the critical Re 

(∼2000). Accordingly, a laminar flow model was used. The domain included a sample 

inlet, an outflow to the MS capillary inlet. The numerical model was implemented in 

commercial FEM software COMSOL Multiphysics. The model was built considering 

axial symmetry and iterative mesh refinement. The algorithm re-meshed those areas 

affected by high gradients, such as the areas close to the electrospray tip, the MS inlet, 

and the boundary layers that separate the plumes from the clean regions. 

 An optimized ionizer was built accordingly with the numerical results, and 

benchmarked its performance against a classical (“standard”) SESI source (a nano-spray 

emitter enclosed in a cylindrical chamber facing the MS orifice). To validate the SESI 

sources, precise amounts of target vapor species were delivered and measured the 

resulting mass spectral signal intensity [3], [8], [14]. The species of interest were 

diethylamine (DEA) and the drugs melatonin, propofol, paracetamol, pentobarbital and 

midazolam. 
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5.2. Results 

The numerical model for the electrospray was validated by simulating the 

experiment described in [84], which is shown in Figure 8 (this figure replaces the one in 

the original publication as it is more accurate, and the experimental and simulated 

meniscus angles can be compared). In this experiment, a capillary of 1 mm external 

diameter and 0.806 mm internal diameter sprays a solution of H2SO4 (5%) in 1-octanol 

( = 35 dyn/cm; Z = 0.307 cm
2
/V/s) at 3715 V against a grounded plate at 7 mm from the 

tip. The radius r0 where the analytical solution is implemented is 1/100 the capillary 

internal diameter. 

 

Figure 8 Experimental (left, reproduced with permission form [84]) and simulated 

(right) electrosprays. From left to right and top to bottom, the electrospray flow 

rate in nL/s are: 1.5; 2.0; 2.75; 4.0; 5.1; 6.8; 8.1; 9.7 and 10.9.  

Figure 9a–c show the surface plots of the concentrations of charging ions (cc), 

neutral vapors (cv), and ionized vapor (ci). Figure 9d–f show the corresponding 

concentration profiles of charging ions, neutral vapors and ionized vapors along the 

radial coordinate. The simulations considered a realistic scenario where the charging 

ions (H3O
+
) were produced from an electrospray of water (0.1% formic acid) and 8.5 

ppt of DEA as neutral vapors. As expected, close to the electrospray tip the 

concentration of charging ions is very high, and it decreases quickly with the distance to 

the electrospray tip (noticeable in the logarithmic scale). The ionization region has the 

same shape as the electrospray plume, but the concentration of ionized vapors is far 

lower than the charging ions concentration. This supports the hypothesis of theoretical 

models that electric field distortions due to space charge are essentially caused only by 

the charging agent. There is a significant decrease of neutral vapor concentration along 

the electrospray plume (Figure 9b and e). Due to the low pi (∼ 10
−3

–10
−4

), it is 

commonly accepted that the concentration of neutral vapors should be constant [26], 

[27]. However, the simulations suggest that electric fields drive ionized vapors outside 

the ionization region too fast to be replaced by fresh neutral molecules. This effect 
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causes a loss of neutral molecules in the core of the electrospray plume and makes the 

highest concentration of ionized vapors on the periphery of the plume, where fresh 

neutral molecules and charging ions meet easier. Upon lowering the sample flow, this 

phenomenon gets more visible. Diffusion plays a key role in neutral vapors transport at 

low flows (10
-2

 L/min), where Péclet numbers are in the order of 1. Hence the 

importance of including diffusion in this model. However, for charging ions and ionized 

vapors, as expected from the high Péclet numbers (2·10
5
), diffusion effects are 

noticeable only at the borders of both clouds. 

 

Figure 9 Contour plots and radial profiles of the concentration of the involved 

species: (a, d) charging ions; (b, e) neutral vapors; (c, f) ionized vapors 

The theoretical ionization efficiency is given by i = piqms/qs, where i, qms and 

qs are the ideal ionization efficiency, the flow entering by the MS (1.6 L/min) and the 

sample flow, respectively. The simulated ionization efficiency was calculated as  = 

ciqms/(cv0qs). Figure 10a shows a comparison of ideal and simulated ionization 

efficiencies for four different electrospray currents (20, 50, 100 and 200 nA) as a 

function of sampling flow rate. At high sample flows,  follows i.  increases as the 

sample flow is reduced because the neutral vapors are concentrated. At flows below 0.2 

L/min, although it still increases, it is clearly lower than i due the loss of neutral vapor 

concentration along the electrospray plume. This effect becomes more dramatic with 

increasing electrospray currents, as cc becomes higher. At such conditions, the real 

probability of ionization is lower than pi and becomes dependent on qS and I. As an 

extended exercise of this observation, Figure 10b shows a dimensionless representation 

of the ratio /i. vs. qs/qms. The figure shows the results for the combination of three 

different paired kI values, which are proportional to the term kcccv in ( 8 ). There are 

three clusters for each kI group and a closer ideal behavior for smallest kI product. 
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Figure 10 a) Ideal and simulated ionization efficiency; b) ratio between simulated 

and ideal efficiencies vs. sample flow rate over MS flow rate (the area covering 

typical experimental conditions is shaded). 

Figure 11a compares the performance of the optimized LFSESI ionizer built 

according to the simulation results against a classical SESI. The efficiency of the 

optimized LFSESI is five times greater than the standard SESI. Figure 11b shows the 

detection of several drugs of interest ionized with the optimized LFSESI, achieving 

limits of detection of tenths of ppt in gas phase. 

 

Figure 11 a) Experimental performance of the optimized LFSESI vs the classical 

(standard) SESI; b) detection of several drug of interest ionized with the optimized 

LFSESI. 
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5.3. Conclusions 

A numerical model for SESI was developed, which features a numeric 

electrospray model based purely on electrostatics which gives reasonably accurate 

results. This model allowed calculating the ionization of vapors by an electrospray 

cloud in a matter of minutes. The analysis of the concentration distribution of species 

involved in SESI dynamics revealed that the commonly accepted of constant 

concentration of neutral vapors due the low probability of ionization is not valid when 

the sample flow is too low. In this situation, ionized vapors are driven too fast by 

electric fields to be replaced by new fresh neutral molecules, which result in a loss of 

neutral vapors in the core of the ionization region. This effect causes ionization 

efficiency to be lower than the theoretically expected at very low sample flows. Based 

on the numerical model, an optimized ionizer was designed, which outperformed  

preexisting SESI-MS performance by a factor of five in terms of ionization efficiency. 

Some examples on the detection of drugs were provided, suggesting that such system 

can be suitable for real-time pharmacokinetic studies.  
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6. Part II. TMIMS: geometry optimization 

The second part of this PhD Thesis focuses on the development of numerical 

simulation tools to understand and optimize TMIMS. This algorithm was motivated by 

the need of obtain quantitative information about TMIMS performance. Previously, a 

theoretical model had qualitatively matched TMIMS experimental results. However, it 

was based on uniform electric fields and did not consider geometry effects. The core of 

this research discusses the importance of different phenomena, in order to simplify the 

formulation. The developed algorithm is executed to optimize the TMIMS geometry 

through parametric sweeps. The results were published in the follow scientific paper: 

 Barrios-Collado, C.; Vidal-de-Miguel, G. Numerical algorithm for the accurate 

evaluation of ion beams in transversal modulation ion mobility spectrometry: 

Understanding realistic geometries. Int. J. Mass Spectrometry 2015, 376, 97–

105 

6.1. Methods 

Considering the experimental conditions in [30], it is assumable that the 

movement of ions has no effect on the movement of the gas. The space charge effect in 

those conditions (ionic currents on the order of 10 pA) on TMIMS performance can also 

be considered negligible. 

In TMIMS the effect of the gas can be neglected in the majority of the domain. 

Only at the outlet, the gas velocity field effects are important. Inside the slit, the electric 

field is shielded and the ions are primarily pushed by the gas flow. The outlet region can 

be divided into three zones (Figure 12): Zone I, where the ions are primarily driven by 

electric field and the gas is accelerated toward the slit; Zone II, where electrostatics and 

fluid velocity co-dominate; and Zone III, where the fluid velocity dominates. Due to the 

symmetry of the configuration and the zero divergences of the electric field and the 

fluid velocity field, it can be assumed that only a stream tube passes through the slit 

with a width of /l∼q/(ZEl)∼10
-3

, where q is the volumetric flow of gas per unit of slit 

length that is outputted through the slit, Z is the mobility of the ions, and E is the 

electric field strength in Zone I, which can be assumed to be locally uniform. 

 

Figure 12 Schematic configuration of the outlet slit 

http://www.sciencedirect.com/science/article/pii/S138738061400520X
http://www.sciencedirect.com/science/article/pii/S138738061400520X
http://www.sciencedirect.com/science/article/pii/S138738061400520X
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It is hypothesized that  is known and that all ions in this stream tube in Zone I 

are transferred. Because Zone I is dominated by the electric field, the fluid velocity field 

does not need to be simulated. Then, the problem can be formulated as ( 9 ), 

 {
𝜕𝑛

𝜕𝑡
+ ∇ ∙ (−Z(∇V)𝑛) = Z

𝑘𝐵𝑇

𝑒
∇2𝑛

∇2V = 0

 ( 9 ) 

where t is time, n is the volumetric concentration of the ions, V is the electrostatic 

potential, Z is the mobility of the ions, and Einstein’s relation states that the diffusivity 

D is related with its electrical mobility through the expression D = ZkBT/e. The 

boundary conditions are: n = n0 at the inlet slit, n = 0 at the surfaces of all electrodes, V 

= V0/2 at the inlet electrode, V = −V0/2 at the outlet electrode, V = Vpp/2w(2ft) at the 

deflector electrode 1, and V = −Vpp/2w(2ft) at the deflector electrode 2, where w(x) is 

an arbitrary periodic function (with unit amplitude), f is the frequency of operation of 

the TMIMS, and V0 and Vpp are the axial voltage and the peak-to-peak voltage applied 

to the TMIMS, respectively. The initial conditions are: n = 0 at t = 0 in the entire 

domain. According to this formulation, the electric fields can be expressed as a linear 

combination of steady solutions, which can be easily solved in the entire geometrical 

domain using common numerical methods. However, the ion concentration distribution 

requires solving of a non-stationary problem with different scales: the size of the 

TMIMS cell, the width of the ion beam, and the width of the re-focused beam. 

The Péclet number (Pe) of the flow of ions, which compares the convective 

velocities with the diffusive velocities is Pe = V0e/(kBT) = 4∙10
5
. This large Pe implies 

that diffusion broadening of the ion beam (D) is substantially smaller than l and that the 

curvature of the ion beam, which also scales with l, has a minimal effect on the 

diffusion process. So, convective effects will dominate the trajectories of the ions. 

However, although the effect of diffusion is minimal, it cannot be neglected because it 

is the main limiting factor for the resolving power of the TMIMS. As a solution, it was 

assumed (i) that the ions would follow an averaged trajectory purely convective, 

becoming an ordinary differential equation (ODE), which could be directly integrated; 

and (ii) that diffusion would spread the ions perpendicularly to the mean trajectory in a 

manner that is equivalent to the trajectory that is produced in an infinitesimally thin ion 

beam in a steady and uniform field for which an analytical solution exists ( 10 )( 11 ): 

 
𝑛 ∝

1

√2𝜋𝜎𝑑
exp (−

1

2
(
𝑦

𝜎𝑑
)
2

) ( 10 ) 

 

𝜎𝑑 = √2
𝑍𝑘𝐵𝑇

𝑒
𝑡𝑟 

( 11 ) 
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where y represents the distance to the center of the beam in the section of interest, n is 

the concentration of ions, and tr is the time of residence. The mean trajectories were 

integrated by considering only the convective transport and assuming that all ions 

departed from the same point. This integration provided the coordinate (Y) of the ion 

beam as it reaches the outlet electrode. As illustrated in Figure 13, the instantaneous ion 

concentration profile that reaches the outlet electrode was estimated by applying ( 10 ).  

 

Figure 13 Scheme of the diffusional model and the instantaneous signal 

Applying the Buckingham Pi theorem, l, Z and V0 were used as independent 

variables, and the problem was reformulated the problem, with the following 

dimensionless groups:  = L/l,  = d/l, = tZV0/l
2
, ω = fl

2
/(ZV0), ε = Vpp/V0, Pe = 

eV0/(kBT), w(2ω) and ˜ = /l. 

The algorithm has three main steps: in the first step, the dimensionless electric 

potentials (v = V/V0) were calculated as v = v0 + εv1w(2ω), which are defined as: ∇2
v0 

= 0, with boundary conditions v0 = {0.5, −0.5, 0, 0} at the inlet, outlet and both 

deflector electrodes; and ∇2
v1 = 0, with boundary conditions v1 ={0, 0, 0.5,−0.5} at both 

axial, the first and second deflector electrode. 

In the second step, a set of ideal trajectories were integrated (ODE: dX/d = 

−grad(v(X,)), with the initial conditions: X0 = (−0.5,0)). at the initial times 0 = {0, 

1/(Nω), 2/(Nω),...,(N−1)/(Nω)} (where N is the number of computed trajectories). 

These computations provided the coordinate of the landing point (Y ˜ = Y/l) and the 

time of residence of each ion (r). 

In the third step, the instantaneous signal (s) was calculated by integrating the 

concentration profile along the outputted streamline ( 12 ), 

 𝑠(𝜏) = ∫ √
𝑃𝑒

4𝜋𝜏𝑟(𝜏)

𝑌̃(𝑥)+
𝛿̃
2

𝑌̃(𝑥)−
𝛿̃
2

𝑒
−
𝑦2𝑃𝑒
4𝜏𝑟(𝜏)𝑑𝑦 ( 12 ) 
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The mean signal outputted by the TMIMS (S) for a given operation conditions 

and for a given mobility was estimated as S=∫s(τ)dτ. Each of these calculations provided 

the signal (S) for a given frequency of operation (ω), geometry (,), wave shape (w), 

voltages (Pe and ε), and flow rate (˜). The spectra were obtained by repeating this 

process for different values of ω. The electrostatic fields were calculated by two 

different methods: finite element method (FEM), through COMSOL Multiphysics, and 

boundary element method (BEM), through Mathworks MATLAB. The convective 

trajectories were integrated by two regular methods: Runge–Kutta (4,5) and Adams–

Bashforth–Moulton. 

6.2. Results 

The algorithm was executed for the same configuration of the experimental 

system [30]. To evaluate the convective model, the function Y˜() was plotted at the 

frequency where the function S(ω) achieved its maximum. As expected, when the ions 

were not refocused, Y˜()showed a periodic pattern with frequency ω. If the focus were 

perfect, the effective value of Y˜() should be zero at the exact maximum. However, as 

Figure 14 shows, there was a ripple of frequency 3ω, which could not be eliminated. 

The consistency of these results suggested that this aberration was inherent to the 

simulated physics and not a numerical effect. To verify that point, the same methods 

were run with a different set of boundary conditions which produced uniform electric 

fields, so the aberration should be zero. For these particular boundaries, the root mean 

square (RMS) of Y˜() was on the order of 10
−5

, whereas the ripple produced with the 

more realistic conditions was 10
−4

. As the dimensionless diffusion broadening (˜d) is 

on the order of 10
−3

, the aberration was considered negligible. The combination of 

BEM with Runge–Kutta-(4,5) was selected because it provided rapid computations. 

 

Figure 14 Y (̃) at resonant frequency. Circles: analytic uniform fields+Runge–

Kutta (4,5); squares: boundary conditions that produce uniform fields, 

FEM+Runge–Kutta (4,5); solid line: realistic geometry FEM+Runge–Kutta (4,5); 

dashed line: realistic geometry BEM + Runge–Kutta (4,5); dotted line: realistic 

geometry FEM + Adams–Bashforth–Moulton 



 

 31 

The spectrum shapes simulated and the experimental [30] were compared. 

Figure 15a details the experimentally acquired spectrum (circles), which was 

normalized with the maximum intensity of the peak, and the simulated spectrum (line). 

Figure 15b shows a parametric study in which the resolving power was evaluated as a 

function of the ratio between the deflection voltage and the axial voltage ε. This figure 

shows that the experimental data and the simulations follow very similar trends: linear 

growth followed by a drop at a maximum resolving power between 50 and 60. The 

measured and the numerically predicted optimum values are in a reasonably good 

agreement. The computational optimum is at ε = 1.7, while the experimental one is at ε 

= 1.76. It also explains why the resolving power falls above this optimum: for values of 

ε greater than the optimum, ions begin to collide with the deflector electrodes. The 

maximum resolving power was only overestimated with an error of 10.5%. 

 

Figure 15 a) Experimental vs simulated spectra; b) resolving power vs ε 

 

Figure 16 Resolving power contour maps: a) sinusoidal wave; b) square wave 

Figure 16 represents the numerically estimated resolving power as a function of 

the geometry parameters, for two different types of wave shapes, and with ε = 1, Pe = 

3.1∙10
5
, and ˜ = 10

−3
. For an optimized geometry, the maximum power achieved with 

a sinusoidal wave (Figure 16a) was R = 46, for an optimized geometry with  = 1.03 

and  = 0.37. For the square wave (Figure 16b) the maximum resolving power was R = 
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48 with  = 1.00 and  = 0.30. The square wave provides a slightly better resolving 

power and the frequency can be varied more easily than a sinusoidal wave. In the final 

section of the study, the effect of finite and realistic rising and falling times is analyzed 

by means of a fin-shaped wave ( 13 ), 

 𝑤(𝜏) =

{
 
 

 
 1 −

2

1 + 𝑒
−

1
2𝜔𝜏0

𝑒
−
𝜏
𝜏0  , 0 ≤ 𝜏 <

1

2𝜔

−1 +
2

1 + 𝑒
−

1
2𝜔𝜏0

𝑒
−
𝜏−

1
2𝜔
𝜏0  ,

1

2𝜔
≤ 𝜏 <

1

𝜔

 ( 13 ) 

where the new parameter 0 was employed to consider the characteristic setting times of 

the rising and the falling edges. The maximum resolving power decreased when 0 

increased as the wave became ‘less square’. According to the results provided by the 

algorithm, for 0 less than 3% of the wave period the resolving power remained near the 

ideal. Which for the typical frequencies of operation of the TMIMS (1 kHz), the 

maximum acceptable settling times would be around 30 s. 

6.3. Conclusions 

The results provided by the proposed algorithm are in good agreement with the 

measured experimental results. Due to its simplicity, the algorithm developed in this 

study enabled a high-speed evaluation of TMIMS performances. Optimum geometries 

were obtained by evaluating the resolving power was evaluated on the domain defined 

by the two geometrical parameters. In addition, the numerical method also revealed that 

there is an aberration effect, which may limit the maximum achievable resolving power. 

For the applied voltages, the scale of this phenomenon was one order of magnitude less 

than the spread produced by diffusion. The algorithm also provided a key requirement 

for the square wave system, which would be required to power an optimized TMIMS 

with a resolving power of 48. 
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7. Part III. TMIMS: space charge 

The third part of this PhD Thesis is a follow-up of the TMIMS geometry 

optimization. The previous algorithm reproduced the TMIMS tune-up routine, which 

was enough to optimize geometry. Space charge was not considered as it was 

demonstrated that, in those particular conditions, it is negligible. However, in real 

conditions, it is not unusual that the analyte of interest is hidden inside a complex cloud 

of irrelevant ions, whose space charge effect can downgrade performance. In this 

research, a simple approximation of this situation is proposed. The results are to be 

published in the follow scientific paper: 

 Barrios-Collado, C.; Vidal-de-Miguel, G. A numerical model of the influence of 

high concentration, small collision cross section species on trace concentration, 

and high collision cross section target analytes in Transversal Modulation Ion 

Mobility Spectrometry (TMIMS) (under review). 

7.1. Methods 

The input ion mixture in the TMIMS typically contains a high concentration of 

low molecular weight ions. These are small collision cross section species. However, 

high molecular weight ions or higher collision cross section macromolecules are more 

pertinent for these types of analyses. For example, buffer ions such as H3O
+
 have 

mobilities around 2 cm
2
/V/s. In contrast,  the mobilities, as measured by TMIMS of 

proteins [79] are in the order of 1 cm
2
/V/s or less. A simple model of two species 

interacting in TMIMS was considered. Species b (with mobility Zb) signifies the buffer 

ion, which is abundant and is not transmitted. Meanwhile, species t (with mobility Zt) 

signifies the target ion. This ion is found at a low concentration and moves more slowly 

than species b (Zb > Zt). 

The target ion was assumed to be at a very low concentration, as previously 

described [88], so its contribution to the electric fields is negligible compared to the 

contributions of the electrodes or the buffer species. Then, all space charge effects were 

attributed to the buffer ion. By decoupling the simulation of the buffer beam from the 

target beam and allowing the space charge effects on the target beam to be calculated as 

an additional electric field, this hypothesis simplifies the numerical model. 

When considering a planar buffer beam of charge density σsc, the electric field is 

on the order of Esc ~ σsc/(2ε0), where ε0 is the vacuum permittivity. Assuming a time of 

residence of tr ~ l
2
/Zb/V0, (where l and V0 are the TMIMS length and the axial voltage) 

an ion current I, and a beam surface A, σsc is on the order of σsc ~ Il
2
/(ZbV0A). Then, the 

cumulative displacement caused by space charge dsc during tr, is on the order of dsc ~ 

ZbEsctr ~ Il
3
/(2ε0V0

2
A), which for a V0 = 8 kV, l = 5 cm, A = 5 cm

2
 [88] and I = 1 nA is 

on the order of dsc ~ 2.2∙10
-5

 cm. In contrast, the convective, displacement is on the 

order of l, which is around 2.3∙10
5
 times larger than dsc. As discussed in [88], diffusion 

is negligible against convection, as the Péclet number is in the order of 3.1∙10
5
. This 

means that the effects of space charge and diffusive broadening are on the same order. 
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So, the displacements caused by space charge and diffusion do not affect significantly 

the position of the buffer beam, although, as seen in [88], their effect is crucial on the 

spectra shape, and thus, on performance. However, as performance was not evaluated 

for the buffer ion, both effects were not considered. This hypothesis reduces the buffer 

beam to the centerline defined by the convective displacement, which concentrates all 

the electrical charge.  

The hypothesis formerly described allowed to build a computational method 

which can be described, in a nutshell, as follows: 1) simulation of the buffer ion 

convective trajectories using the non-space-charge model; 2) reconstruction of the 

buffer ion beam centerline using its purely convective trajectories and assigning the 

space charge distribution, which depends on the ionic current; 3) simulation of the 

target beam adding a perturbation term that represents the space charge effect; and 4) 

application of the diffusion model and reconstruction of the spectrum as described in 

[88]. The whole process was repeated varying the mobility of the buffer ion and the 

ionic current. The algorithm was built dimensionless, in a similar fashion of [88]. Two 

new variables were included: the mobility ratio Zb/Zt and the dimensionless ionic 

current I/Iref. Iref is defined as the ionic current whose space charge perturbation over the 

target ion trajectories is in the same order of TMIMS convective displacements (Iref = 

qV0ε0/l
2
, were q, V0, ε0 and l are the volumetric flow, the axial voltage, the vacuum 

permittivity and the TMIMS length respectively). 

The space charge distribution was assigned to a region in the space that 

encompasses the buffer beam. Therefore, from the point of view of the target species, 

the buffer beam behaved as a “fifth electrode” which caused a perturbation that diverts 

the target beam. For practical reasons, the buffer beam was considered to be a planar ion 

beam with constant surface charge density. Its thickness was reduced to its centerline in 

the TMIMS domain. The beam was reconstructed for each instant by interpolation of 

the calculated buffer ion trajectories and was spatially discretized. Every node was 

assigned a surface charge density approximated by σsc = Il
2
/(ZbV0A), where σsc, I, Zb, V0, 

l, and A are the nodal space charge surface density, the ion current, the buffer mobility, 

the axial voltage, the length of the TMIMS, and the area of the planar ion beam 

respectively. The charge distribution along the ion beam followed a piecewise linear 

distribution, previously described [88]. The dimensionless voltage (vsc) and electric field 

originating from the buffer ion beam could then be calculated anywhere along on the 

TMIMS domain using analytical expressions. 

In addition, in TMIMS, the electrodes are kept at their operating voltage by the 

power supplies. Therefore, the superimposed electric potentials on an electrode are 

equal to the electrode working voltage, so there must be a “reaction”, vr, which 

compensates the effect of vsc on the electrodes. vr was calculated by means of the 

Laplace equation (∇2 vr = 0) was used with boundary conditions vr = - vsc on all 

electrode surfaces. 
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Therefore, in the target ion simulation, the incorporation of the buffer ion space 

charge effects is reduced to two additional terms, which represent the perturbation. This 

inclusion was modeled without carrying out a spatial discretization of the whole 

domain. Zb/Zt and I/Iref were swept in order to obtain a large dataset of spectra. The rest 

of the parameters were tuned according to the optimization results obtained in [88]. The 

algorithm works similarly to what has previously been described [88]. The electrostatic 

fields were computed using the Boundary Element Method (BEM). The ion trajectories 

were integrated via the Adams-Bashforth-Moulton method. The entire method was 

programmed using the Mathworks MATLAB software package. 

7.2. Results 

Figure 17 shows an example (Zb/Zt = 2, I/Iref = 1) of the electric potential along 

with the buffer ion beam. The black isopotential lines represent the dimensionless ideal 

voltage in the absence of the space charge v), while the colored regions represent the 

dimensionless perturbation field vsc + vr. This perturbation not only affects the area that 

is proximal to the buffer beam, but also covers a significant part of the TMIMS domain. 

At Zb/Zt > 1.1, the buffer beam hits the deflector electrodes. Therefore, the method was 

designed to recognize when the ion beam hits the deflector electrodes and splits into 

two segments.  

 

Figure 17 Space charge perturbation field (Zb/Zt= 2, I/Iref = 1) 

The results demonstrate that the space charge effects have a negative effect on 

the performance of TMIMS. The resonant frequency shifts. The signal and resolving 

power decrease. The algorithm does not appear to be reliable at very low mobility ratios 

(Zb/Zt < 1.2). Likely, this is because of numerical instabilities that are a consequence of 

mathematical singularities. From Zb/Zt = 1.2 and up, the algorithm is robust and covers 

the expected range of mobilities observed in real experiments. Increasing the term I/Iref 

degrades the peak shape to the point at which there is a critical I/Iref where the 
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performance evaluation no longer makes sense. This is the maximum current TMIMS 

can handle. Figure 18 shows several spectra for a fixed mobility ratio (Zb/Zt = 1.25) and 

several buffer ion currents. The critical I/Iref is deduced through visual inspection of 

spectra for each Zb/Zt. Regarding Zb/Zt, changes in performance are significant at low 

mobility ratios. Meanwhile, at high Zb/Zt there are virtually no effects on the target ions. 

In the worst-case scenario of Zb/Zt = 1.2, which the minimum mobility ratio that the 

algorithm can handle, the critical current is around I/Iref ~ 10. For a TMIMS with V0 = 8 

kV, l = 5 cm, and q = 1 lpm, this results in I ~ 5 nA.  

 

Figure 18 Degradation of spectra (Zb/Zt = 1.25) 

The changes in performance were evaluated by comparing the resonant 

frequency, the signal at resonant frequency, and the resolving power under this case 

without considering space charge (I/Iref = 0). In general, performance worsens with 

higher I/Iref, however, at high Zb/Zt, changes in performance are negligible. The results 

were fit to semi-empirical expressions (Figure 19). First, the performance characteristics 

were fitted versus I/Iref for each Zb/Zt. Then, the parameters of these fittings were fitted 

versus Zb/Zt. With fixed mobility ratios and variable ion currents, the resonant frequency 

shifts linearly. The peak signal drops quadratically and the resolving power changes 

according to a cubic expression. The parameters of these expressions follow rational 

functions that include mobility ratios. These functions tend asymptotically towards zero 

at high mobility ratios while diverging towards the unitary mobility ratio. 
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Figure 19 Performance changes caused by space charge in the main performance 

characteristics: a), b) Resonant frequency; c), d) Signal at resonant frequency; e), 

f) Resolving power. 
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7.3. Conclusions 

Space charge effects produce a general loss of performance in TMIMS devices 

by displacing the frequency of resonance and lowering transmission and resolving 

power. This outcome is a result of deviations in the target ion convective paths. These 

deviations are caused by the buffer ion beam space charge electric field. 

The proposed numerical method shows signs of instability when the mobility 

ratio tends to be unitary, regardless of the strength of the ionic current. This is mainly 

due to the appearance of mathematical singularities. However, when the mobility of the 

buffer ion is 20% higher or more than the mobility of target ion, the algorithm becomes 

robust. This is the expected range of mobilities in real experiments. 

The spectra degraded when the ion current was increased to the cutoff value. At 

this point, the spectra are so degraded that they become unrecognizable. This critical 

current increases as a function of the mobility ratio. In the worst-case scenario, when 

the buffer mobility is close to the target mobility, this cutoff value of the current is in 

the order of a few nanoamperes. With fixed mobility ratios and variable ion currents, 

the resonant frequency shifts linearly. The peak signal drops quadratically and the 

resolving power changes according to a cubic expression. The parameters of these 

expressions follow rational functions that include mobility ratios. These functions tend 

asymptotically towards zero at high mobility ratios while diverging towards the unitary 

mobility ratio.  
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8. Part IV. Testing in a relevant environment 

The fourth and final part of this PhD thesis represents a test on a relevant 

environment of the proposed vapor analyzer. A plant (Begonia semperflorens) 

metabolism is described by analyzed the volatile organic compounds (VOCs) released 

from the own plant. The results were published in the follow scientific paper: 

 Barrios-Collado, C.; García-Gómez, D.; Zenobi, R.; Vidal-de-Miguel, G.; 

Ibáñez, A. J.; Martínez-Lozano Sinues, P. Capturing in vivo plant metabolism 

by real-time analysis of low to high molecular weight volatiles Anal Chem 2016 

88(4):2406-12 

8.1. Methods 

The plant, (Begonia semperflorens) was enclosed inside a glass chamber which 

featured an inlet for humid, compressed air and an outlet connected to the LFSESI, 

which was coupled to a Thermo-Fisher LTQ Orbitrap mass spectrometer. Figure 20 

shows a picture and a diagram of the setup. 

 

Figure 20 Experimental set-up: (a) glass beaker containing the plant; (b) SESI 

source; (c) SESI control module; (d) Orbitrap MS; (e) time- lapse camera 

Two different experiments were run: (i) light-induced emitted VOCs and (ii) 

VOCs emitted by the plant under stress due to mechanical damage. In the former case, 

the plant was measured nonstop during 3 entire days. In the response under stress 

experiment, the plant was measured under normal conditions during 90 min to establish 

the baseline. The chamber was then opened and the upper leaves were pierced. The 

response of the plant was then recorded during 120 min. In addition, some key 

compounds observed in the experiments were identified by performing MS/MS in real 

time and comparing the fragmentation with standards.  
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8.2. Results 

During a three-day nonstop measurement, VOCs with a clear correlation with 

the light levels in the room were noticed. The mass spectra contained more than 3000 

resolved peaks (after filtering isotopes) in the range of 50−500 Da, which were 

subjected to hierarchical cluster analysis. Four distinct trends were identified: (1) 

compounds whose intensity showed almost no change during the three-day experiment; 

(2) those which showed a decreasing trend without day−night correlation; (3) 

compounds with a constant rising trend; and (4) those with a clear periodic pattern 

correlated with the day−night cycle. Compounds of trends 1 and 2 (around 86% of all 

mass spectral features) were chemical noise not related with the “plant ecosystem” 

(defined as the plant and the soil), whereas the third (85 mass spectral features) and 

fourth (156 mass spectral features) trends were associated with the plant ecosystem. Of 

those showing a periodic fluctuation, 111 were diurnal species (i.e., maximum emission 

rates were around midday) and 55 were nocturnal species (i.e., maximum emission rates 

were around midnight). Figure 21 shows the heatmaps corresponding to the diurnal and 

nocturnal species, respectively. Further visual inspection of the time traces revealed 154 

additional compounds which were the sum of a periodic pattern and a decreasing 

negative-exponential baseline as the emission rates did not reach the steady state in 

three days. In a similar fashion, 74 additional nocturnal substances were identified. 

 

Figure 21 Heatmaps of diurnal (a) and nocturnal (b) emissions 
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In order to validate these observations, a targeted approach was performed, 

focusing on key compounds universally found on plant VOCs, such as monoterpenes 

(m/z 137.1324) and sesquiterpenes (m/z 205.1950) which are two families of 

metabolites related to photosynthesis [89]. Figure 22 shows the mass spectrum in the 

region at m/z 137. It shows four clearly resolved peaks separated by less than 0.1 Da 

(m/z 137.0248, 137.0596, 137.0958, and 137.1324). The latter corresponds to the 

monoterpene family [C10H17]
+
. The inset shows the corresponding time traces for each 

of the peaks. As expected, the monoterpenes show a periodic diurnal behavior. The 

most abundant compound at m/z 137.0958 [C9H13O]
+
 showed a sort of periodic pattern 

with an accumulation tendency during the three days. In contrast, the two minor species 

at m/z 137.0248 and 137.0596 showed a flat or falling tendency, indicating that they 

were just chemical noise not related to the plant ecosystem. This example illustrates the 

importance of using high-resolution mass analyzers for real-time analysis of complex 

mixtures. For comparison, Figure 22 along with the experimental mass spectrum, shows 

the simulated spectrum at resolution 3000 for these four species (the typical resolution 

of a high-end state-of-the-art system [12]). Clearly, at this resolving power, the four 

species would have gone unresolved and the identification and quantification of the 

monoterpenes would have been seriously compromised. 

  

Figure 22 Mass spectrum at m/z 137 



 42 

Figure 23a shows two examples of compounds whose emissions were oppositely 

correlated with the day−night cycle. The first species peaked around 8:30−9:00 a.m. to 

then decline until it reached a minimum around 1 a.m., when it bounced back to recover 

again the previous day’s levels. In contrast, the second example shown in Figure 23a has 

a maximum around 1 a.m. and its levels drop until 8−9 a.m., when it reaches a 

minimum. In this case, although the period pattern is clearly preserved across the three 

days, it shows an accumulation trend. This results in highest concentration values 

during the third night. In addition, the profile shows a plateau, rather than a well-defined 

maximum (as the diurnal compound), suggesting different kinetics. The diurnal 

compound was identified as β-caryophyllene (Figure 23b). β-Caryophyllene is one of 

the most important sesquiterpenes, which is directly related to photosynthesis [90]. The 

nocturnal compound has been assigned to indole based on its accurate mass and isotopic 

distribution. Indole is usually related to plant defense against herbivore attack [91] and 

is also used as an inhibitor for the germination of seeds of other plant species [92]. 

 

Figure 23 a) Time traces for β-caryophyllene (green) and indole (red); b) MS/MS 

confirmation of β-caryophyllene 
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In order to further illustrate the potential of our vapor analyzer to study plant 

metabolism, the plant was subjected to a stress event and its response was examined. 

First, the plant was monitored around 1.5 h under normal conditions. Then, some upper 

leafs were pierced (i.e., mimicking an insect attack event), and the plant’s instantaneous 

response was observed during 2 h after wounding the leaves. Because of the mechanical 

damage, there was a rise in the emission of 1224 compounds. Interestingly, 996 of them 

were not previously detected in the three-days experiment. This suggests that this wide 

range of molecules was associated with stress-induced metabolism Figure 24 shows the 

heatmap of the 1224 species whose emission rose upon leaf piercing, providing an 

overview of the plant response. The kinetics were similar for all the species, but with 

some subtle differences. Figure 25a displays five selected examples. Two of them were 

identified by MS/MS as methyl jasmonate and hexenyl acetate (Figure 25b). The third 

one is a sesquiterpene or probably a mixture of them (i.e., isomeric structures), and the 

rest are two unidentified molecules detected exclusively during mechanical damage. 

Methyl jasmonate is a chemical alarm for herbivore attack and an insect digestive 

inhibitor, and (Z)-3- hexenyl acetate is an attractant to predatory insects [93]. Both are 

related through the oxylipin pathway and rose under stressful conditions, as expected. 

Their time profiles, as well as the sesquiterpenes, were actually very similar, with a 

sharp increase during ∼8 min to then reach a plateau until min 50, followed by a decline 

until min 100 and when they recovered again part of the signal during the last 20 min. 

In contrast, the [C7H17O2]
+
 species rose sharply after the mechanical damage to peak 20 

min later. It then constantly declined during 80 min and stabilized during the last 20 

min. A totally different behavior was shown by the unknown compound at m/z 

134.0808, which increased constantly during the 2 h following the leaves piercing. Such 

distinct behavior and rapid changes in VOCs profiles illustrate the benefit of using real-

time techniques to capture such events with enough time resolution.  

 

Figure 24 Heatmap of plant response to mechanical damage 
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Figure 25 a) Different VOCs kinetics as response to mechanical damage; b) and c) 

MS/MS confirmation of methyl jasmonate and (Z)-3-hexenyl acetate 

8.3. Conclusions 

In conclusion, this analytical platform is able to detect hundreds of VOCs 

covering typical GC/MS methods range (i.e., 50−500 Da), in real time and without 

sample preparation. Around 400 species were found to correlate with light levels (i.e., 

diurnal and nocturnal). Some of these species were identified by MS/MS and confirmed 

an overlap between the species typically investigated by GC/MS and the VOCs detected 

by SESI-MS. More than 1200 VOCs emitted by the plant were detected as result of 

mechanical damage, with a large overlap with compounds described in the literature. 

However, we observed significant VOC changes on the time scale of minutes, implying 

that these details would have gone undetected by off-line methods without the required 

sampling frequency. SESI-MS could provide valuable complementary real-time 

chemical information on plant metabolomics to GC/MS, which in addition is still 

indispensable for accurate chemical identification isomeric species. 
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9. General conclusions 

The main conclusions of this PhD Thesis are the following: 

 A numerical simulation tool of SESI technique was developed. The results 

served to design an optimized SESI ionizer which quintuplicates preexisting 

SESI-MS performance. The highlight of this computational tool was the 

implementation of the electrospray numerical model. 

 The results of the SESI numerical simulations show that the commonly accepted 

hypothesis of constant concentration of neutral vapors at low probability of 

ionization is not true. At low sample flows there is a lean concentration of 

neutral vapors at the ionization region as the ionized vapors are extracted too 

quickly to be replaced by fresh neutral vapors. As consequence, real ionization 

efficiency is lower than the theoretical one. 

 A numerical model of TMIMS was developed in order to quantitatively study its 

performance and optimize the geometry. This algorithm was numerically 

validated through analysis of error convergence, and experimentally validated 

with literature. As the computational requirements were low, parametric sweeps 

of geometry parameters were executed to optimize the geometry. The maximum 

resolving power calculated for a single TMIMS cell was 48, operating with 

square wave. 

 A numerical model of TMIMS was developed to simulate the effect of space 

charge, which combines two species: a target ion in low concentration and high 

collision cross section, and an irrelevant buffer ion in high concentration and 

mobility. This latter produces a space charge perturbation which downgrades 

TMIMS performance. Semiempirical equations for changes in resonant 

frequency, maximum peak signal and resolving power were deducted. This 

algorithm shows signs of instability when the difference of mobilities is lower 

than 20% of the target mobility. However, it covers the expected mobility range. 

 An application in a relevant environment was presented, which consisted in the 

real-time, in vivo, analysis of a plant metabolism through the volatile organic 

compounds released from the plant. Hundreds of volatile organic compounds 

were detected, covering the typical range of GC-MS methods (50-500 Da), 

although in real-time and without sample preparation. The configuration of the 

system consisted on the SESI ionizer coupled to a high resolution mass 

spectrometer. Variations on volatile concentrations in a matter of minutes were 

noticed, which may be unobserved with GC-MS methods, and key compounds 

found in literature were detected as a validation of the system. Future 

developments may include a mobility stage in order to separate isomers, which 

now is only possible with GC-MS methods. 
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10. Conclusiones generales 

Las principales conclusiones de esta Tesis Doctoral son las siguientes: 

 Se ha desarrollado una herramienta de simulación numérica del proceso SESI, 

mediante la cual ha sido posible diseñar un ionizador SESI optimizado, que 

quintuplica la sensibilidad de los ionizadores preexistentes. El mayor logro de 

esta herramienta de simulación numérica ha sido implementar el modelo 

numérico del electrospray. Los resultados de la simulación numérica del SESI 

muestran que la hipótesis comúnmente aceptada de que la concentración de 

vapores neutros es isotrópica a bajas probabilidades de ionizaciónno es del todo 

correcta. Para bajos caudales de muestra la concentración de vapores neutros se 

empobrece en la zona de ionización debido a que los iones son extraídos 

demasiado rápido para ser reemplazados por vapores neutros frescos. Como 

consecuencia, la eficiencia de ionización real es menor que la teórica. 

 Se ha desarrollado un modelo numérico del TMIMS para estudiar 

cuantitativamente su desempeño y optimizar la geometría. Este algoritmo ha 

sido validado numéricamente mediante el análisis de la convergencia del error, y 

experimentalmente comparándolo con estudios en la literatura. Debido a su bajo 

requerimiento computacional, se ha podido ejecutar la optimización realizando 

barridos paramétricos de los parámetros geométricos. La resolución máxima 

calculada de una celda TMIMS ha sido 48, operando con onda cuadrada. 

 Se ha desarrollado un modelo numérico del TMIMS para el simular el efecto de 

la carga espacial que considera dos especies: un ion objetivo en baja 

concentración y sección eficaz de colisión grande, y una especie no relevante de 

alta movilidad y alta concentración. Esta última produce un efecto de carga 

espacial que perjudica las prestaciones del TMIMS. Se han obtenido expresiones 

semiempíricas de los cambios en la frecuencia de resonancia, señal máxima y 

resolución. Este algoritmo se muestra inestable cuando la diferencia de 

movilidades de ambos iones es menor al 20%. Sin embargo, cubre el rango de 

movilidades esperado. 

 Se ha presentado una aplicación práctica del sistema de análisis de gases en un 

entorno relevante, consistente en analizar el metabolismo de una planta a partir 

de los compuestos orgánicos volátiles emitidos por una planta en vivo y en 

tiempo real. Se detectaron cientos de compuestos organovolátiles en el rango 

típico de los métodos GC-MS (50-500 Da), pero en tiempo real y sin 

preparación de muestra. La configuración del analizador en este estudio 

combinó el ionizador SESI con un espectrómetro de masas de alta resolución. Se 

encontraron variaciones en la emisión de sustancias en cuestión de minutos, que 

con los métodos GC-MS pasarían desapercibidas, y multitud de compuestos 

existentes en la literatura como validación del sistema propuesto. En el futuro se 

podría incluir la etapa de separación por movilidad parar incorporar separación 

por movilidad de isómeros, hasta ahora sólo posible mediante GC-MS.  
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