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Abstract

Using the Weierstrass semigroup of a pair of distinct points of a Hermi-
tian curve over a finite field, we construct sequences with improved high
nonlinear complexity. In particular we improve the bound obtained in
[15, Theorem 3] considerably and the bound in [15, Theorem 4] for some
parameters.

1 Introduction

Goppa introduced a very general and useful method for constructing linear
codes with very good designed parameters [7, 8]. These linear codes are called
Goppa codes or algebraic geometry codes. The method uses a divisor G which
corresponds to a generator matrix of the linear codes in the end. One of the
main tools used in the designed parameters of the linear code is the Riemann-
Roch theorem applied on G. Later Garcia, Kim and Lax [5] improved the bound
on the designed minimum distance of the linear code if the support of G' consists
of one point P using the Weierstrass semigroup of P. Similarly Matthews [9]
improved the bound on the minimum distance of the linear code if the support
of G consists of two distinct points P; and P, using the Weierstrass semigorup
of the pair (Py, P»). Nowadays there are a lot of works devoted to further results
on Weierstrass semigroups at several points on curves and their applications to
coding theory (see, for example, [1], [2], [3],[18]).

*Published in Semigroup Forum, accepted for publication.
This work was supported by The Danish Council for Independent Research (Grant No.
DFF-4002-00367), by the Spanish MINECO/FEDER (Grant No. MTM2015-65764-C3-2-P,
MTM2015-69138-REDT and RYC-2016-20208 (AEI/FSE/UE)) and by METU Coordinator-
ship of Scientific Research Projects via grant for projects BAP-01-01-2016-008 and BAP-07-
05-2017-007.

fDepartment of Mathematical Sciences, Aalborg University, Denmark, olav@math.aau.dk

tDepartment of Mathematical Sciences, Aalborg University, Denmark and Institute of
Applied Mathematics and the Department of Mathematics, Middle East Technical University,
Turkey, ozbudak@metu.edu.tr

SIMUVA (Mathematics Research Institute), University of Valladolid, Spain and Depart-
ment of Mathematical Sciences, Aalborg University, Denmark, diego.ruanoQuva.es



In fact the ideas of Goopa are very general. There has been many approaches
using similar methods in various problems in coding theory and cryptography
(see, for example, [13], [14] and the references therein). In many of these ap-
plications Hermitian curves over finite fields are used because of their excellent
arithmetic and geometric properties.

Sequences over finite fields from the complexity-theoretic standpoint have
many applications in cryptography and pseudorandom number generation. We
refer to [4, 10, 11, 16] for some classical results and a recent survey. There are
many results on linear complexity of sequences over finite fields. Recently there
have been interesting results in the nonlinear complexity of sequences (see, for
example, [12, 15]). They use the notion of k—th order nonlinear complexity as
defined below.

Let F, and F,2 denote the finite fields with ¢ and ¢* elements.

Definition 1.1. Let s = (s1, s2,..., Sn) be a sequence of length n > 1 over the
finite field F, and let £ € N. If s; = 0 for all 1 <14 < n, then we define the k—th
order nonlinear complexity N*(s) to be 0. Otherwise let N*(s) be the smallest
m € N for which there exists a polynomial f € Fy[z1,...,z,] of degree at most
k in each variable such that

Siym = f(86,8i41, -+ s 8ipm—1) for 1 <i <n—m.

In [15], among other results, they give a construction of sequences with high
nonlinear complexity using a Hermitian curve. As we use the Hermitian curve
over Fgz, it suits better to consider sequences over Fg2 (cf. Definition 1.1) in this
paper. In [15] they construct a long sequence of length (¢ — 1)(¢? — 1) over F 2
with high nonlinear complexity. Their main tools are an explicit automorphism
of the Hermitian curve and the Riemann-Roch theorem. The main ideas are
again similar to Goppa’s ideas in general.

In this paper we improve their results using the structure of Weierstrass pairs
of distinct points of a Hermitian curve. In particular our main results improve
the bounds in [15, Theorem 3] for all parameters considerably. Moreover we also
improve bounds in [15, Theorem 4] for some parameters. This is very analogous
to the situation of improving the designed parameters of the linear codes using
Weierstrass semigroups in Goppa construction.

We use the language of algebraic function fields, which is essentially equiva-
lent to the language of algebraic curves, and we refer to [17] for the notation and
background. For the sake of simplicity we use the term rational place instead
of place of degree one from now on throughout the paper.

Let H denote the Hermitian function field

H =Fgp(r,y) with y! +y = xItL,

Recall that F,2 is the full constant field of H. Moreover H has q® + 1 distinct

-1
rational places and its genus is M

The rest of this paper is organized as follows. We give the construction and
state our main results in Section 2. We prove our results in Section 3. We
compare our new bounds and the bounds of [15] in Section 4.



2 Construction and the Main Result

Let 0 € F72 be a generator of the multiplicative group of F;Z. Let o : H— H
be the automorphism of H fixing F,» defined as

¢: H — H
x 0z (1)
y 09Ty,

Note that ¢(q2*1) = ¢, where ¢ is the identity automorphism of H. Let P
be the rational place of H corresponding to the common pole of x and y. It
is clear that ¢ fixes P,,. The action of ¢ on the rational places of H is well-
known [6]. In particular, there exist distinct rational places Q, Py, Py, ..., Py_1
different from P., such that their orbits under ¢ are distinct and having length
equal to ¢ — 1. The following is a partial list of distinct orbits of the rational

places of H under ¢:
o P

¢ Q.0(Q),.... 04 Q)
o P, o(P),..., 072 (P))

)

L4 Pq—la(z)(Pq—l)v s '7¢(q2_2)(Pq—1)-

The union of these orbits form 1+ ¢q(¢? —1) = ¢ — ¢+ 1 distinct rational places.
We do not use the remaining of ¢ rational places in this paper. We fix the
notation of these rational places throughout the paper.

The following proposition is crucial for our construction. We need to use cer-
tain facts from the theory of Weierstrass pairs of rational places of the Hermitian
function field H in its proof. We give a proof in Section 3 below.

Proposition 2.1. Under notation and assumptions as above there exists h € H
such that its pole divisor satisfies

(Moo = (= 1P + (¢ - 1)Q.
We also fix h and use it in our construction below.

Remark 2.2. The main difference of our construction with the corresponding
construction of [15] is as follows. Using only the Riemann-Roch Theorem in
[15], they obtain existence of f € H such that its pole divisor satisfies

(f)oo = (29_1)P00+Q7
(g —1)
2.1 instead of f gives a construction with much higher nonlinear complexity
lower bound. Note that existence of h as in Proposition 2.1 does not follow

from the Riemann-Roch theorem directly and it requires more knowledge of
subtle geometric structures of the Hermitian function field H.

where g is the genus of H. It turns out that using h as in Proposition



Remark 2.3. The full knowledge of the Weierstrass semigroup of a pair of
distinct rational places of the Hermitian function field allows us to choose
the best tuple (a,b) of positive integers such that there exists a pole divisor
(h)so = aPs + bQ giving the best designed lower bound on N®*)(s,) for the
constructed sequence s,, in Theorem 2.4 below.

We are ready to present our construction.
Construction 1. Under notation and construction as above let M = (¢ —

1)(¢* = 1) and s = (s1,...,5m) be a sequence of length M with terms in Fg
defined as

s1 = h(Py), s2 = h(¢(P1)), ity Sqgz_1=h <¢(q2_2)(P1)> ;
sq2 = h(P2), S1 = hO(P2)), -, sage_1) =h (0 (Ry)
S§2¢2—-1 = h(P3)7 $2¢2 = h(¢(P3))7 Tty S3(q2—1) =h ¢(q272) (P3) 3
S(g—2)(¢>—1)+1 S(q—2)(¢>—1)+2 S(g—1)(¢>-1) ,

—h(Per), = hO(P), e =R (69I(P).

Namely for0<i<qg—2and1<i<q¢?—1 we have

Sigrj = h (¢(j_1)(Pi+1)) :
The following is our first result.

Theorem 2.4. Under notation and assumptions as above, let 1 < n < M =
(g—1)(g®>—1) be an integer and consider the initial sequence sy, = (81,82, .-, 5,)
of the sequence s constructed in Construction 1 above. For any integer 1 < k <
¢ — 1, we have

)@~ 1) = (g—1)
(] + 2k(g— 1)

for the k—th order nonlinear complexity.

N (Sn) >

(2)

Remark 2.5. Theorem 2.4 gives a much improved lower bound on N®*)(s,)
compared to the lower bound of [15, Theorem 3| for all parameters. Recall
that in [15] they construct a sequence t using Hermitian function field of length
M = (¢ — 1)(¢* — 1) with terms in Fgp2. For their initial sequence t, with
1 < n < M, the lower bound of [15, Theorem 3] is

)@@ -1 -1
L) +alg = DE

N® (t,) > (3)

We compare (2) and (3) using some figures in Section 4 below.

The following is a direct corollary of Theorem 2.4 using the fact that N*)(s,,)
is an integer.



Corollary 2.6. Under the notation and assumptions as in Theorem 2.4, for
any integer 1 < k < q2 — 1 we have

L)@ = 1) = (a—1)
=] +2k(g—1)

N®(sy) > { (4)

Remark 2.7. Similarly the lower bound of [15, Theorem 3] has a direct improve-
ment. Namely under notation and assumptions as in Remark 2 we have

lgl@®—1) 1
|z +alg— Dk |

N®(sp) > { (5)

For comparison of (4) and (5) we also refer to Section 4 below.

The nonlinear complexity notion of Definition 1.1 is the main nonlinear
complexity notion used, for example, in [15] and [12]. Moreover in [15] they
also use a modified notion for nonlinear complexity, denoted as L*(s) instead of
NE(s) (see [15, Remark 3]). The difference is that the condition “of degree at
most k in each variable” in N*(s) is replaced with the condition “of total degree
at most k” in L¥(s). For the sake of clarity we formally give its definition here.

Definition 2.8. Let s = (s1, 82, ..., $n) be a sequence of length n > 1 over the
finite field F, and let £ € N. If s; = 0 for all 1 <1 < n, then we define the k—th
order nonlinear complezity L*(s) to be 0. Otherwise let L*(s) be the smallest
m € N for which there exists a polynomial f € Fy[z1,...,2,,] of total degree at
most k£ such that

Siym = f(86,8i41, -+ s 8ipm—1) for 1 <i <n—m.

Note that our construction gives sequences over F 2 and hence our statements
in our results are over Fg2, although we formally present Definition 1.1 and
Definition 2.8 over F,.

The following is our second result.

Theorem 2.9. Under notation and assumptions as above, let 1 < n < M =
(g—1)(g®>—1) be an integer and consider the initial sequence sn, = (51,82, ... ,5,)
of the sequence s constructed in Construction 1 above. For any integer 1 < k <
¢*> — 1, we have

L(k)(sn) > Lq2n7—1J (q2 -1 = (k+1)(¢g—1)

(6)

for the k—th order nonlinear complexity.

Remark 2.10. Tt is trivial that L¥(s) > N*(s) for all k. We remark that Theorem
2.9 gives a better bound than using the bound of Theorem 2.4 and the fact
L¥(s) > N¥(s). This is the same phenomenon that happened in [15, Theorem
3 and Theorem 4], which also uses Hermitian function fields.



Remark 2.11. The lower bounds on N*(s) and L*(s) are important for all in-
tegers 1 < k < ¢® — 1 as s is a sequence over F,2. For example in [15, Remark
2] the authors explain the importance of the case k = ¢®> — 1 corresponding the
largest value of k for a sequence over F2.

Remark 2.12. Theorem 2.9 gives an improved lower bound on L*(s) compared
to the bound of [15, Theorem 4] for relatively large k or small n. Under the
notation of Remark 2.5 for the sequence t constructed in [15] using Hermitian
function field, the lower bound of [15, Theorem 4] is

73 =1)—(?—qg-Dk -1
L) +k

L®) (tn) = L (7)

For example if k is near to ¢ — 1 (see Remark 2.11 above), then the bound of
[15, Theorem 4] stated in (7) is negative and hence trivial. However our bound
in Theorem 2.9 is always positive. We also compare (6) and (7) using some
figures in Section 4 below.

Similarly to the situation above, the following is a direct corollary of Theorem
2.9 using the fact that L(*)(s,) is an integer.

Corollary 2.13. Under the notation and assumptions as in Theorem 2.9, for
any integer 1 < k < ¢®> — 1 we have

7l = 1) — (k+1)(g— 1)
@51 + kg —1) '

L™ (sn) > { (8)

Remark 2.14. Again, the lower bound of [15, Theorem 3] has a direct improve-
ment. Namely under notation and assumptions as in Remark 2.12 we have

L 5l@®=1) = (¢® —q—1)k—1
| 75] +k )

(9)

L(k)(sn) > {

For comparison of (8) and (9) we also refer to Section 4 below.

3 Proofs

In this section we present proofs of our results.

3.1 Proof of Proposition 2.1

Let P be a rational place of H. Let W(P) denote its Weierstrass semigroup,
which is defined as

W(P) ={a € Ny : there exists f € H with (f)e = aP}.
The gap sequence G(P) of P is defined as
G(P) =Ny \ W(P).



It is well-known that G(P) (and hence W (P)) is the same for all rational places
P of the Hermitian function field H (see, for example, [5]). Namely

GP) = {1,2,...,9—2,9—-1,
(q+1)+1,(g+1)+2,....(¢g+1)+(¢g—2),
20¢+1)+1,2(g+1)+2,...,2(g+ 1) + (¢ — 3),

(q=3)(g+1)+1,(¢—3)(g+1)+2,...,(¢=3)(g+ 1) +2,
(¢—3)(g+1)+1}.

Let @1 and Q2 be two distinct rational places of H. Similarly the Weierstrass
semigroup W (Q1, Q2) of the pair (Q1, Q=) is defined as

W(Ql,QQ) = {(Oél,Oég) S N(2J : there exists f € H with (f)oo =a1Q1 + 042@2}.

It is important to note that W(Q1,Q2) is also the same for all pairs (Q1,Q2)
of distinct rational places Q1, Q2 of the Hermitian function field ([9]). Let
be a gap number at (1. Let B,, be the nonnegative number defined as

Ba, = min{as : (o, a2) € W(Q1,Q2)}

Note that 5, is independent from the choice of distinct rational places Q1, Q2
as we use the Hermitian function field. It follows from [9, Theorem 3.4] that

Bit—i)(g+1)+; = (@ —t —1)(q¢+ 1) +j for integers 1 < j <t <qg—1. (10)
Putting Q1 = P, Q2 = Q and t = j = (¢ — 1) we obtain that
Bg-1) =(g—1).
This means that there exists h € H such that
(Moo = (¢ — 1P + (¢ — 1)Q.

This completes the proof. O

3.2 Proof of Theorem 2.4

If n < (¢?—1), then the lower bound in Theorem 2.4 is trivial. Hence we assume
that n > (¢> — 1) without loss of generality.

Assume there exists f(x1,...,2my) € Fg2[21,..., 2] such that the degree of
f with respect to x; is at most k for each 1 < i < m, and also that

Sm+1 = f(31752a-~-75m)7
smr2 = f(52,83,...,8m+1),
Spn = f(sn—masn—m-i-la---75n—1)7 (11)



where n > m + 1 is an integer to be decided.

Let 1 < n; <ng < M be integers and consider the initial sequences sy, and
Sn, Of the sequence s constructed in Construction 1. If N(*)(s,,) = m, then
there exists f(x1,...,2m) € Fplz1,...,2,] satisfying (11) with n = ny and
hence also with n = n; < ng automatically. This shows that

1<n <ng <M= NF(s, )< NF(sy,).

Therefore it is enough to prove the theorem for n = r(¢?—1) with 1 < r < (¢—1).
From now on we assume that n = r(¢? — 1) with 1 <r < (¢ — 1).
Let w € H be the function

w=—¢"""(h) + f(h, ¢ "V (h),...,¢" "D (h)). (12)

By definition of s in Construction 1, we have

Smg1 = f(51,82, -+, 8m) = h(G(Py)) = f(M(Py), h(¢(P1)), ..., h(¢™ D (P))).

Note that for any integer ¢ > 0 and any rational place P of H, it holds that

(9 (P)) = =) (h(P)).

Therefore we get

6™ (h)(P) = F(A(P1), V() (P, ..., ¢~ D (h)(Pr)).

By definition of w in (12), this is equivalent to

w(Py) =0.
Using also
Sma2 = f(52,83, - 8mt1), 1 82—1 = f(Sq2—1-m+5q2—m> -+, 542—2)
we obtain that
W(PL) = w(B(P1)) = -+ = w(@ 2 (Py)) = 0.

Fori<i<randm+1<j< q2 — 1, similarly using

S(i-1)(¢>=1)+j = J(8(1=1) (¢ =1)4j—m> 5= 1) (@~ 1) +j—m+15 = S(i=1)(g>~1)+j—1)

altogether we obtain that

wPr) =w(@(P)) = =w(@” 27 (P) =0,
w(By) =w(d(Py) = =w(@” () =0,
w(P) —w(@P) = = (2P =0



In particular for the zero divisor (w)o of w we have

(W) > (PL+¢(Py)+-+¢T 2(Py))
(P4 ¢(Po) + -+ ¢7 2(Py))

(P4 ¢(P) + -+ 67 2(R)

and hence
deg(w)p > r(q2 —1—m). (13)

Recall that f(x1,x2,...,%m,) is a polynomial in Fp[z1,2,..., 2] such that
the degree of z; in f is at most k for each 1 < i < m. As the pole divisor of
f€eHIis
(h)oo = (¢ = 1)Psc + (¢ = 1)Q,
for the pole divisor (¢(=9(h))se of ¢~ (h) € H we have
(@ (M)oo = (¢ = 1P + (= 1)0Q
for each 1 < i < m. Therefore the pole divisor of f(h, ¢~ 1(h),...,¢~ (" D (h)) €
H satisfies that
(f(hy 87 (R), 67"V (R)))oo
< km(q = 1) Poo + k(g = D)Q + k(g = D(Q) + -+ + k(g — DoV (Q).

For the pole divisor of ¢~™(h), recall that we have

(3™ (h)oe = (g — 1)Ps + (g — 1)¢™Q.

For the pole divisor of w, these arguments imply that

(W)eo < km(g—1)Poc + k(g = 1)(Q +6(Q)
+ 0@ + (g - D™ (Q).

In particular we have
deg(w)oo < 2km(q—1) + (¢ — 1). (14)

Using the fact that deg(w)y = deg(w)s and combining (13), (14) we obtain
thet (g — 1 —m) < deg(w)o = deg(w)oo < 2km(q —1) + (¢ —1).
This implies that
s M@ =1 —(g-1)
= 2k(g—1)+r
This completes the proof. O




3.3 Proof of Theorem 2.9

We use the same approach as in the proof of Theorem 2.4 but here we assume
that f(xy,x2,...,2y) is a polynomial in Fg[z1,z2,..., 2] of total degree at
most k. Then the part of the proof after display (13) changes as follows:

Let (1,22, .., Zm) = C.’Elfxgiz coepim o€ Fe2[r1,22,...,2m] be a term hav-
ing a nonzero coefficient in f(xz1,x2,...,Zm). We have i1 +ig + - + iy, < k
and the pole divisor of £(h, p~1(h),..., ¢~ =D (h)) € H satisfies that

(U(h, o7 (h), ... ¢~ "D (h))oo
<k(g—1)Psx +i1(g — 1)Q +1i2(q — 1)P(Q) + -+ +im(q — 1)1 (Q).

Hence for the pole divisor of w we obtain

(W)oo < k(g —1)Po + k(g —1)(Q + ¢(Q)
+o 4 Q) + (g — 1)o™(Q).

In particular we have
deg(w)oo < k(g —1) + (¢ — 1)(km + 1).

We again have the same lower bound on deg(w)~, = deg(w)o given in (13). We
complete the proof as in the proof of Theorem 2.4. O

4 Comparison of the Bounds

In this section we compare Construction 1 in this paper with the construction
corresponding to Theorem 3 and Theorem 4 in [15]. For an integer 1 < r <
(g — 1), Construction 1 gives a sequence s of length (¢ — 1)(¢? — 1) with terms

n
in F,2 such that if L271J = r, then for the initial sequence s, we have (see

Theorem 2.4 above)

¢ —1)—(¢g—1)
r+2k(qg—1)

N*(sn) > By(r) = (15)

Similarly the construction corresponding to Theorem 3 in [15] gives a sequence

t of length (¢ — 1)(¢® — 1) with terms in F,2 such that if | 2” 1J = r, then for
2 —
the initial sequence s, we have
r(g? —1)—1
N¥(t,) > B =" 16

In Figure 1 we compare Bi(r) in (15) and Ba(r) in (16) for k¥ = 5. More-
over r runs through 1 < r < g — 1 with ¢ = 32 in this figure. It is clear that
Construction 1 gives large improvements in nonlinear complexity bounds com-
pared to [15, Theorem 3]. Note that [Bi(r)] is also much larger than [Ba(r)]

10



Figure 1:

as observed in Figure 1. Hence Corollary 2.6 is also much better than the direct
improvement of [15, Theorem 3] given in Remark 2.7 above.
Similarly by Theorem 2.9 we have

(@@= = (k+1)(qg—1)

L¥(sp) > Ci(r) = R ; (17)

and Theorem 4 in [15] gives

-1 —-(*—q-1k-1

o
LA (6a) = Car) = o

(18)
In Figure 2 we compare C4 (r) in (17) and Cs(r) in (18) for k = 20. Again r runs
through 1 <r < ¢g—1 with ¢ = 32 in this figure. It is clear that Construction 1
gives improvements in nonlinear complexity bounds compared to [15, Theorem
4] for relatively large k or small n. Note that, again for relative large k or small
n, [C1(r)] gives the same improvements compared to [C2(r)] as observed in
Figure 2. Hence Corollary 2.13 is also an improvement of [15, Theorem 4] given
in Remark 2.14 above.
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