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Abstract

The present work is focused on the in situ quantitative analysis of Si, Al, Mg, Ca, Ba, Na, and Fe, present in weathered terrestrial analogues to meteorites (black steel slag and impact glasses), using a portable Laser Induced Breakdown Spectroscopy (LIBS) instrument. For that purpose, several standards pellets of known elemental concentrations were manufactured. The elemental and molecular homogeneity of the pellets was studied by means of Scanning Electron Microscopy coupled to Energy Dispersive X-ray spectroscopy (SEM-EDS) and Raman spectroscopy. This check was always made before the LIBS analysis. Univariate and multivariate (Partial Least Squares (PLS) regression) calibration approaches on LIBS spectra were selected as initial calibration models. After a comparison between both approaches, the former was discarded due to the poor linearity of the calibration curves, and PLS regression was chosen to treat the LIBS spectra as the multivariate calibration approach (in the ultraviolet (UV) and infrared (IR) spectral ranges). Predictive capabilities of each calibration model were evaluated by calculating regression coefficient (r), number of PLS factors (rank), relative errors of cross validation (RMSECV), residual predictive deviation (RPD) and the Bias value. At the end, the simultaneous use of both ranges of wavelengths was demonstrated to be more fruitful rather than using the individual ones, probably due to the higher number of emission lines, number of spectral variables and the PLS latent variables for each element. Moreover, a Reference Material was used as external validation, obtaining satisfactory results in the determination of elements. The predictive ability of the PLS models was evaluated on samples of Darwin Glasses (Australia), Libyan Desert Glasses (Western Desert of Egypt) and black steel slag residues (steelworks of Basque Country). The obtained results were in concordance with the range of composition measured also by X-ray Fluorescence Spectrometer (ED-XRF).
methodology is a good, rapid, simple and cost-effective alternative for in situ analysis of these terrestrial analogues over other techniques.
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1. Introduction

Laser-Induced Breakdown Spectroscopy (LIBS) is a spectroscopic multi-elemental analytical technique based on Atomic Emission Spectroscopy (AES). The elements included in the sample are vaporized, atomized and excited in hot plasma generating an atomic and ionic spectrum that is characteristic of the elemental composition of the sample [1]. LIBS has been widely employed in the chemical analysis of meteorites of diverse nature using different laboratory based set-ups [2-5]. Stand-off LIBS at distances up to 8.3 m was used by Thompson et al. in 2006 [6] to analyse two Martian meteorites, Zagami and Dar al Gani 476, with the aim to check laboratory configurations similar to the ones designed for the ChemCam instrument on-board of the Curiosity rover sent to Mars in 2011. De Giacomo et al. used in 2007 a laboratory bench-top set up at 90° between the pulsed laser impacting in the sample and the collection of the emission lines, to analyse four different meteorites: Dofhar 461 (lunar meteorite), Chondrite L6 (stony meteorite), Dofhar 019 (Mars meteorite) and Sikhote Alin (irony meteorite) [7]. The same authors used the same configuration to perform in 2010 the first concentration profile (50 µm distance between two consecutive spots) of Ni and Co along the Widmanstätten structure on a sample of Toluca meteorite [8]. Analytical applications of LIBS in the field of space, as well as environment and cultural heritage, were reviewed in 2010 pointing out the excellent spatial resolution thanks to the micrometric laser spot [9].

The LIBS applications to the study of geomaterials, including weathering and alteration of minerals in meteorites and planetary analogues, was reviewed in 2014 [1]. In the same year the first review on portable LIBS was published [10]. Since then, several works using portable devices have been published to characterize different types of geomaterials including particulate matter in suspended sediments [11].

To carry out the quantitative analysis of solid samples, there are two traditional approaches for calibration: a calibration free procedure (CF-LIBS) and a calibration line approach [12, 13]. CF-LIBS determines the elemental composition of samples directly from measured LIBS spectra using computational methods in analyzing the basic physics of the plasma process. The plasma temperature and electron number density are estimated assuming that the plasma composition represents exactly the composition of the sample, i.e. the conditions of stoichiometric ablation
are obeyed [14]. This quantitative procedure has been applied to the analysis of found meteorite fragments [3] and even to classify them after the quantification of the elements present in the analyzed meteorite [5].

The calibration line approach consists in drawing a calibration line with a set of standards whose composition is similar to that of the unknown sample. The intensity or area of a given emission line is proportional to the number density of emitters, which, in turn, is proportional to the concentration of the emitter (namely, the analyte) in the irradiated sample. Therefore, the emission intensity is linearly correlated to the concentration of the given element in the sample [15], thus it is feasible to determine unknown concentrations of elements in the sample by comparison with standard samples of known concentrations.

The usual calibration line approach belongs to the univariate calibration methods that use a single characteristic spectral line of the measured element as an input variable to set up a univariate regression model [16]. However, due to the complex spectra of multi-component samples and the overlapping of spectral lines, univariate calibrations can produce biased concentration values. Therefore, multivariate calibrations are recommended to be employed in order to improve the accuracy of the quantitative analysis [17].

Multivariate calibration techniques such as partial least squares regression (PLS), principal component regression (PCR), multi-linear regression (MLR) or artificial neural networks (ANN) can be used [18]. In general, partial least squares regressions (PLS) are the most employed among the multivariate calibration techniques applied to measure the concentrations of elements by LIBS [19-20]. Such methods display the concentration of elements taking into account all the variables belonging to the spectrum, reducing the complexity of spectra and enabling to extract the valuable information. Moreover, other chemometric methods such as Principal Components Analysis (PCA) are often coupled to calibration techniques in order to observe data clusters and discriminate outliers, prior to performing the current quantitative determination.

The LIBS research on terrestrial analogues to extraterrestrial materials, in laboratory conditions or in situ with portable equipment, will be useful to improve and develop future experimental strategies of extraterrestrial exploration without destroying extraterrestrial samples. In this sense, the methodology adopted to validate the developed Raman spectroscopy procedures, in the Exomars2020 mission to Mars, will use Martian meteorites previously characterised. These Martian meteorites are scarce and sample consumption is not recommendable, thus terrestrial analogues should be used to optimize procedures for elemental identification and quantification that will be applied in the near future to extraterrestrial materials.

In the search for terrestrial analogues to meteorites, we have noticed that several studies have found similarities with respect to their composition between meteorites and black slag by-
products or some impact glasses, which could be due to their silica matrix and the high temperature of their formation [21-24]. On one side, black slags are residues come from the steel production that have suffered temperature gradients up to 1000°C. On the other side, impact glasses like Libyan Desert Glass (LDG) and Darwin Glass (DG) are terrestrial-extraterrestrial materials generated after the impact of a low airburst or hypervelocity extraterrestrial bolide on Earth. In this case, LDG was found in the desert of eastern Libya and western Egypt, and DG in south of Queenstown in West Coast of Tasmania. Our mineralogical studies on such black slags [25] and LDG and DG [26, 27] suggest that could be considered terrestrial analogues to meteorites. Besides, these materials in open air can also suffer the same alteration processes that affect to meteorites on the surface of the Earth.

The main aim of our work was to develop a fast, cheap, and effective methodology for the quantitative analysis of these weathered terrestrial analogues to meteorites using commercial portable LIBS equipment that allows us to carry out in situ measurements. To guarantee the required homogeneity at the spot level (around 200 microns in diameter), Electron Microscopy/Energy Dispersive X-Ray Spectroscopy (SEM-EDS) and Raman spectroscopy were employed to study the elemental and molecular distribution of the standards prior to performing any LIBS analysis (techniques already employed in the analysis of meteorites [28]). Moreover, Micro X-ray Fluorescence (µ-XRF) analysis was used to corroborate the predicted concentration of the slag and impact glass samples. The final goal was to prepare a routine method without sample preparation steps, and negligible influence of operators on analytical results.

2. Material and methods

2.1 Material

19 pellets were prepared as multi-component oxide materials of SiO (Alfa Aesar, 99.5%), MgO (Sigma-Aldrich, >99%), CaO (Sigma-Aldrich, 99.9%), Al₂O₃ (Sigma-Aldrich, 99.99%), BaO (Sigma-Aldrich, 99.99%), Na₂O + Na₂O₂ (Alfa Aesar, 99%) and Fe₂O₃ (Alfa Aesar, 99.99%) powders in order to perform a calibration line. The concentration ranges of each element varied according to the percentages that could be found in the terrestrial analogues to meteorites samples (see Fig. 1). The total weight of each powder mixture was around 0.50 g (analytical balance with ± 0.0001 g of instrumental precision). No compound was used as a binder.

The mixture of powders was milled in an agate mortar to ensure the homogeneity, and after, were hydraulically pressed at 9 Ton.cm⁻¹ of pressure (CrushIR, PIKE Technologies, Canada). The final pellets had a diameter of 12 mm and approximately 1 mm of thickness. In the same way, a pellet for each standard (oxide powders) was prepared with the purpose to select the appropriate lines in the LIBS spectra for each element taking into account the sensitivity of our
LIBS system. Afterward, these pellets were immediately stored in zip bags, without atmosphere contact, otherwise their volume could increase in a short time with high humidity levels due to hydration of CaO and MgO and can be easily broken.

The weathered terrestrial-extraterrestrial samples to analyze were black steel slags from three open air storage place of different steel productions (namely common steel, special steel and stain less steel industries), and 7 impact glasses from the Meteorites Collection of the Basque Country University (UPV/EHU), of which 3 are LDGs and 4 are DGs.

Moreover, to perform the external validation, 6 pellets were prepared mixing a steelmaking slag Reference Material (RM, NH-146, Brammer standard, Mittal Steel Oslava, Czech Republic) with ethylcellulose. It was obtained different known concentrations of Si, Mg, Ca, Al, and Fe, within the concentration range of the calibration pellets.

2.2 Methods

2.2.1 Scanning Electron Microscopy coupled to Energy Dispersive X-Ray Spectroscopy (SEM-EDS)

In order to know the elemental homogeneity of the pellets, a JEOL JSM-6400 SEM with an Oxford Pentafet photon energy instruments Link Isis X-Ray (EDS) system was used. SEM images were acquired at high vacuum employing an acceleration voltage of 20 KV as well as in the elemental mapping. Magnifications up to 10000× were reached using a Secondary Electron (SE) detector for image acquisitions, and elemental mappings were performed using a 15 mm working distance. No pretreatment was applied since the samples were considered to be conductive enough due to their iron content. The analysis and the treatment of the data were performed with the INCA Microanalysis Suite 4.3 (Oxford Instruments, UK).

2.2.2 Raman spectroscopy

The molecular homogeneity of the pellets was studied by Raman spectroscopy. For that, a Renishaw InVia confocal micro Raman spectrometer (Renishaw, UK) provided by a 514 nm lasers as excitation sources (at higher powers, the nominal laser powers at the source is 50 mW and at the samples 20 mW) was used. This equipment is coupled to a Leica DMLM microscope (Bradford, UK). For visualization and focusing 5x N PLAN (0.12 aperture) and 20x N PLAN EPI (0.40 aperture) lenses were used. The spectra were acquired using 50x N PLAN (0.75 aperture, lateral resolution of 2 µm) long-range objectives. The microscope implements a Prior Scientific motorized XYZ positioning stage with a joystick and is equipped with a micro-camera for searching points of interest. Moreover, the equipment is installed on an antivibratory table inside a temperature-controlled chamber.
Apart from detailed measurements, this equipment was used to obtain Raman chemical image acquisitions of specific areas of the samples (the measured area in each sample was of 70x70 µm) by means of the Stream Line mode (the sample is moved under the lens, to be the line raster across the area of interest), outlining the distribution of several chemical components in those areas. A great quantity of spectra and processing images were collected, creating false-colour Raman chemical imaging to perform the molecular homogeneity analyses. The spectral range was 108-2000 cm\(^{-1}\) with a resolution of 1 cm\(^{-1}\). In the detailed measurements, the number of accumulations and integration time were varied in order to achieve the best signal-to-noise ratio. For the Raman images, the acquisition time was 5 s with one accumulation per each spectrum, which ensured a suitable signal-to-noise ratio, and the step size was set in 3.2 µm. Finally, around 132 spectra were obtained. WIRE 3.2 software (Renishaw, UK) was used to the data obtaining and their analysis and treatment was carried out with the Omnic software. In the data collected for each map, a cosmic ray removal and a noise filter were performed. After accomplishing the baseline correction, the spectra were filtered based on the integration of the main Raman bands for each molecular phase in order to represent their chemical image in the selected mapping area. In case of mineral phases sharing band positions, secondary Raman bands were taken into account for peak integration.

2.2.3 Laser-Induced Breakdown Spectroscopy (LIBS)

A commercial portable EasyLIBS instrument (IVEA system, model Easy 2C, Orleans, France) was employed for these measurements. It uses a pulsed Nd:YAG laser, with the possibility to dual pulse mode, and emits at the fundamental wavelength of 1064 nm. The laser energy per pulse on the sample is higher than 25 mJ with a repetition rate of 1 Hz and the duration of laser pulse is 4-5 ns. In this work, the measurements were performed with the double pulse mode. An optimized delay time of 50 µs (both single to double pulse) to the laser pulse and a gate width of 5 ms were employed. All spectra were accumulated over 1-3 laser-shots.

The Easy 2C model consists of an optic probe in form of gun that allows focusing the laser in the material to analyze. The gun goes connected to a computer and two spectrometers corresponding to: Ultraviolet (UV) (196-419 nm) and near Infrared (NIR) (575-1000 nm) spectral range (Czerny-Turner Ocean Optics HR 2000+). Both spectral ranges were covered in each acquisition process. The spectral resolution in both is 0.2 nm (Full Width at Half Maximum, FWHM). The laser spot is around 193 µm in diameter and the crater is about 250 µm. The plasma light generated by the laser shot is collected with an aspheric lens (from Ocean Optics), directly coupled to a transport fiber. We assumed that all the molecules are dissociated into the LIBS plasma due to the high temperatures generated (T > 10000 K). A Charge Coupled Device (CCD) detector collects the signal.
Three measurements per sample were performed in different positions of its surface, approx. each 4 mm in the pellets and approx. each 5 mm in the weathered terrestrial-extraterrestrial samples, depending on the superficial irregularities. At each position, the experimental procedure firstly started in firing 4 cleaning shots, in order to avoid detecting contaminations at the surface of the pellets or due to possible impurities on the surface of the terrestrial analogues to meteorites.

The software used for automatic acquisition, control, visualization and processing of the spectra was the AnaLIBS version 6.3 from IVEA. It also incorporates two databases (IVEA database and NIST database of atomic spectral data. http://physics.nist.gov/PhysRefData/ASD) to aid in the automatic detection mode and the association of spectral lines to their corresponding chemical elements.

The statistic treatment of the data was performed by means of Principal Component Analysis (PCA) using MATLAB 2010 with PLS Toolbox, version 7.0.2 (Eigenvector Technologies) and OPUS program Version 7.2 from Bruker GmbH (Bremen, Germany) was used to develop PLS models for elemental quantification.

2.2.4 Micro-Energy Dispersive X-Ray Fluorescence Spectroscopy

The M4 TORNADO micro energy dispersive X-ray fluorescence (µ-ED-XRF) spectrometer (Bruker Nano GmbH, Berlin, Germany) was used to the semiquantitative analysis of the ten terrestrial analogues to meteorites. The equipment implements an Rh tube powered by a low-power high voltage generator and cooled by air. This tube can operate at voltages in the range of 10-50 kV and currents in the range of 100-700 µA. It is mounted on a mechanical collimator that allows performing measurements under a lateral/spatial resolution (spot) of 1 mm. An energy-dispersive SDD detector with 30 mm² sensitive area and energy resolution of 142 eV for Mn Kα line performs the detection of the fluorescence radiation emitted by the elements on the sample. Five repetitive punctual measurements in several points (aprox. each 5 mm depending on the superficial irregularities) of each sample were performed. The measuring time (Live Time) used for each punctual measurement was 15 s. Once the spectra were acquired, semi-quantitative information was obtained from them. M-Quant quantification software package based on the use of Fundamental Parameters and included in the instrument was employed to the semiquantitative results.

3. Results and discussion

3.1 Homogeneity of the powder pellets
The homogeneity is an important factor in the case of calibration samples. Therefore, Scanning Electron Microscopy coupled to Energy Dispersive X-ray spectroscopy (SEM-EDS) and Raman imaging were used to examine the elemental and molecular distribution respectively.

3.1.1 Scanning Electron Microscopy- Energy Dispersive X-ray Spectroscopy (SEM-EDS)
The SEM images showed that the size of the grains in the calibration samples was between 1-5 µm range (see Fig. 2i as an example). If we take into account the diameter of the spot analysed by the portable LIBS instrument (around 200 µm), a high number of individual crystals/grains are ablated per shot. Moreover, after obtaining the elemental distribution by EDS mapping of the samples, cameo images over SEM images were performed, and homogeneous elemental distribution was determined (see Fig. 2ii).

3.1.2 Raman spectroscopy imaging
During the Raman analysis of all the oxide mixtures in the calibration pellets, it was observed that Al2O3 did not give a Raman response, which is due to some polymorphs of alumina do not give Raman signal. Likewise, CaO and MgO are also inactive in Raman spectroscopy [29], so they could not be identified. BaO was not possible to detect either. Then, we were only able to identify Fe2O3 (Raman bands at 223s, 288vs, 408m, 497w and 608w cm⁻¹), SiO (Raman band at 460br cm⁻¹) and Na2O+Na2O2 (Raman bands at 236vs, 735m, 790w and 1077s cm⁻¹). Finally, by means of Raman imaging, the homogeneous distribution was observed for those active oxides in Raman (see Fig. 2iii).

On the other hand, we recognized that, after some hours in contact with the atmosphere, some new compounds were formed in the pellets, such as carbonates (calcite (CaCO3, Raman bands at 155m, 281m, 712m, 1085vs, 1433w and 1747w cm⁻¹) and witherite (BaCO3, Raman bands at 688m, 1059s and 1418w cm⁻¹)), and hydroxides (brucite (Mg(OH)2, Raman bands at 278m and 443m cm⁻¹) and portlandite (Ca(OH)2, Raman band at 356s cm⁻¹)). Besides, after one week, Raman bands related to H2O were also identified in the calibration pellets (Raman bands at ≈3000-3600 cm⁻¹ [30]). It was concluded that the contact with the atmosphere must be avoided after preparation of the standards to avoid systematic sources of errors in the quantitative analysis. Hence, once we made new pellets, they were stored in zip bags until their LIBS analysis.

3.2 LIBS analysis of the powder pellets

3.2.1 Identification of outliers
The identification of outliers between replicates of the calibration data set (19 calibration samples x 3 replicates, 57 total analyses) was performed applying Principal Components Analysis (PCA) on the LIBS spectra to the potential LIBS calibration set spectra (with mean and center as the spectral preprocessing). Two PCs were enough to explain the whole variance (PC1: 81.51% and PC2: 11.02%), and the addition of extra components did not increase significantly the explained data variance. Moreover, there was a high reproducibility in the measurement process of the calibration pellets. From the 57 measurements only six outliers were detected. The identification of these outliers was considered positive if the replicate measurements for each pellet were away from the other replicates.

Moreover, a suitable dataset (representative and reflecting the maximum variance shown by samples) to proceed to the quantification was confirmed by means of PCA (PC1: 71.31% and PC2: 13.93%) applied to the potential LIBS spectra set. This included the calibration set, the terrestrial analogues to meteorites samples to analyze (LDG, DG and black steel slag) and the test set (pellets with mixture of the reference material and ethyl-cellulose). As it can be seen in the Fig. 3, sample dataset and the selected validation set could be in the same range of concentration that the calibration spectra set at the 99% confidence level.

Two different calibration approaches were used with the whole dataset: univariate calibration and multivariate calibration using Partial Least Squares (PLS).

### 3.2.2 Univariate calibration

Firstly, a univariate calibration using the UV wavelength region was carried out. The characteristics emission lines for Al, Ca, Fe, Mg, Si, and Ba in the UV wavelength region of a LIBS spectrum of the calibration set can be seen in the Fig. 4a. The determination of the peak areas of the LIBS spectra was studied without normalization and using normalization. The normalization consisted in calculating the sum of all the lines intensity values, and the chosen lines were corrected with respect to that value. These results were similar to those without normalization, therefore, their peak areas without normalization were considered for building the univariate models.

A spectral line without overlapping was selected for each element: Al(I) 308.21 nm, Ca(II) 396.87 nm, Fe(I) 373.74 nm, Mg(I) 285.16 nm, Si(I) 288.16 nm and Ba(II) 389.14 nm (neutral (I) or single ionized species (II)). Na was not taken into account because it did not present strong or relevant lines in the UV spectral range according to the intensities given by our equipment.

Then, the areas of Al, Ca, Fe, Mg, Si and Ba selected lines were represented in front of the concentrations to obtain the univariate calibration curves. In all cases, univariate calibration models presented low linearity with correlation coefficient too low (r\text{cal} < 0.90), showing low
robustness for the models. The poor linearity of the univariate calibration curves affects the accuracy and the precision of the prediction. Thus, the univariate calibration curves could be used only for rapid estimations of the elemental compositions in the samples but not for accurate estimation of unknown samples.

3.2.3 Multivariate calibration
PLS regression method type I (PLS1) was used as a single response variable (elemental concentration) versus the observable variable (spectra, intensity at each spectrometer channels). PLS multivariate models were created using the calibration data set, which predicted a limited number of output values (elemental concentrations) from a very large number of input variables (intensity at multiple wavelengths). This calibration involved three phases, namely regression, validation and prediction. In the regression phase, the LIBS spectra of 19 calibration pellets (3 replicates in different sites of each pellet) were used to make the calibration data set. The whole set of data was used to construct the mathematical model per analyte. For the validation phase, it was employed a test set with LIBS spectra of six steelmaking slag RM pellets (3 replicates in different sites of each pellet) of different concentrations diluted with ethylcellulose. The final phase of calibration was the prediction, where the robustness of the model was tested with another set of samples that was completely independent from the calibration and validation data set; these were the LIBS spectra of the impact glasses and the steel slag samples.

It was compared the use of both spectral range (UV plus IR) together or separately in order to observe drawbacks or advantages in each case and with the aim of simplifying the method of analysis.

3.2.3.1 Combined UV + IR LIBS spectra
UV and IR spectral ranges were used jointly. The obtained LIBS spectra of the oxide materials revealed clear differences between calibration samples of different composition, as it can be seen in the Fig. 4.

Besides, on the basis of the spectral selectivity and sensitivity of our portable instrument, the following characteristic emission lines of each element (NIST database) were selected as the significant emission lines for the quantitative determination: Ca(I) 616.12 nm, Fe(I) 275.01 nm, Fe(I) 667.15 nm, Mg(II) 279.63 nm, Na(I) 589.16 nm, Ba(I) 705.74 nm, and Si(II) 634.88 nm.

Predictive models were designed with the aforementioned 51 final calibration samples. Over the calibration set spectra, several spectral ranges combined with different preprocessing algorithms were tested, and the optimum number of PLS factors with the minimum of the predicted residual error (RMSE) was selected. For that, the calibration set spectra was applied for the
construction of around 450 preliminary PLS calibration models for each analyte (aprox. 3200 PLS models) using the full spectral range (UV-IR).

Ten preprocessing methods were employed: Constant Offset Elimination (COE), Straight Line Subtraction (SLS), Vector Normalization (SVN), Multiplicative Scatter Correction (MSC), first derivative (FD), Min-Max Normalization (MMN), Second Derivate remove constant background signals, First derivate (FD) and Straight line subtraction, First derivate (FD) and Vector normalization (SNV) and First derivative and MSC.

Furthermore, the mentioned spectral preprocessings were taken with only a spectral range of +/- 5 nm from the characteristic line intensity of each specific element to build up PLS models that reflected the elemental concentration, but there were unsatisfactory results. Hence, they were not taken into account.

The preliminary PLS models were used for selecting the final PLS models (one for each analyte) based on adequate spectral range (including the characteristics and strong emission lines of each analyte), high regression coefficient (r), appropriate number of PLS factors (rank) and the lowest relative errors of cross validation (RMSECV). In addition, the residual predictive deviation (RPD) and the Bias value were employed as quality indicators of prediction accuracy and predictive ability of the PLS models. Because of the high volume of results generated, the best PLS models of each analyte with their statistical parameters have been summarized in the Table 1.

From none to different spectral preprocessing methods were required as optimal spectral pretreatment, such as SNV and MSC as well as a combination of them (FD + MSC). The number of PLS factors (Rank) were low and ranged from 2 (for Ba) to a maximum one of 10 (for Na) (see Table 1). The RPD values were around 2 (except in Na). The highest values of RDP suggest that the methods have a good prediction capability. Moreover, low values for bias were found (from 0.3 for Ba and Ca, and 1.2 for Al); the lower bias value, the better for the estimated unknowns.

Fig. 5 shows the comparison between the calibration and validation lines from the dataset in the case of Al, Fe, Mg, and Si. As it can be noticeable, there are not significant differences between the calibration and validation line, with r values between 0.8 (for Fe) and 0.9 (for Mg).

3.2.3.2 UV versus IR LIBS spectra

With the aim of minimizing analysis time and the number of spectral data to the statistical treatment, the same methodology of PLS calibration was applied separately to each spectral region. Table 2 and 3 summarize details of the spectral preprocessing, spectral range and quality parameters of the final PLS models selected for each analyte.
In the case of PLS models of the LIBS spectra belonging to the UV range, the RPD values were higher (2.63 for Mg) than in the case of those belonging to the IR range. It had also better regression coefficients (between 0.77 and 0.92), bias (low values, for instance 0.02 for Fe) and RMSECV values (around 12%). An explanation about the worst results with the IR spectral range could be due to distortions produced by self-absorption, lower number of emission characteristics lines, higher overlapping of the emission lines in that range, laser energy fluctuations, etc. Consequently, despite some of those parameters could improve using only the UV spectral range, the combination of both ranges (UV plus IR) offered high regression coefficients and RPD, low RMSECV and rank values, and besides, provided the possibility to obtain all the characteristics and strong emission lines of each analyte (Al, Ba, Ca, Fe, Mg, Na, and Si), not given in each separate spectral range.

According to that, it was considered to use the PLS models obtained when we combined UV and IR spectral range for the next steps of the method development.

3.2.3.3 Validation of PLS models using all the spectral range (UV+IR)

With the final PLS models for each analyte (Ca, Al, Fe, Si, Na, Mg, and Ba), two different types of validation were performed: cross-validation (LOO) and test set validation. Firstly, the constructed PLS calibration models for each analyte were validated using leave-one-out (LOO) cross validation, in which each sample in the calibration set is successively left out and treated as an unknown while the model is trained. In our case of 51 measurements, each new model was made on 50 measurements. The estimation of RMSE of cross-validation is RMSECV and the values obtained can be seen in the Table 1. The PLS models had low RMSECV (around 15%) taking into consideration the high concentration values of each analyte used in the calibration data set.

Finally, the models were validated using an external set of samples (test set validation). For that purpose, we selected the steelmaking slag reference material, whose composition is a mixture of oxides as in our calibration set (oxide pellets). The 6 pellets of this RM with different concentrations of the studied elements were measured. The test set validation gave excellent results mainly to Fe, Mg, and Si, and satisfactory for Al and Ca. The RM has not certificated values for Ba and Na.

3.3 LIBS and µ-XRF analysis of the weathered terrestrial analogues to meteorites

As it is mentioned above, the predictive ability of the PLS models was evaluated on the LIBS spectra of the impact glasses (see Fig. 6) and the black steel slag samples. The statistic index of Mahalanobis distance warned us about the applicability of the PLS models to a new sample. Thus, if the samples used in the calibration data set are similar to these new predicted samples,
the value of this distance is low [31]. Our values of Mahalanobis distance were low (<1 in all the cases), except for Al and Ca in a few LDGs and DGs. Then, the predicted concentrations were not considered as outliers by the selected PLS models.

Furthermore, comparing our elemental concentration values (in terms of their oxide values) with others also obtained in steel slags with laboratory LIBS instrumentation [32], it could be observed that the same concentration range was obtained in both cases (see Fig. S1). The range of predicted concentrations of the impact glasses (LDG and DG) was also in accordance with the results of other authors in the bibliography [33-36].

Moreover, the predicted concentration values of Ba, Ca, Fe, Mg, Na and Si for both types of weathered terrestrial analogues obtained by the selected PLS model were in concordance with the composition tendency found by µ-XRF, taking into account the heterogeneity of the analyzed samples (see Fig. 7), except for Al.

4. Conclusions
A fast, cheap and effective quantitative methodology has been developed for in situ analysis of Si, Al, Mg, Ca, Ba, Na, and Fe in weathered terrestrial analogues to meteorites by means of portable LIBS using multivariate calibration line approach. To guarantee the homogeneity of the powdered pellets of the standards, the base of this work, the elemental and molecular distribution was always checked at the size of the LIBS spot (around 200 µm) through SEM-EDS and Raman imaging.

Univariate calibration, the most common approach used in LIBS, did not provide satisfactory results for the quantitative analysis of this kind of samples. Irrespective of the selected emission lines for the different elements, the calibration models presented low linearity and correlation coefficient values. Hence, multivariate calibration was used to quantify Fe, Mg, Si, Al, Ba, Na, and Ca using UV and NIR spectral ranges. After a comparison between using these spectral ranges together and using them separately, a much more robust calibration approach was obtained by considering multivariate models with both UV and IR ranges. The selected PLS models for the seven elements showed linearity in the calibration and validation curve with the selected dataset. The capability of this approach was checked using slag reference material with excellent results in the case of Fe, Mg, and Si, and satisfactory for Al and Ca. Moreover, concentration values of Fe, Mg, Si, Al, Ba, Na and Ca of impact glasses and steel slag samples were calculated, giving similar results to those by µ-XRF.

We concluded that the PLS approach provided better predictions than the univariate calibration for these type of silicate based materials, which have been subjected to high temperatures during their formation. This finding is relevant to develop calibration strategies to analyse other types
of silicate materials formed at high temperatures, like silicate based meteorites and other kind of extraterrestrial materials.
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Figure captions

Fig.1. Concentrations of the elements (Ba, Na, Ca, Al, Fe, Si, and Mg) present in the powder pellets belonging to the calibration curve (1-19). The concentrations are given in % weight.

Fig.2. i. SEM image of a calibration sample; ii. SEM mapping of a calibration sample. Green: Ca, blue: Fe, reddish: Mg, white: Ba, khaki: Si and brownish-reddish: Al. Na was not detected probably because this sample had the lowest sodium concentration; iii. Raman microscopic image (a) and distribution of Na$_2$O +Na$_2$O$_2$ (b), SiO (c) and Fe$_2$O$_3$ (d) in a coloured area of 70x70 µm for one of the calibration samples.

Fig.3. Projection of the scores on the space formed by the first and second PCs of LIBS data set spectra in the range of UV and IR. Orange: test set (RM), Black: calibration set, Green: Darwin Glass, Blue: Libyan Desert Glass, and Pink: black steel slag.

Fig.4. Six representative LIBS spectra of 7, 10, 12, 13, 16, and 17 calibration pellets with significant difference in the content of oxide weight: (a) UV and IR (b) spectral ranges.

Fig.5. Model and validation plots produced with PLS1. It is displayed the known versus PLS predicted concentrations of Al, Fe, Mg, and Si in mg·Kg$^{-1}$. The green circles and solid line represent the calibration curve, and the blue line represents the validation curve. The red circles are outliers.

Fig.6. Some representative LIBS spectra measurements on LDG and DG samples with the characteristic emission lines of Al, Fe, Mg, Na, Ca, Si, and Ba in the UV and NIR region.

Fig.7. Maximum and minimum concentration values (%) of LDG, DG and the three slag samples obtained by LIBS analysis (black) and µ–XRF (green). N.D.: not detected.

Fig. S1. Maximum, minimum and mean concentration values (%) of our common steel slag (blue) and those of other work (red).