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Abstract

A set of tools to analyze inconsistencies observed in aTGBi labelling experiment are pre-
sented. We formalize and use the metrics that are commoely imsinconsistency tests. The
metrics are systematically applied to analyze the robgstoé every symbol and every pair of
transcribers. The results reveal agreement rates for tilniy $hat are comparable to previous
ToBI inter-reliability tests. The inter-transcriber cosfon rates are transformed into distance
matrices to use multidimensional scaling for visualizihg tonfusion between thefiirent
ToBI symbols and the disagreement between the raters. tbtdifferent labelling criteria are
identified and subsets of symbols that are candidates toseel fare proposed.

Keywords: Prosody, Prosodic labeling, Inter-transcriber consistefoBI

1. Introduction

The framework of intonational phonology, also known as theo&egmental-Metrical (AM)
model of intonation, has been applied to many languagesorughly describe prosodic sys-
tems and develop methods of collecting intonation data Thjs framework has also been ap-
plied in automatic speech processing and database ammotatyield ToBI (TOnes and Break
Indices) a prosodic labelling standard for speech datatthse is based on Pierrehumbert’s the-
sis [2]. ToBI-based systems have been developed to labelaigbases for many languages such
as English [3], Spanish [4, 5, 6], German [7], Japanese [B3et[9], Korean [10] and Catalan
[11, 12] among others.

It is important to make clear that, as the developers of ToBlieitly state, ToBl is not an
International Phonetic Alphabet for prosody. Becausenation and prosodic organizatiortiir
from language to language, and often from dialect to diaétttin a language, there are many
different ToBI systems, each one specific to a language varidttharcommunity of researchers
working on that language variety [13]. From this point ofwje full intonational and prosodic
description of a given language is heeded before a ToBlebmaascription system is accepted
as a community-wide standard.

The ToBI system consists of annotations at several timleetinevels of analysis. The three
obligatory tiers are: an orthographic tier, of time-aligneords; a break index tier, which indi-
cates the degree of junction between words; and a tonawti@re pitch accents, phrase accents
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and boundary tones define intonational events. A fourthttiermiscellaneous tier, is provided
to annotate any additional phenomena, such as disfluencies.

One of the advantages of using the ToBI systems for prosaudfiotation is its reliable inter-
transcriber consistency (see the favourable inter-trévescreliability scores for the flierent
systems in section 5.1) due to the relatively simple labgllprocedure proposed. Moreover,
the ToBI systems presented for each language are geneaalyton and directly linked to fun-
damental research on prosody for each language. Yet debpitgidespread use of the ToBI
system, it also has its detractors [14, 15, 16, 17], in paldic because of the confusions have
arisen either in the tagging process, when more than onsdriier must label the same utter-
ances, or when labelling is done automatically, since inatl®matic labelling process, some
of the points where ToBI markers need to be placed are ndyedsitifiable from the acoustic
signal [18, 19, 20].

In phonologically-oriented prosodic transcribing syssetike ToBI, intercoder inconsisten-
cies appear because the labelling process depends on fodaajteria that are mainly depen-
dent on the subjective human judges. Our point of view isitf@insistencies are due to the non-
uniform acoustic expression of prosody and are inevitadt@vever, they represent a challenge
for the development of prosodic speech synthesis and rémgsystems across languages, as
well as automatic prosodic labelling systems.

This paper has two goals. First, to run an inter-transciibasistency test for Catalan speech
data annotated with the Catalan-adapted version of ToBhl&ahas been intensively analyzed
from a prosodic point of view and a full-fledged ToBI annatatproposal (CafoBI) has beenin
place for some time now Prieto2012,Prieto2009,CatToBs. therefore of considerable interest
to subject CafloBI to an inter-rater consistency test at this point. Te #1id, ten transcribers la-
belled prosodic events independently on a Catalan corpugentty sentences from fourftigrent
speech styles using the most recent version of thel6Bt system. The twenty sentences were
extracts from recordings of a variety of discourse typeduiting spontaneous speech. Though
favourable inter-transcriber reliability results haveebeeported for ToBI-labelled corpora of
mainly read speech produced in a laboratory setting, femter-transcriber reliability studies
have been carried out for spontaneous speech (e.g., [21]).

The second goal of this paper is to propose a low-cost proegd@utomatically obtain three
types of important information from an inter-transcribensistency experimental test: (a) the
most confusable symbols from experimental data; (b) thesygf errors most commonly pro-
duced by labellers; (c) signs of indigient pre-training in individual labellers. As is well knayw
the selection of skilled, experienced transcribers isiatdor producing a large database that is
consistently and thus usefully labelled. The aim of @lessando Projectwhich is one of the
sponsors of this research (see section 8) is to do precizatlyite. to compile a Spani&batalan
prosodic corpus enriched with ToBI labels, and it was regdrals essential to be able to carry
out thes three tests before starting such a large-scallifgbgrocess. It was assumed that the
labels introduced by an unskilled labeller wouldfei significantly from the labels introduced
by a proficient labeller, and consequently the consistefitigeofinal corpus would be poor. In
this paper, we review and formalize the commonly used neefdcmeasuring inter-transcriber
consistency, and we use multidimensional scaling to easigriminate proficient transcribers
from those that are not. Furthermore, we propose a proceéduliagnose the common mistakes
of the inexpert labeller in order to advise hher in a potential retraining process.

That said, when a transcribing system is still undergoingiigment, the withdrawal of un-
skilled labellers may not be enough to increase consistexteg. This is because, as we will see
in this paper, even taggers who are regarded as experts kit éow inter-labeller consistency
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rates when they label the same set of sentences. The readbisfis that they apparently use
different tagging criteria for some of the ToBI symbols. We witgent a procedure for analyz-
ing inconsistencies that permits these situations to beoiited by identifying the problematic
symbols that cause these conflicts. This analysis will havargact on the evaluation of the
ToBI system in itself.

Another source of inconsistencies is the existence of jditags, or sequences of tags that
are commonly confused by the labellers because of their pgbeptual or acoustic similarity.
In [17] a set of transcribers are questioned about the Bitailarity of the various ToBI labels.
Their answers show that, for example, they find the plaiandL+H* the most dificult pair of
symbols to separate. The identification of other easily esed labels suggest that it might be
advisable to build alternative reduced versions of theqtmsset of labels. In fact, a reduction in
the number of ToBl symbols has already been shown tdfeetéze for not only speeding up the
manual labelling process [22] but also increasing the aatmnelassification rates [23, 24, 25].

Thus, the overarching aim of this article is to present a Uaigg-independent procedure
that will allow the inter-transcriber inconsistency to lemputed and visualized when while a
prosodic corpus is being labelled in order to easily idgntiin the one hand, misuses of the
conventions by taggers, and on the other hand, the mostsaisifisymbols.

The paper is organized as follows: the database is presiergedtion 2 including a review of
the CatToBI system; next the experimental procedure is descriligtdttve report of the metrics
(section 3) and the visualization techniques (section &) hlave been used to present the results
that are reported in section 5. We conclude with a discussfidine results and suggestions for
future work in sections 6 and 7.

2. Methods

This section consists of a description of the speech dagabashich the analysis tools were
applied. The prosodic events were annotated within theTGBl framework.

2.1. Corpus

Twenty Central Catalan target utterances were selected diiierent corpora so that they
represented the following fourftierent discourse types:

1. Spontaneous speech excerpted from the guided interviesospus of thétles interactiu
de I'entonacio6 del catald26],

2. Spontaneous speech excerpted from the Map Task subcofpls Atles interactiu de
I'entonaci6 del catald26],

3. Radio news,

4. Text reading (from the Festcat database[27]).

The full set of sentences in Catalan, together with theirlEhdranslation can be found in
the Appendix A. Nine out of the twenty utterances are yesunestjons or wh-questions, four
are narrow focus statements and the rest are broad focesnstats. In total, the sentences
contained 264 words. The duration of the 20 files is 89.8 s#xomhe speech sources were 12
native speakers of Central Catalan (5 males and 7 females).
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Figure 1: Example of an utterance in Catalan with audio signhalyzed using Praat to show formant frequency (top tier)
and wave form (second highest tier), followed by orthographd phonological transcriptions (middle two tiers), lea
and tones annotation (bottom tiers).

2.2. Labellers

A total of ten labellers participated in the labelling werk do independently label audio
files of the same twenty utterances. In terms of degree of prperience with prosody and
CatToBI some of the labellers were absolute beginners whilergthad actually contributed
to the development of CafioBl and were fully comfortable with it. The labellers wergided
into three groups: Group 1 (Experts), Group 2 (Familiar withsodic annotation systems),
and Group 3 (Beginners, completely new to any model of irtfonaor prosodic transcription).
Group 1 comprised four labellers and Groups 2 and 3 had thbedlérs each. All labellers were
native speakers of Catalan, with two dialects represefedtfal Catalan and Balearic Catalan).

2.3. Transcription procedure
Following general ToBI conventions, transcribers had tdquen the following tasks:

1. Mark any syllables which carry a clear prominence, thatéside if there is a pitch accent.
2. Ifthere is a pitch accent, decide the pitch accent type.

3. Mark diferent degrees of the strength of the boundary between twogrdphic words,
that is, decide the break index.



4. Decide the boundary tone type, according to the degremebgic breaking (intermediate
phrase-ip vs. intonational phrase-IP).

Each transcriber was provided with a document describiagtt ToBI system [11] as well
as CatToBI training materials [28]. The training materials cdnta tutorial explaining each of
the labels used in CalfoBl, along with recorded examples of transcribed utteeand here are
also exercises to practice assigning the labels descnilthe itext. These materials are designed
to be self-explanatory. Moreover, absolute beginnersdéé a course (three sessions of three
hours each) on the basics of the AM model and the ToBI lalieBiystems taught by the last
author of the article.

Manual annotation was performed using the Praat tool [29¢ Starting point was &xtGrid
file [29] for each sentence with its orthographic and phonediadcription. The transcribers stud-
ied the visual display on a computer monitor of the audio &igRO curve and waveform) and
then used that visual information to make labelling dedisiabout prosodic features. The key el-
ements to be labelled were prominence, prosodic boundanygth and pitch accent and bound-
ary tone types. An example showing audio signal informatiod orthographic and phonetic
transcriptions with CaffoBI annotation added in the lowest tier is provided in Feglliy.

The utterances selected had not previously been labelleahipyof the participating tran-
scribers in the course of earlier research; each transaxitiked alone on the twenty utterances
in the experimental data-set and they were not allowed tudssthese utterances with any other
transcriber or researcher. After all ten transcribers lwadpieted the transcription, théliextgrid
fileswere collected and statistics for inter-labeller agreemeasre computed from the data, as
will be explained in the following sections.

2.4. The CafToBI system

The description of Catalan prosodic organization and ition presented here is based on
early work on Catalan within the framework of intonationabpology [11, 30]. The most up-
dated description of the CabBI proposal may be found in [11] and on tBat ToBI Training
Materials website [28]. As in other languages analyzed within the ThBiework, Catalan
intonational events are of two types, namely pitch accemtpi(ch movements that are associ-
ated with metrically strong positions), and boundary tofoegones that are anchored to phrase
edges). The phrases that are marked by the placement oftthesdary tones are an important
component of the metrical structure in the language.

As far as prosodic organization is concerned, TaBl proposes to analyze the Catalan data
as having four levels of phrasing: the prosodic word, thenplhagical phrase, the intermediate
phrase (ip) and the intonational phrase (IP). Evidence jppstt of the prosodic word, the inter-
mediate phrase and the intonational phrase are descrijéd,i28], where it is also acknowl-
edged that the existence in Catalan of the phonologicakptissan unresolved issue. According
to this description, in CatoBlI, five levels are included in the break-index tier: Br€ako mark
cohesion between orthographic fornis, to mark boundaries between prosodic words; Break
2, to mark a level of phrasing below the intermediate phrBseak 3, to mark the boundaries of
intermediate phrases; and Break 4, to mark the boundariesoofational phrases.

For the intonational analysis of Catalan utterances, in 28] two types of tonal events are
recognized: i) pitch accents, or local tonal events whighaasociated with metrically strong
syllables and which confer accentual prominence to thellab$gs; and ii) boundary tones,
or tonal events associated with the boundaries of prosauhitaihs, at both the right edge of
intermediate phrases and the right edge of intonationadga®. It should be noted here that
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some authors have argued that the phrase accent categdng cispensed with, and that only
one type of boundary tone is needed.

According to this, Catalan has six basic pitch accents H#HE, L+>H*, L*, L* +H and
H+L*, with the following upstepped and downstepped pitch deyparts (i.e., scaled higher or
lower than the previous pitch accent): 'H*, H*IH*, L +ijH* and !H+L*. With respect to the
use of the symbob’, the same convention used in MAE-ToBI [3] and in.GoBlI [9] is adopted:
if the maximum FO peak does not actually occur within theadyl# nucleus, the late FO event is
marked by putting the symbaob’ before the H.

With respect to boundary tones, the following boundary $omed phrase accents have been
attested (with the inventory of boundary tonefiati as a function of its position in the prosodic
hierarchy i.e., end of IP, end of ip, beginning of IP).

e 8 types of boundary tones at the end of IPs (marked with the #oel after the tone):
L%, M%, H%, HH%, HL%, LH%, LM%, LHL%

e 5 types of boundary tones at the end of ips (marked with thenbsy after the tone): L-,
M-, H-, HH-, LH-

o 1 type of initial boundary tone (marked with the % symbol befthe tone): %H.

For our analysis of inter-transcriber reliability, we digfuished a total of 7 distinct pitch
accent categories. We decided to exclusively analyze tbagdbgical identity of distinct pitch
accent types, and upstep and downstep marks were disrdgarttee analysis. Similarly, the
distinction between ip and IP levels of phrasing was coltdps

3. Measuring theinter-transcriber agreement

In a labelling process, inter-transcriber reliability qtiies the degree of agreement among
labellers by giving a numerical score of how much consenkaeetis in the labels assigned
by transcribers7 ]. The measurements of inter-transcriber consistency us#ds study will
follow closely the ones used in previous prosodic testsdiifate comparisons between studies.
The ToBI labels are treated as categorical data so that thst coonmonly used metrics are
joint agreement, kappa statistics and pairwise transcageeement, which are presented in the
following sections.

3.1. Formulation

Let us refer to the prosodic event to be labeledshywith i = 1..e. Likewise, let us refer to
the transcribers or labellers that participate in the taggrocess by ;, with j = 1.t. Finally, let
us refer to the categories into which assignments are plag€y, withk = 1..c, i.e.the number
of marks that can potentially be used,; € Cy will be the category assigned by the labeljeo
any event.

3.2. Joint agreement

The joint agreement is the number of times each rating tielabelCy) is assigned by each
labeller, divided by the total number of ratings [31]. gt represent the number of raters who
assigned thé" subject to th&!" category. By computing thay values for every and displaying
this information for a giverk the distribution of the quantity of agreement associatdtl each
symbol, f(ny), can be visualized.
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For a giverk, the distribution of frequency(ny) has a domain of values that goes from 1 to
t (the O value is ignored as it represents events where norfetfraters assigned the symbol
k). In the extreme case in which theaters agree every time the symlxa@ppears, the mode of
f(nk) would bet. Thus, a right mono-lobulated distribution indicates ahhégreement as most
raters agree when they label the catedarifhus the closer the mode of the distribution ig,to
the greater the consensus.

On the other hand the closer the mode of the distributign) is to 1, the more problematic
the symbol. In an extreme case, every time the syrkiagpears, only one of theaters would
mark it. Thus a left mono-lobulated distribution is evideruf low agreement, since the labellers
have used this symbol rarely and without consistency. Euntbre, bilobulated distributions and
flat distributions indicate a high confusion with potentiabng tagging criteria.

We have found no reference to ToBI labelling consistendg t@swhich this metric had been
used. Results in this paper show the usefulness of thisfl@quiency test to evaluateftiiring
degrees of consensus in the assignation fdécnt labels.

3.3. Kappa statistics

Fleiss’ kappa [32] is a generalization of Scott's pi st&t[883], a statistical measure of inter-
rater reliability. It is also related to Cohen'’s kappa st#t[34]. Whereas Scott’s pi and Cohen’s
kappa work for only two raters, Fleiss’ kappa works for anynitwer of raters, giving categorical
ratings to a fixed number of items. The kappa indices aregréed with the greek letter

Thek index expresses the extent to which the observed amounteémgnt among raters
exceeds what would be expected if all raters made theirgat@ompletely randomly. The
index is computed by means of the formula:

TP, @

whereP, is the relative observed agreement among ratersPatglthe hypothetical proba-
bility of chance agreement, using the observed data to lediéctine probabilities of each observer
randomly saying each category. If the raters are in compigteement ther = 1. If there is
no agreement among the raters (other than what would be texpleyg chance) then < 0. The
factor 1- P, gives the degree of agreement that is attainable above ehandP — P. gives
the degree of agreement actually achieved above chante déters are in complete agreement
thenk = 1. If there is no agreement among the raters (other than wbaldvbe expected by
chance) ther < 0.

Let ny represent the number of raters who assigned®rsubject to thek" category. First
calculatep. as the proportion of all assignations which were todheategory:

l e
Pc = ot ; Nik, (2

The probability of change is then computed Bs:= 3'5_; pe.
Now calculateP;, the extent to which raters agree aboutithevent:

1 Cc
Pi = t(t——l) ; ik (Nik — 1) ©)

Now computeP,,to be entered into the formula fer
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[ xvalue | Meaning |

<0 No agreement
0.0-0.20 | Slight agreement
0.21-0.40| Fair agreement
0.41-0.60| Moderate agreement
0.61-0.80| Substantial agreement
0.81-1.00| Almost perfect agreement

Table 1: Interpretation of the kappa index value accordinipé Landis scale [36].

P=13p, (4)

In this paper, the functiokappam.fleiss of the package rr of the software R [35] has
been used to compute the kappa indéx the diferent scenarios.

Table 1 shows how to interpret the significance of the kappaxnvalue according to the
Landis scale [36]. This table is widely used, although it & aniversally accepted. Some
authors point out that these guidelines may be more harméul helpful [37], as the number
of categories and events willfact the magnitude of the value: the kappa will be higher when
there are fewer categories [38]. In the context of prosoaelling consistency tests, this is
specially important since some of the labels occur venepiiently while other labels (or one of
the labels) are very frequent.

This metric has been used in [21] to contrast the inter-tnéipsr reliability of prosodic events
on a subset of the Switchboard [39] corpus using adapted faBEnglish. Cohen’s kappa is
also proposed in [40] to evaluate the reliability among sraitbers using ToBI for American
English under relatively optimal conditions.

3.4. Pairwise transcriber agreement

Another common procedure to measure interreliability iospdic labelling experiments is
to count the number of labelling agreements for all pairgafscribers. Instead of comparing
the labels assigned by individual transcribers againsgtbap, this pairwise analysis compares
the labels of each transcriber against the labels of evésr dtanscriber for the particular event
to be analyzed. That is, 4 transcribers (T1, T2, T3, T4) wqultduce 6 possible transcriber
pairs (T1T2, TAT3, T1T4, T2T3, T2T4, T3T4), and the criteris conservative: if 3 of 4 tran-
scribers agree, only 3 of 6 pairs will match, making the agrert rate 50% (agreementagree
/ (disagree+ agree) ). For example, if a particular pitch accent was kbély the first tran-
scriber as H*, by the second transcriber as LH*, and by trdipecs 3 and 4, as H*, the number
of transcriber pairs who agree with each other is three (TTT34, T3T4) and the number of
transcriber pairs who disagree with each other is also {fir£€2, T2T3, T2T4).

More formally, the set of pairs can be defined as:

Pairs={(Ci;;,Cij,), i=1.e juj2=1t ji1<]j2} ®)

Ci,j, andC; j, being the categories assigned by the labeljeemnd j, respectively to prosodic
eventi. Let us callnf,, (the superscripp refers toPair) the number of times a labeller tagged a
8



given subject with the categoryn and another dierent labeller judged the same event tanbe
formally

Nmn = Card{Pairs | (Cij,,Cij, =mn)
v (G, Cij, =nm)) (6)

The number of pairs in agreementis= % ; . and the disagreementri§ = 3% ; 36 ., nP.
The pairwise transcriber agreement index can be computed as

t M 7
pta = e 7
This index has been used to assess ToBlI since the seminabapBls [41] and [42], and it
is considered a reference to test the consistency of otmatation systems before they can be
considered standard (®oBl in [43], Gla_ToBl in [44], K_ToBl in [45], J.ToBI in [8]). Benefits
obtained from the use of alternative tiers for ToBl have hlsen evaluated with this index [46].
The pairwise transcriber agreement index has the advanfggemitting the consistency of
every class to be analyzed separatm&é represents the agreement of labellers when the class
Ceis identified.ngd, or ng’e represents degree of the confusion of the synthokith respect to
the symbolCq4. This information can be displayed as a squared, triangwarcontingency table
or confusion matrix. To relate these indicators to the feggpy of the symbol, we compute:

P
led e=lc d=1.c (8)
Taanhy+ TN
Confusion matrices have been used by [17] and [21] to andhgeonceptual similarity of
ToBI tones. [21] uses the confusion matrix in absolute tenmide [17] introduces the equations
above to compare tag assignments. [17] also presents sepavkes for each pair of labellers.

Ptaed =

4. Visualizing theinter-transcriber confusion with multidimensional scaling

The statistics described above have been commonly useddssathe degree of consistency
in ToBl-framework systems, since high consistency is a irequent of the system before it
can be considered a standard [13]. Nevertheless, the gdhisofvork is not to certify that
Cat ToBI has achieved the needed degree of consensus to beetesph standard system of
prosodic annotation. As noted above, the speech datab#s@resodic annotations described
in section 2 will be taken as a source of data to which a newgolee is applied in order to
visualize intercoder agreement and identify those symibaliscan introduce important biases in
the annotations of projects likglissandahat involve working with large corpora. In this section
we explain how Multidimensional Scaling can be useful irs ttégard.

4.1. Multimensional Scaling the basis

Multidimensional scaling (MDS) is a set of related statigtitechniques often used in in-
formation visualization for exploring similarities or gigilarities in data [47]. Generally, the
data to be analyzed is a collection of | objects on which adist function is defined; ; = the
distance betweeif" and j'" objects.



These distances constitute the entries in the dissinyilarétrix

011 012 -+ 01
021 022 -+ Oz

A=| . e (9)
01 012 -+ Oy

such thatsij; = 0, 6;; > 0 and¢g;; = ¢;;. The goal of MDS is, givem\, to find | vectors
X1,...,% € RN such that
I —Xxjl = 6; Vi,jel, (10)

Thus, MDS attempts to find a correspondence between the ¢tskg@dRN such that dis-
tances are preserved. If the dimension N is chosen to be 2we Byay plot the vectorg; to
obtain a visualization of the similarities between the lemits.

There are various approaches to determining the vegtas they are not unique. MDS is
formulated as an optimization problem to be solved numbyjcahere (i,...,X) is a mini-
mizer of the cost function:

min > (0 - xl - 61" (11)
i<j

The obtained eigenvector and eigenvalues are used foiagliaglthe plots [48] so that the
distances in th& matrix are projected into the distances betwkegpresentative points. In this
work, the commandmndscale of the software R [35] has been used. This is an implememtatio
of the classical principal coordinates analysis for obitgjrthe eigenvalues from the data matrix.

4.2. Multimensional scaling for inter-rater consistensykiation

We propose the use of MDS to visualize the consistency ofgoamts by making; ; relative
to the inter-transcriber metrics. There are two situationhich this technique will be used:
visualization of the inter-rater consistency, and viszatlon of the inter-symbol confusion.
Visualizing the distance between the judgements of eveirygbdabellers can be useful to
identify badly trained taggers orféérent tagging criteria. Theindex can be obtained for every
pair of labellers where; ; is thex index computed with the samples of labelland labellerj in
isolation. By making; ; = max0, 1 - «; j) we obtain a measurement of the distance between the
pair of taggers such that the higher its value, the greagantir-rate confusion. The computation
of 6;j Vi, j = L.t,i # j permits a distance matrix to be defined. MDS techniques allow a set of
vectorsx; with i = 1..t to be obtained so that eagfrepresents a labeller and the distance between
the vectors is assumed to be proportional to the confusitwdan the labellers. Dimension two
is selected to easily display the distances between thejodgts of the labellers on a 2D plot.
The second situation where we expect to obtain benefits frenapplication of MDS tech-
nigues is in visualizing the distances between the symhalsrepresent prosodic events. The
index pta j can be interpreted as the confusion between the pair of sgrmbind j as explained
in section 3.4. The highepta, the greater the confusion between the pair of symbols. By

makingdij = max0,nf, + n; —nY;) Vi, j = 1.c, with nf; as described in section 3.4, the

matrix can be obtained to be dlsplayed by using MDS techmigBg entering the termﬂ{’I and
nf], we guarantee that the more consistent symbols will be atgzhin the plot. As the term
np increases, the symbols get closer. The distances betweeayittibols on the MDS plot are
representatlve of the confusion between them so that twdslgmare close to each other in the
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Multiclass decision

H CORPUS H L | W | S || Pitch Accents ‘ Boundary Tones | Breaks ||

[ Cat-ToBI [ 10] 264 [ 4] 0462 /61.17% | 0.69 /86.10% [0.68 /77.14% |
Am_ToBI (fe)[21] 4 ] 644 | 2 0.69 / 71% 0.84 / 86% 0.65 / 74%
Am_ToBI (ma)[21] || 4 | 644 | 2 0.67 / 2% 0.76 / 82% 0.62 ] 74%
E_ToBI[44 26 | 489 | 4 na / 68% na / 85% na / 67%
E_ToBI[18 2 | 1594 | 1 0.51 / 86.57% 0.79/ 89.33% na / na
G_ToBI|[20 13 733 | 5 na / 71% na / 86% na / na
K_ToBI[19 21| 153 | 5 na / 52.2% na / 81.6% na / 65.5%

Binary decision

H CORPUS H L | W | S || Pitch Accents ‘ Boundary Tones | Breaks ||

| Cat_ToBI [10] 264 [ 4 ] 0.706 /8556 % [ 0.802 /92.15% [0.75 /88.38 % |
Am_ToBI (fe)[21] 4 | 644 | 2 na / 92% na / 93% na / na
Am_ToBI (ma)[21] || 4 | 644 | 2 na / 91% na / 91% na / na
E_ToBI[44 26 | 489 | 4 na / 90% na / 81% na / na
E_ToBI[18 2 [ 1594 | 1| 0.75 /89.14% 0.58/ 90.9% na / na
G_ToBI|[20] 13| 733 | 5 na / 87% na / na na / na

Table 2: Global inter-transcriber agreement results forTodgl contrasted with results reported for other ToBI systems
Columns labelledPitchAccentsBoundaryT onesnd Breaksseparate results according to the respective ToBl events
that have been considered. The figure in the cells areitiex and the pairwise inter-transcriber rate (as a peagent

In the Multiclass decisiorTable all symbols are considered while tBmary decisionone only contrasts the presence
or absence of the corresponding eventis the number of labeller$y is the size of the corpus in words agds the
number of styles(fe) is female,(ma)is male andna) means the information is not available.

MDS plot when diferent labellers have frequently assigned these symbolgetsame event in
the transcription procedure.

MDS techniques allow a set of vectoxswith i = 1..x to be obtained such that eagh
represents a class of symbols and the distance betweendioes/is assumed to be proportional
to the confusion between the symbols. Again, we select dsinantwo to easily display the
distances between the ToBI symbols on a 2D plot.

MDS has been already used in the context of ToBI labeling astantranscriber reliability
measure in [17]. In [17], MDS is used to convert into distamaecategorical index named the
Conceptual Similarity IndexThese distances are assumed to be representative offérece
in criteria between taggers and displayed in a set of 2D pbois for every pair of labellers. Our
approach dters in that we use MDS to project on a 2D plot the confusion igegrfor helping
on interpreting inter-rater information indices.

The next section reports the results obtained when these tieists were applied to the
Cat ToBI annotations made by the ten participants labellerdientwenty utterances taken from
the Catalan corpus.

5. Results

5.1. Global inter-transcriber agreement

Table 2 presents the inter-rate agreement matrix accotditige type of ToBl events (Pitch
Accents, Boundary Tones, and Breaks — upper table) anddingoto the distribution of the
presence or absence of the same ToBI events (lower table)mEasures correspond to the two
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numbers in each cell of the three right-most columns are &épp& index and the pairwise inter-
transcriber rate given as a percentage: in the uppdticlass decisiortable, all symbols are
considered while the loweBinary decisiorntable contrasts only the presence or absence of the
corresponding event. In both cases, the first row shows thiiaginter-rate agreement obtained
in the prosodic annotation of the Catalan corpus usingTo&t, while the rows below show the
results reported for other ToBI systems, namely Americagligh ToBI Am_ToBI [40], English
E_ToBI [42, 21], German GToBI [43] and Korean KToBI [45].

In general, the agreement results obtained in this studyamparable to the agreement
results obtained in other ToBI studies. First, as in previswdies, the results for the binary de-
cision task are higher than for the multiclass decision (ask choice of Pitch AccefBoundary
TongBreak type). In terms of the presence or absence of Pitchrmicoegardless of its type,
agreement is 85.56%, while agreement on the presence orabsEBoundary Tones is 92.15%.
These figures are also in the range reported by previousestutihe kappa céiécients for Pitch
Accents, Boundary Tones and Breaks are of over 0.7, whidhatek that those categories have
been reliably labelled. In the case of binary decision, ltesncrease tAAlmost Perfect Agree-
menton the Landis scale (see Table 1) for Boundary Tones and Bréekexpected, the corre-
lation between the pairwise inter-transcriber agreemedtthe kappa index is high: the higher
the kappa the higher the inter-rater agreement.

The uppeMulticlass decisiormable shows that, as in other studies, the agreement on which
label is assigned within a Pitch Accent, Boundary Tone arehBindex category is lower than
in the binary decision task, as shown by the relatively senafiter-rate agreement results and
kappa cofficients for these measures. The agreement on the choicechfARitent is 61.17%,
agreement on the choice of Boundary Tone is 86.10% and agrdgesn the choice of Break
Index is 77.14%. These agreement results are comparablevimps ToBI studies, which are
in the interval of [52.2%, 86.57%] for Pitch Accents, [81.688.93%)] for Boundary Tones and
[65.5%, 74%] for Breaks. According to the Landis scale, weehthus obtainedsubstantial
Agreemenin most cases. Only Pitch Accents shawsderate-Fair Agreement

In general, the task of labelling Boundary Tones and Breakasgnore consistent results
than the task of labelling Pitch Accents: the consistenchélabelling of Boundary Tones is
86.10%, the consistency for Breaks falls to 77.14% and thmsistency for Pitch Accents is
lower still at 61.17%.

Despite the a priori importance of the number or classesdrvéiue of the metrics, results
are better for Boundary Tones than for Pitch Accents. Trdipscs had a choice of 9 Boundary
Tone types and 7 Pitch Accent types. This result is reprateatof the degree of liculty of
the Pitch Accent labelling task, which we will take up in this€ussion (section 6).

Despite the high inter-transcriber reliability resultable 3 shows examples of certain types
of inter-transcriber labelling inconsistencies, whichyrb& significant. For instance, there is no
complete agreement in the identification of the presencetci Accents: in the selected exam-
ple No m’has dit que anava a comprar robgYou told me that hishe went to buy clothes, didnt
you?), raters difered in their labelling, detecting the presence of two,glmefour accented syl-
lables. Another very frequent inconsistency is the sedaaif rising Pitch Accents, which were
labelled ad +H* by some transcribers and BE$ by others (see exampf@ue li duries?(What
would you bring hinher? in Table 3). Another type of inconsistency found in the dsa to do
with the levels of prosodic break (e.g. in the sentdBegassant saliva amb esforg vaig abracar-
lo tendrament, tement que esclatés a plorar i jo ja no psgaguantar mégSwallowing hard,
| hugged him tenderly, fearing that he would break into temmd | could not take it any moye
coder 12 discriminates level 3 and 4, whereas coder 11 in¢spall the Breaks as intonational
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[ Sentence | Labels [ Rater |
Presence / Absence of accents
No m’has dit que anava a [no], [na:] [bra:] [ro] E4
comprar roba? [no], [na:] [ro] 11
(Didn’t you tell me to go shopping?) [dik] [ro] E2
Type of pitch accents
Qué li duries? H* H* E2
(What would you bring him/her?) H* L+H* 11
L+H* H* E4
Breaks
Empassant saliva amb esfor¢ Empassant ... esforg 4 ... tendrament 2 | E4
vaig abragar-lo tendrament, ... plorar 4 ... més 4
tement que esclatés a plorar Empassant ... esfor¢ 3 ... tendrament 3 | I1
i jo ja no pogués aguantar més ... plorar 3 ... més 4
(Swallowing with efford, I embraced him tenderly, fearing that he Empassant ... esfor¢ 4 ... tendrament 4 | 12
would break into tears and I would not be able to take it any more) | ... plorar 4 ... mé 4
Boundary Tones
Eren les sis de la matinada Eren ... matinada M% E2
i tota aquella gent ... gent H% ... prou L%
semblava no tenir-ne mai prou. ... dormir HH% ... conmpanys? HH%
Que no voleu anar a dormir, Eren ... matinada M% E3
conmpanys? ... gent H% ... prou L%
(It was six a.m. and these people never seemed ... dormir HH% conmpanys? HH%
to get enough. Don’t you want to go to sleep, folks?) Eren ... matinada M- ... E4
... gent H- ... prou L%
... dormir H- ... conmpanys? HH%

Table 3: Examples of inter-transcriber labelling incoresisies

phrases) and the implementation of Boundary Tones. Finallthe fourth example, labellers
have variously labelled the Break Index category after thedamatinada gentor dormir.

In the following sections, we put forward the use of a set obgl inter-transcriber metrics
to show that the analysis of inconsistencies can shed lighhe reasons behind the observed
confusions.

5.2. Joint agreement

In order allow us to go into the consistency analysis in gnedepth, Table 4 depicts the joint
agreement results, taking into account each of the catsgodnsidered in the prosodic anno-
tation of the Catalan corpus. Ti@ountcolumns show the number of labellers that assigned a
given symbol and th& tatisticscolumns report the grouping (mean, median, and mode values)
and dispersion statistics (i.Asymmetry cgficient(AC) andkurtosis cogicient[49]) of the dis-
tribution functionf (ny). The use of the joint agreement distribution is new in thiel fi¢ prosodic
labelling and allows us to identify the problematic catéggyrthat is, categories showing a high
degree of disagreement among raters.

The interpretation of the results in the Table should prdaeefollows:

1. The closer thenean medianandmodevalues are to the maximum, the higher the consen-
sus (the maximum is 10 as the number of labellers is 10).

2. Theasymmetry cggcientmeasures how close the rates are to the minimum value {gositi
AC) or to the maximum value (negativeC). TheKurtosis cogficientis higher when data
are grouped around a given value.

With respect to the informationfi@red by themean medianandmodevalues, two observations
may be made:
13



Pitch Accents

Count Statistics
1 2|13 |4|5|6[7]| 8|9 (10| mean | median | mode | AC | CK
0 15|14 | 3 81105 | 4 5 | 14| 49 6.7 8 10 -0.5 | 1.6
H* 3514 (11| 6 3 ]1]1 1 1 2.3 2 1 1.8 | 6.2
H+L* 15| 8 8 2 5|2 1 2.6 2 1 1.0 | 3.3
L* 40 | 10 | 15| 8 9 15| 3 3 2 1 3.0 2 1 1.1 | 3.3
L¥*+H 5 1 1 1|1 2.6 1 1 0.5 | 1.4
L+>H* [ 30 | 7 2 1 14 1 1 2.1 ] 6.9
L+H* 25| 5 (11|13 9 | 8| 12|13 | 4 4 4.6 4 1 0.2 | 1.8
Boundary Tones
Count Statistics

1|{2(3[4(5|6|7|8|9]| 10 | mean | median | mode | AC | CK

0 104|124 (5|3 [2]|5(|9]121 8.7 10 10 -1.9 | 5.1
H% 1752|451 |14 3.7 3 1 0.7 | 2.1
HH% 212121 1(1)1]3 2 5.6 6 9 -0.0 | 1.2
HL% 4 1 1]1 1 3.8 3 1 04 | 1.4
L% 1003|1323 ]2(2]2]| 11 5.6 6 10 -0.0 | 1.3
LH% 7 1 1.2 1 1 1.9 4.7
LHL% | 2 1 2.0 1 1 04 | 0.7
LM% 2 1 2.3 1 1 0.4 0.7
M% 12 | 2 1 1.7 1 1 3.0 | 10.7

Breaks
Count Statistics

1 2 (3|4(5(6|7| 8 |9 |10 | mean | median | mode | AC | CK
BO(23]16|6 |3 |43 |3]| 3| 9|47 6.1 8 10 -0.2 | 1.2
Bl |12 6 |96 |5 |6 |7 |24 11|18 6.3 8 8 -0.5 | 1.8
B2 23] 4 (|2]1]|2 1.6 1 1 1.9 | 5.4
B3| 8|4 [|2|5[9]|9|1]6]|5 2 5.1 5 6 -0.0 | 1.9
B4 | 3 1 50311 22 7.6 10 10 -0.8 | 2.0

Table 4: Joint agreement table for CEdBI results. The three tables refer to th€elient CatToBI prosodic events that
have been considered within the categorieRibd¢hAccentsBoundary ToneandBreaks Each row refers to a fierent
prosodic category.Count columns show the number of labellers that assigned the camdsp symbol to a given
prosodic eventS tatisticscolumns reporinean median andmodevalues theasymmetrix(AC) andkurtosis cogicients
(KC).

e For Pitch Accents (Table 4), only the symbol 0 (absence oértjcseems to achieve an
acceptable degree of consensa®(e = 10). For the remaining Pitch Accents, only
the symbolL+H* has a mean value higher than 4. The symldisH andL+>H* are
problematic because they have been identified very ramaly tgtal count) and whenever
they have been assigned by any of the raters, the remairteng o not agreenfedian=
1).

e For Boundary Tones (Table 4), symbols 0 (absence of Bountiarg) and_% obtain the
highest agreement rate, withode= 10. HH% andL% seem to be the easiest boundaries
to label fnean= 6). On the other hand, the symbdlsi%, LHL%, LM% and M% are
problematic.H% andHL% symbols achieve high number of isolated occurrencexige=
1) but they also have a significant number of occurrencesavitiyh agreementrfean>
3.7).

e For Breaks (Table 4), the highest agreement is obtained feal80 and 4r6ode= 10).
Break 1 and Break 3 have a significant agreemergdian= 8 and 5 respectively), but
Break 2 is clearly problematie{edian= 1).
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Concerning the dispersion statistics, in terms ofdgmmetry cgicientmeasurement, only
the symbols 0PRitch Accentsand Boundary Tondsand Breaks 0, 1 and 4 obtain satisfactory
results for this indicator AC < —0.2 in Table 4). Theurtosis cogicientis higher when data are
grouped around a given value. For GaBl (Table 4), the highest values are obtained with the
symbolsH*, L+>H*, Boundary Tone0, M%, LH% andBreak 2 Only Boundary Tone0 has
a negativeAC value. The remaining symbol have a grouped distributiorctvinnean is close to
one, indicating a problematic situation.

It is inferred from the results that the joint agreementéébluseful to identify problematic
symbols, when dierent symbols have been used to label the same prosodic dlexartheless,
the information about the one or the other category to whicthef the symbols is inconsistently
assigned is missing. This is the reason why contingencgsahlcombination with multidimen-
sional scaling have been applied to the data, as explainbe ifollowing subsection.

5.3. Pairwise inter-transcriber agreement and MDS plots

Table 5 reports results for pairwise inter-transcribereagrent measured for theffdgirent ToBI
categories. Again, the results are organized for the datagmonding tdPitch AccentsBound-
ary TonesandBreaks At left are shown contingency tables (two tables per typ&a#| event,
both representing the number of pairs, in absolute andvel@rms, respectively), while at right
are shown the corresponding 2D plots that depict the intebel distance obtained by applying
the procedure explained in section 4.2,

Contingency tables arefticult to interpret due to the high number of pairs taken intmaat.
The transformation of these tables into a 2D plot by usingtidioiensional scaling is a useful
tool that helps in the interpretation of results. Brieflye g$horter the distance in the 2D plot, the
higher the inter symbol confusion.

These tables provide that some pairs of symbols are mory éadie confused than others,
in the following terms:

e ForPitch Accentsthe symbols 0 (2594-36.2%) —the number in parenthesisrbpresent
the value of the corresponding cell from upper and lower taibtes in Table 5; i.e., ab-
solute and relative agreement rates, respectively -Latt (1162-23.3%) are the least
confused ones, showing the highest rates both in absolateedative terms, followed
by L* (397-13.6%). Very low rates have been obtained for the syrboH*: 19-2.4%.
SymbolsH*, H+L* andL* +H are problematic because they obtain low relative rates (10%
9.7% and 12.7% respectively).

The most frequent inter-class confusions can be visualiztte MDS 2D plot of Table 5.

It presents four clusters of labels: (the first cluster) nceat, (the second clustet }H*,
(the third clusterl.*+H, H+L* andL* and (the fourth clustef* andL+>H*. The third
cluster is composed of the low accent tonesand the fourth cluster the high accent tones
(H) exceptL+H*. The closer the symbols the easier it is to confuse them dartbst of
the confusions seem to appear among conceptually simitabsig.

e ForBoundary Tonesesults are also coherent with the results obtained ineTablabels
0, L% and HH% seem to be the easiest symbols to tag; the syri8élis also quite
easily identified. The rest of the symbols are very freqyerthfused among themselves,
forming a common cluster in the 2D MDS plot.
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*o .
Absolute terms - H+I|:*"° L*+H Pitch Accents
0 | H* [ H+L* | L* | L*+H | L+ >H*  L+H" g
0 2594|176 | 56 | 319| 33 62 342 .
H* 70| 95 | 117| 26 52 218 H*
HeL™ 134 | 226] 5 74
- 3979 20 371 o +SH*
+H 3% 8 9 L+>H
F>H" 19 278
LH" 1162 o 0
8
Relative terms R
0 | H* [ H+L* [ L* | L*+H | L+ >H* | L+H"
0 362] 40 13 [ 63 ] 09 16 56
A 00| 6.2 | 51| 26 42 65 8
HeL 9.7 | 105] 06 0.0 55 1
- 136] 06 11 9.4
+H 127 34 03
> A 24 76 g L+H*
L+H* 23.3 °
-1000 -500 0 500 1000 1500 2000
*HH%
Absolute terms
o H% HH% HL% L% | LH% LHL% LM% M% AH% Boundary Tones
0 6080 333 19 10 | 240 18 5 67 <1
H% 342 147 34 | 64 | 27 3 18 31 ~
HH% 276 29 9
HL% 85 | 54 T 35 T T HL%
L% 754 | 9 4 1 a4 LH% % LM%
t::/nn/ 3 . 6 7 1 HL% M% 0.
LM% 10 2
M% 38 S
Relative terms. &
o H% | HH% HL% L% LH% LHL% LM% M%
0 449 43 03 0.1 3.0 0.3 0.0 0.1 1.0
H% 171 9.9 28 29 25 03 1.7 26 (=
HH% 287 0.0 17 16 0.0 0.0 0.0 gl
HL% 19.2 38 03 13.0 0.4 0.2
L% 314 07 03 0.1 32
LH% 1.7 0.0 1.4 15 o
THL% 62 00 | 00 3 o,
LM% 94 | 08 g1-L%
e 0z 41000 O 1000 2000 3000 4000 5000
-B1
Absolute terms 8 Breaks
BO B1 B2 | B3 B4 -
BO || 2723 | 891 43 | 84 7 §
B1 2234 | 149 | 381 15 -
B2 36 | 185| 10 s
B3 724 | 251 B
B4 1087 BO-
°
Relative terms .
BO B1 B2 | B3 B4 =3 B2
3 o
BO || 36.3| 120| 1.0 | 16 | 0.1 ’ B3
B1 304 |36 | 7.2 | 0.3 §
B2 43| 9.0 | 06 w
B3 223| 8.4 é Bf"
B4 39.7 ~
-1000 0 1000 2000

Table 5: Contingency table for Pairwise inter-transcriagreement in CatoBI transcriptions. From top to bottom,
there are results fdPitch AccentsBoundary ToneBreaksrespectively (from top to bottom). Contingency tables are at
left and the corresponding 2D plot depicting the inter-syhaistance are at right. There are two contingency tables per
type of ToBI event, the upper of the two showing counts in &lisderms and the lower table showing counts in relative
terms (in percentage). Bl is Break |, witk0..4.

e ForBreaksthe contingency table shows a fairly good percentage ofyixse inter-transcriber
agreement in the case Bfeak 0, 1 and4: 36.3%, 30.4% and 39.7% respectively. Con-
sequently, the MDS 2D plot shows a triangle formed by thesebsys. By contrast, the
transcribers disagree with respect to the use of the sy®imak 2 which is frequently
labelled adBreak 3 this behaviour can be observed as a cluster in the MDS 2D plos
symbol is close t@reak 4becausd@reak 3is most often mislabelled &reak 4(8.4%).

Although these results are consistent with the ones oltaifen applying the joint agree-
ment measures, we will explore our results further in orddind the reasons behind the reported
disagreements. The next sections focus on the labellersivii@ in order to identify whether
the disagreements detected are due to lack of training loeréd dificulty in the application of
different labelling criteria.
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| [|E1 | E2 | E3 | E4 | i1 | i2 | i3 | bl | b2 b3 | Acconts
E1 0.60] 0.73] 0.47 | 0.46] 0.48| 0.56] 032] 0.72] 0.34| ° -
E2 0.45| 0.39| 051 0.56 | 0.83| 0.31| 044|040 _ PSRN
E3 0.37| 0.46 | 0.46 | 0.51| 0.34] 008 | 0.35] °© (i35, )
E4 044|048 040 0.25] 0.37] 0.28]| _ L
i 058|054 | 0.37| 047|041 & BTN :
i2 0.59] 0.32] 0.46 | 0.37 . (e |
i3 031050039 < She b1
b1 0.35 0.31 . - ’
b2 0.36 s
b3
0.4 0.2 0.0 0.2 04
| |l E1|E2 | E3 [ E4 [ M | i2 [ i3 [ bl b2 |b3 | Boundarios
E1 0.78] 0.82] 0.75] 0.76] 0.70 | 0.81] 0.64] 0.82| 059 °
E2 067 | 0.78| 0.77| 0.74| 0.90| 0.74| 067|055 _
E3 0.65] 0.68 | 0.64 | 0.69| 0.65]| 0.00 | 055] ° f_/F4E2\.2
E4 071|070 0.78| 067 | 065|056 _| % Ui,
i 0.69] 0.80| 0.64] 0.68| 061 S o
2 076|063] 064|047 (5%
i3 069]069| 057 < b2
b 065044
b2 055] °
b3
0.4 0.2 0.0 0.2 04
E1|E2 | E3 | E4 | 1 | 2 | i3 | bl | b2 | b3 .
ET 0.73] 083| 0.71] 052| 0.62] 0.68] 0.65] 0.83| 066 ° Breaks
E2 069]0.72| 055] 0.73| 0.95| 0.79] 0.69| 0.70] . y .
E3 0.78] 0.54| 0.63 | 0.68] 0.67] 1.00] 070] ° - (6263
E4 056066 072 071|078 062] _ E43ED
i 0.56 | 0.52] 0.60 | 0.54 | 0.50 ° /BTN
2 0.73] 067|063 | 057 . @ E%)
3 076068 069 ° N
b 067]065] .
b2 070]
bs 0.4 0.2 0.0 0.2 04

Table 6: Kappa index for each pair of CedBI transcribers. The rows correspond with the prosodiegaiesPitch Ac-
cents Boundary ToneandBreaksrespectively (from top to bottom). Tables at left display treeficient of agreement
between the labellers indexed in the respective row andmolb stands for beginneE for expert and for intermediate
skill level). At right are displayed the corresponding mags in an MDS 2D plot that interprets thecodficient as a
distance.

5.4. Inter-rater disagreement

Table 6 represents the kappa fleiss inter-transcriber agnatefor the three types of prosodic
events that were annotated in the Catalan utterances. bles tat left display codficient of
agreement between the labellers, while the grahs at rigptalis the respective matrices in an
MDS 2D plot that interprets the codficient as a distance (Section 4.2 explains the procedure
applied to obtain the distances). The advantage of the 20gleat it permits the pair of taggers
that show the highest degree of agreement to be detectdy sase the greater the agreement,
the closer the labellers appear on the plot.

Results reveal particular behaviours in the labelling sasikce some of the labellers are
plotted at quite a distance from the other labellers in thé®Rid. This behaviour is exhibited by
bl in thePitch Accenplot, b3 in theBoundary Toneplot, andil in theBreaksplot in Table 6.

On the other hand, some of the coders are grouped togethéusiers. In CafloBI, for
Pitch Accentghe first cluster (red oval) i1, E3, b2(inter-transcribex from 0.72 to 0.98),
and second cluster (light blue oval)iB i3, E2 (inter-transcribex from 0.56 to 0.83) (Table
6); for Boundary Tonethe first cluster (red oval) iE1, E3, b2(inter-transcribek from 0.82 to
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Figure 2: Intertranscriber discrepancy for Breaks. The 2D3plots represent the distance between taggers for a given
ToBI symbol.

0.99) and the second luster (light blue ovalE, E4, i1, i2, i3(inter-transcribek from 0.69 to
0.90) (Table 6) and for Breaks the first cluster (red ovaB2sbl, i2, i3(inter-transcribek from
0.67 to 0.95) and the second cluster (light blue ovaBis E3, b2(inter-transcribek from 0.83

to 1.00) (Table 6). This tendency could indicate that th&edént groups of taggers are using
alternate annotation criteria.

Figure 2 mines the available data further in order to gaineniiormation about the reasons
for the observed inter-transcriber grouping. The five gsdplrigure 2 show the inter-transcriber
discrepancy for the Break Index category (with a graph fohes the five levels in this category).
The results show that while Break 0 and Break 4 are quite stargiamong labellers, the rest of
the Breaks are more problematic. While Break 1 and Break 3 sivowgroups of labellers, Break
2 shows a greater dispersion, which indicates that the pcesef this category generates clear
uncertainty in labellers. The main point of the discuss&et{ion 6) is to assess the behaviour of
certain CafToBI categories, which might be at the source of these iristarecies transcription.

6. Discussion

There are a number of statistics which can be used to deterthendegree of agreement
among raters (inter-rater reliability, inter-coder agneat, or concordance), and they are more
or less appropriate depending on théetient types of measurement. For categorical data, the
most popular ones (used to evaluate the consensus regéndiigBl systems [41, 42, 44, 21]
but also to quantify the agreement in other annotation tasikiser phonetic [50] or prosodic
[51]) are the joint agreement, the kappa statistics and alivevise transcriber agreement, which
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is why we have applied them in this study. Nonetheless, we h#so shown their limitations,
and therefore proposed new procedures to refine the pragesisihe data.

The difficulty that human labellers face when it come to annotatingrpus of spontaneous
unread speech is well known (to start with, it is hard to decidhere a clause begins and ends,
due to changes in communicative strategies, unfinisheasess, etc.) and theseffitiulties
increase when the criteria are mainly perceptual, as in thegglic labelling task used by a
ToBI system. To address this problem, the tests for evalgdtie degree of confidence of the
manually obtained measurements have been refined by inatirmpnew procedures to visualize
inconsistencies and to identify the sources dfedtent annotation criteria. The MDS techniques
are especially useful for this.

This section will assess the results of this methodologys&hgoal is to address problems
involved in the perceptually-based transcription of level prosodic organization, namely, the
identification of problematic symbols, the identificatiohpooblematic labellers and the identi-
fication of potentially diferent tagging criteria. Although the paper presents re$oftCatalan
at all levels of a ToBI-framework system, we suggest thatroteoto demonstrate the benefits
of the application of the proposed methodology it is not seaey for us to be exhaustive in our
analysis of all the cases we have identified.

In this section, therefore, we will concentrate on an ariglgé the Break Indices, which
are the cues for prosodic organization in ToBI systems. €kalts, which reveal a high degree
of coincidence across languages, show that these cues aanbiglered stable, except when
a difference appears in the annotation criteria due to tiierdnt degrees of proficiency of the
transcribers ingficient study of certain properties of some of the prosodielkev

6.1. Identification of problematic symbols

Since the ToBI system is grounded in the current state of lkedye of the prosodic and
intonational phonology of a given language, it is unsuipgghat diterent annotation criteria
correspond to dierent stages of this knowledge. This is clear when we anahg®dehaviour
of the transcribers with respect to the break indices Break@Break 3. Table 2 shows that
the inter-transcriber agreement for CatBl Breaks is substantial witk = 0.68 and pairwise
inter-transcriber indeyta = 77.14%. Nevertheless, results in Table 4 demonstrate that ther
no consensus for some of the levels. As a whole, the symbelakBd and Break 4 have high
agreement rates, but this is not true for the symbol Breakhi;iwis highly problematic because
it is very infrequent and when it appears, few of the labelkgree on how and when to use it.
Theptaindex results (Table 5)fter objective results on the proximity of Break 2 with respect
other symbols. The pairwise inter-transcriber agreemwemws us that Break 2 is often confused
with Break 3.

In practical situations, such as tagging a corpus, it mightlbcided to dispense with the
symbol Break 2. If we merge the symbols Break 2 and Break 3derdio build a new category,
the new computation of the kappa fleiss metric increases @66ito Q71 and theptagoes from
77.14% to 7924%. Even though the rate does not improve dramaticallyctimeplexity of the
task performed by the transcribers can decrease signifiéatite number of symbols is reduced,
and as a consequence, the time required to complete thénghiakk will be shorter. Regardless
of the theoretical implications, what we want to demonstiatthat the proposed methodology
can make such decisions more objective and informed.
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6.2. Ildentification of undertrained labellers

The joint agreement results (Table 4 ) and pairwise intmdcriber agreement results (Table
5) point out a high confusion concerning the Break 3 and Blelalels. In order to better know
the reasons that can explain the discrepancies, we andigzeter-rater disagreement results
of Table 6, where one of the labellers (in particuld), is emitting judgements that are clearly
divergent from the rest of the labellers. Since the Brealb&lles well defined in the conventions
of the CatToBI system (to mark boundaries between prosodic words)irtferpretation of this
behaviour is that the transcriber is mis-assigning botlaBfand Break 1.

In practical applications, such as the selection of thestdhers to work in the processing
of the Glissandocorpus mentioned in section 1, Table 6 and the respective pIBiScould be
used to identify badly trained transcribers taking intocact objective criteria. In particular, the
labellerll, should be discarded due to Misr divergences with respect to the rest of the labellers.

Thus, we dfer a tool that can be used to select and evaluate the potenbpdcts that will
participate in a given labelling task particularly any =a®é project in which a high degree of
consistency among labellers is needed in order to buildablel prosodic corpus.

Moreover, this tool can have applications in the field of téag the system to new tran-
scribers. In our set of transcribers, if is seen as diriredlemprove the proficiency of the labeller
11, the precise visualization of the prosodic judgements efrést of the labellers is a valuable
source of information about how to correct the labeller'sjomdgements.

Plots in Figure 2 have been obtained by computing the kapjss fledex for each pair of
labellers, as in Table 6, but isolating the subjects thatetessigned the given symbol at least
once. Thecindex has been obtained for every pair of taggers and thexihes been transformed
into a distance by applying the procedure described in@eeti2. As a consequence of the
procedure, we have obtained one plot per symbol where thendiss between the points on the
graph representing raters are proportional to the interegreement. In our particular case, we
have evidence that the dispersion of labelleris due to faulty interpretation of Breaks 1 and
0. A more detailed explanation of thefidirences between the levels of prosodic organization
should be enough to improve the proficiency of this labeller.

6.3. Identification of dferences among labelling criteria

Inter-rater disagreement results depicted in Table 6 alleovdifferent groups of labellers to
be identified as far as the prosodic transcription of brea&l$eis concerned: group 1 consists
of labellersE1, E3andb2 and group 2 is made up of the labell&8, i3andbl. The clustering
cannot be explained by the training or proficiency of thedcaibers, since in both groups experts
and beginners are found. Another possible explanatiorfese discrepancies is the annotation
criteria. If the kappa fleiss index is computed with the ausif labellersEl E3 b2 the kappa
fleiss goes from 0.68 to 0.89 . If additionally, as suggesteithé previous section, we merge
Break 2 and Break 3, the kappa fleiss goes up to 0.90 whichitgesAlmost Perfect Agreement
according to the Landis scale (see Table 1).

When the MDS plot of Table 6 referring to Breaks is split inte fliots corresponding to the
different breaks in Figure 2, we observe that the grouping i®avid the plots corresponding to
Break 1 and Break 3 but the grouping disappears when the dgrBbeak 0, Break 2 and Break
4 are taken into account. We can conclude that these two greegm to use fierent criteria
with regard to the symbols Break 1 and Break 3 and that theBerelit criteria are responsible
for the problematic results observed in terms of joint agrest (see Table 4) for Break 1 and
Break 3.
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The lack of consensus or the use of alternate criteria inetesction of Break 3 and Break 4 is
clear from the data obtained in theferent reliability scores. As can be observed in the Bound-
ary Tone example in Table 3 (and in many other similar exampleghe corpus), the fierent
labelling obtained for Break 3 and Break 4 can be explaineithéyise of two dterent criteria in
the identification of the two breaks. In the CEdBI documents, including th€at ToBI Training
Materialswhich the labellers used as an online reference, there isaiggon of the two crite-
ria that must be used to identify the intermediate phrasethaties, or Break 3, namely (1) the
presence of a weaker disjuncture from a perceptual poiniewf, which is instantiated generally
by the absence of pauses; and (2) the idea that the interragdiiease is typically marked by the
presence of H- boundary tones, also called continuati@s.righe fact is, however, that these
two identifying criteria are partially non-overlappingadione can find continuation rises that
are followed by clear pauses. Depending on whether speabillers attach more importance
to one or the other of these two criteria, they will transerihe boundary as either Break 3 or
Break 4. It is clear that the revised version of tbat ToBI Training Materialsmust establish a
priority ranking in the criteria for identifying intermeatie phrase boundaries.

In this discussion, we have shown that the tools presentes represent a useful starting
point for an inter-expert discussion about the points of@isancy observed in the sentences of
the corpus, a process which will be taken up shortly by theTo& developers group.

7. Conclusions

For the preparation of an oral corpus for research purptisegvailability of tools that can
help human subjects in the sometimesidilt task of prosodic annotation is undoubtedly of
great interest. Thus the development of a tool that can atiwith objective measures the
attainable degree of agreement between transcriberstotestan important towards achieving
of homogeneity and consistency in the data contained inrddecorpus.

In this paper we have systematically compared the perfocmahseveral transcribers car-
rying out CatToBI prosodic labelling experience on various examplesatb@&n utterances and
evaluated inter-rater consistency of their transcrigiolm general, the results demonstrate that
there is a high degree of coincidence in the transcriptiand therefore that the audio and visual
cues to prosodic and intonational organization can be dersil relatively stable. Comparison
of the present results with those of previous ToBI religp#itudies for other languages (namely
G_ToBl in [43], Gla.ToBI in [44], K_ToBl in [45] and JToBI in [8]) reveals comparable agree-
ment rates for this study. The global inter-transcribeultesare 86.10% for Boundary Tone
choices, 77.14% for Break Index choices, and 61.17% fohPitzent choices. These results lie
in the range of previous interreliability results in theedtToBI studies, which are in the interval
[81.6%, 89.93%)] for Boundary Tones, [65.5%, 74%] for Breakd [52.2%, 86.57%)] for Pitch
Accents (see Table 2). Based on the results of the preseamttiahscriber consistency tests,
we feel that there is ample evidence to regard theTo&l system as a standard reference for
prosodic labelling.

Although our reliability results for Catalan are of the saonder of magnitude as previous
studies, the slightly lower scores we obtained in the choicPitch Accent, Boundary Tone
and Break Index types have deserved further investigatidhile it is possible that the incon-
sistencies detected might be related to the type of speaokdribed (given that the Catalan
speech corpus contained four fldient speech styles) or the relatively brief training giten
some participants, the tools presented here have allowtalidentify a set of issues related to
the dificulties involved in transcribing some specific categories.
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In this paper, inter-rate reliability has been assesseddpnsof a set of metrics (joint agree-
ment, pairwise agreement and kappaftioeent) and a visualizing tool (multidimensional scal-
ing) under a common framework. The use of the joint agreemhistribution is innovative in the
field of prosodic labelling and has been demostrated to bieluee identifying categories with
a high disagreement among raters. The combined use of theigainter-transcriber agree-
ment with multidimensional scaling has permitted us to aiize the pairs of symbols that are
frequently confused and those pairs that tend to yield greminsensus. The kappa index has
allowed us to visualize the existing coincidence amongyepeir of labellers with the goal of
identifying under-trained raters andi@irences in tagging criteria amongdfdrent groups of la-
bellers.

On the one hand, our analysis of the confusion clusters kasled a number of issues that
lead to the presence of problematic categories. For examection 6, the common confusion
between Break 3 or Break 4 has been traced back to partiadifapping identification criteria,
which will need to be clarified in a revised versi@at ToBl Training Materialsthrough a more
precise description and more clearly constrating examples

On the other hand, the high number of categories availalttesttranscribers for both Pitch
Accent and the Boundary Tone categories has proven to befdhe serious sources of tran-
scription confusions. Careful evaluation of the data haeeaked that, for example, the inventory
of rising pitch accentd (+H*, H* andL+>H*) is highly confusable. In the next periodic review
of the CatToBI system, this issue will have to be taken up. As noted aptheCat ToBI Train-
ing Materialsare a web-based manual for teaching the system to new tilaes;rwith many
recorded examples of transcribed utterances. The coovendire used, maintained and updated
consistently from this site, and periodic rechecks aredparformed on the data. As a result of
the analysis fiered in this paper, a simplified C&bBI proposal is going to be put forward as a
possible improvement of the system.

In sum, we have presented a low cost procedure that has ptmefdl for assessing two
aspects of a consistency test in particular. First, thetifieation of the most frequently confused
symbols provides evidence that their definitions deserghfconsideration, and their fusion with
more agreed symbols might be a one plausible option. In theifspcase of CafoBl, a set of
suggestions have been put forward for fewer labelling misibns both for the transcription of
pitch accent events and for boundary tone events. Secomdeshilts of this analysis can help
guarantee the necessary level of proficiency of labelléos far their undertaking the labelling of
bigger corpora. Likewise, labellers whose output is seatetsate from the general consensus
must be retrained.

Finally, the proposed procedure can contribute tofdnient and reliable method for evaluat-
ing prosodic transcription of speech across languagesgthimg which is needed for linguistic
research on prosody in general, and for the developmentasfopy-dependent labelling and
speech recognition systems in particular.
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Appendix A. Contents of the corpus

Spontaneous speech extracted from the Map Task subcorphe dbfap Task dialogue corpus
Atles interactiu de I'entonaci6 del catal26]:

1. Un cop deixes la paret lateral a la teva dreta, la hi deixs® you have left the wall on
your right... Have you left it?

2. No, o sigui,és com si anessis cap al jaienor, per abans d’arribar-hi tires cap amunt i
cap al jard Major. No, in other words, it's like going to the Small Garden butdrefyou
get there, go up and towards the Main Garden.

3. Hihaun arbre, no?, suposo, a I'esquerra de I'an@d?There is a tree, right?, To the left
of the academy?

4. O sigui que tu vas en direéctap al final de la paraulagBbara?In other words, you go
towards the end of the word Barbara?

5. No m’has dit que anava a comprar rolizidn’t you tell me to go shopping?

Radio news subset from the Festcat database[27]:

1. Peb noés molt esclau, ab® But isn't it a very slave occupation?

2. Per tota una generéciSivia Munt sea SEMPRE, la Colometdor an entire generation,
Silvia Munt will ALWAY'S be the Colometa (nickname, ’ligigeon’).

3. El Bernalgu esh completament desesperatie whole Bernabeu stadium is utter despair!

4. PeD aix0 noés res!But its nothing!

5. Q& hifa, als camps de refugiat¥?hat is ghe doing in the refugee camp?

Read text subset from the Festcat database[27]:

1. Des de sempre Hollywood ha pratpel.icules desaconsellables per a homes sensibles
amb serps, llops, aranyes o, fins i tot, extraterres&e$ong as | can remember Hollywood
has produced inadvisable movies for sensitive men withemakolves, spiders or even
aliens.

2. He pensat que la olor havia de ser una de les primerezddies noticeablel thought
that the smell should be one of the first notabjgedénces.

3. Empassant saliva amb esforg vaig abracar-lo tendratmexent que esclas a plorar jo ja
no pogwes aguantar &s. Swallowing with gort, | embraced him tenderly fearing that he
started to cry and it was unbearable.

4. Anem a Eivissa? A Eivissa? A la platja d’Eivisshall we go to Ibiza? To Ibiza? To the
Ibiza beach!

5. Erenles sis de la matinada i tota aquella gent semblaveniverte mai prou. Que no voleu
anar a dormir, companyd®Pwas six in the morning and these people never seemed to get
enough. Don'’t you want to go to sleep, folks?

Spontaneous speech extracted from the guided interviesospibs of theAtles interactiu de

I'entonacio6 del catald26]:
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1. Que li duries?What would you bring hipher?

2. Teniu mandarinesRo you have tangerines?

3. Home,és d’en Jaumelt's Jaume’s (obviously)!

4. Vavine..!Aw, come on...!

5. Es la MARIA la que vol venirs it MARIA, who wants to come?
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