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Abstract

In this paper we analyse the order reduction which turns up when integrating
nonlinear wave problems with non-homogeneous and time-dependent boundary
conditions with the well-known Gautschi method. Moreover, a technique is sug-
gested to avoid that order reduction so that the classical local order 4 and global
order 2 are recovered. On the other hand, the usual approximation for the deriva-
tive which is used together with this method is also analysed and a substantial
improvement is suggested. Some numerical results are shown which corroborate
the performed analysis.
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1 Introduction

With the recent improvement of Krylov-type methods, exponential integrators [22] have
become a valuable tool to integrate partial differential equations because the linear part
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is integrated exactly and no stability problems turn up. In this paper we concentrate
on second-order differential problems in time, for which trigonometric integrators [21]
or multistep cosine methods [7] are suitable exponential integrators. More particulary,
we concentrate on the simplest of these, Gautschi method [16].

On the other hand, in the recent literature, an analysis has been done on the order
reduction which turns up when integrating first-order initial boundary value problems
with non-homogeneous and non-periodic boundary conditions with the aid of several
exponential integrators of Lawson or splitting type [2, 14]. Moreover, several techniques
have been designed to avoid it [3, 4, 5, 8, 9, 12, 13] for both linear and nonlinear
problems. In this paper we aim to do the same with Gautschi method, which is so
useful when approximating the solution of wave problems. This type of problems are
very interesting in practice and, therefore, it is important to get an approximation of
them as accurate as possible. Besides, the abstract framework is necessarily different
from other problems which have already been considered in the literature as well as
the type of functions which turn up when modifying the method in order to avoid the
order reduction.

We tackle directly the nonlinear problem for the sake of completeness. Moreover,
although the standard Krylov methods may fail to converge for trigonometric functions
of unbounded operators, there are efficient implementations to approximate them in
the set of rational Krylov subspace methods [19].

In this paper we consider an analysis of the full discretization of the problem, both
in space and time. With the classical approach, the space discretization is firstly done
and, secondly, the time integration. In such a case, if periodic boundary conditions
are considered, second-order in time is observed uniformly on the space grid [18]. For
that, the only assumption which is required on the exact solution is that its energy
is bounded. However, when the boundary conditions are not periodic but are general
and time-dependent, order reduction is observed, as it is fully explained in this paper.
In order to avoid that, we suggest in this paper a technique which works with the only
condition that the exact solution is regular enough, which is a typical requirement if
a certain accuracy can be achieved. This technique is based on integrating firstly in
time determining some of the terms which define the method through some differential
problems with appropriate boundary conditions which can be calculated in terms of
data. Then, the space discretization is performed to approximate the solution of those
new differential problems. In any case, for those who are more interested in applying
the modified method than on the analysis, the final formula to be considered is written
in (28) (c.f. with (11) for the classical approach). Functions γ1 and γ2 turn up there,
which can be both calculated in terms of a cosine function according to their definition
in (7) and (24).

On the other hand, although Gautschi original method just approximates the solu-
tion [16], it is usual to consider also an approximation for the derivative which is based
on the differentiation of the variation-of-constants formula which defines Gautschi
method [17]. In this paper we also analyse the error for the derivative with the classical
approach and suggest a modification to improve it (see formulas (32) and (39)). In
such a way, we obtain error bounds of the same type than those obtained in [15] for
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trigonometric integrators under periodic boundary conditions. More precisely, the ones
corresponding to s = 0 and α = 1 in Theorem 2.1 of that paper.

For the sake of clarity, we firstly assume that the space discretization satisfies
some hypotheses which simplify the proofs of theorems. In such a way, simple finite
differences are for example included and, in fact, we present our numerical results in
a simple problem with them. Nevertheless, the technique to avoid the order reduction
is also valid with other more general space discretizations which include, for example,
finite elements, that are very suitable in more complicated problems. For that case, in
an appendix, we give the final formula to be implemented in (47) and also the extension
of the corresponding proofs.

Therefore, we structure the paper as follows. In the preliminaries we present the
problem at hand in an abstract setting of Hilbert spaces, we remind how Gautschi
method is deduced in an ordinary differential system framework and describe the first
assumptions which are made on the space discretization. In Section 3, the classical
approach is described and results on the local and global error for the approximation
of the solution are given which justify the order reduction which is observed; just order
2 for the local error and hardly 1 for the global one. Then, in Section 4, the technique
to avoid order reduction is suggested and the corresponding theorems are stated, which
prove that the local order 4 and global order 2 in time are achieved. In Section 5, the
analysis for the approximation of the derivative is performed for both the classical
and the suggested approach. In Section 6 a numerical experiment is shown which
corroborates the results of previous sections. Moreover, although it is not an aim
of the paper itself, a comparison between the classical and the suggested approach
is also given in terms of CPU time for a particular problem and implementation.
Finally, the appendix describes the suggested technique for more general abstract space
discretizations.

2 Preliminaries

Let H be a complex Hilbert space and let A : D(A) ⊂ H → H be a densely defined,
closed linear operator. We consider the abstract initial boundary value problem of
second-order in time

ü(t) = −Au(t) + f(t, u(t)), t ∈ [0, T ],
u(0) = u0,
u̇(0) = v0,
∂u(t) = g(t),

(1)

which we suppose to be well-posed for any smooth enough functions f , u0, v0 and g
satisfying the natural compatibility conditions (see for example Section 3 of Chapter 5
in [24]). Moreover, we assume that the linear operators A and ∂ satisfy the following
assumptions:

(A1) The boundary operator ∂ : D(A) ⊂ H → Y is onto, where Y is another Hilbert
space.
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(A2) Ker(∂) is dense in H and −A0 : D(A0) = Ker(∂) ⊂ H → H, the restriction
of −A to Ker(∂), is such that its numerical range is contained in a parabola
Πλ,α = λ− P̄α, where λ < 0, α ≥ 0 and

P̄α = {x+ iy : y ∈ R, 4α2x ≥ y2}.

(A3) The steady state problem

Ax = 0,

∂x = v,

possesses a unique solution denoted by x = K(0)v. Moreover, there exists a
constant C such that the linear operator K(0) : Y → D(A) satisfies

∥K(0)v∥H ≤ C∥v∥Y .

(A4) The function f and the solution u in (1) are such that u ∈ C2([0, T ], D(A)) and
f is globally Lipschitz.

Remark 1. Hypothesis (A2) includes the case of negative definite selfadjoint operators,
but also operators associated to a sesquilinear form in Hilbert spaces (see [1, 6, 11, 20]).
Moreover, because of this hypothesis, using [1, 10, 11], for w̃ ∈ H, the solution of

ẅ(τ) = −A0w(τ), 0 ≤ τ ≤ T,

w(0) = w̃,

ẇ(0) = 0, (2)

which will be denoted by cos(τB0)w̃, satisfies that there exists a constant C such that

∥w(τ)∥ = ∥ cos(τB0)w̃∥ ≤ C∥w̃∥, 0 ≤ τ ≤ T.

(This result comes from the fact that the cosine function is bounded in a band around the

positive real axis and when z ∈ Π̄λ,α(λ < 0), (−z)
1
2 belongs to such a band.) Besides,

this solution is understood in a generalized sense. In case w̃ /∈ D(A0), as D(A0) is
dense in H, w̃ can be approximated by elements in D(A0) and we consider the limit of
the corresponding solutions of (2).

On the other hand, the solution of

ẅ(τ) = −A0w(τ), 0 ≤ τ ≤ T,

w(0) = 0,

ẇ(0) = w̃,

which will be denoted by B−1
0 sin(τB0)w̃, satisfies that there exists a constant C such

that

∥1
τ
w(τ)∥ = ∥sinc(τB0)w̃∥ ≤ C∥w̃∥, 0 ≤ τ ≤ T.

(Similarly, this result comes from the fact that the sinc function is bounded in a band
around the positive real axis.)
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We will concentrate on Gautschi method [16] to time integrate (1). When applied to
a finite-dimensional nonlinear problem like

Ü(t) = −B2U(t) + F (t, U(t)), (3)

where B is a regular matrix, this method comes from considering the variation-of-
constants formula

U(tn + k) = cos(kB)U(tn) + ksinc(kB)U̇(tn)

+

∫ k

0

B−1 sin((k − s)B)F (tn + s, U(tn + s))ds, (4)

which is summed with the one which is obtained by changing k by −k. This leads to

U(tn + k)− 2 cos(kB)U(tn) + U(tn − k)

=

∫ k

0

B−1 sin((k − s)B)[F (tn + s, U(tn + s)) + F (tn − s, U(tn − s))]ds, (5)

and substituting the term in brackets by 2F (tn, U(tn)), the difference scheme which
defines the method finally turns up:

Un+1 − 2 cos(kB)Un + Un−1 = k2γ1(kB)Fn, (6)

where Fn stands for F (tn, Un) and

γ1(ϵ) =
2(1− cos(ϵ))

ϵ2
. (7)

For the sake of simplicity, in most of the paper we will consider a spatial discretiza-
tion for which the nodal values on a certain grid are the key identifiers of the numerical
discretization, and for which some assumptions can be made which quite simplify the
analysis. This type of discretizations includes some finite differences and collocation
spectral methods. Nevertheless, the analysis is also valid for other more general space
discretizations which include other more sophisticated finite differences and finite el-
ements. A thorough analysis which justifies that order reduction is also avoided in
such a case with the technique suggested here will be given in the appendix. For the
moment, in a similar way as in [5], we assume that, for each parameter h in a sequence
{hj}∞j=1 such that hj → 0, Xh ⊂ H is a finite dimensional space which approximates
H when hj → 0 and the elements in D(A0) are approximated in a subspace Xh,0. All
elements of Xh (resp. Xh,0) are assumed to be determined by some nodal values in
CN (resp. CN0) where N (resp. N0) depends on the dimension of the problem and the
space grid h. The norm in Xh is denoted by ∥·∥h. The operator A is then approximated
by the matrix Ah, A0 by Ah,0 and the solution of the elliptic problem

−Aw = F, ∂w = g, (8)
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is approximated by (Rhw
T , Qhg

T )T ∈ CN , where Rhw ∈ CN0 is called the elliptic
projection, Qhg ∈ CN−N0 discretizes the boundary values and the following is satisfied

−Ah,0Rhw − AhQhg = PhF, (9)

for a certain nodal projection Ph : H → CN0 . We suppose that there exists some
constant C such that, for w ∈ H and small enough h,

∥Phw∥h ≤ C∥w∥.

We also assume that the source function f in (1) has sense as a function from [0, T ]×CN0

on CN0 and, for each t ∈ [0, T ] and u ∈ H,

Phf(t, u) = f(t, Phu).

Moreover, we will work under the following hypotheses:

(H1) There exists Bh,0 such that B2
h,0 = Ah,0 and we assume that Ah,0 and Bh,0 are

invertible and that their inverses can be bounded uniformly on h.

(H2) There exists a subspace Z ⊂ D(A) with norm ∥ · ∥Z such that, for u ∈ Z,

∥Ah,0(Rh − Ph)u∥h ≤ εh∥u∥Z ,

for εh decreasing with h.

(H3) ∥A−1
h,0AhQh∥h is bounded independently of h for small enough h. Considering

(9), this in fact corresponds to a discrete maximum principle, which would be
simulating the continuous maximum principle which is satisfied because of (A3).

(H4) ∥ cos(τBh,0)∥h, ∥ sin(τBh,0)∥h, ∥sinc(τBh,0)∥h, ∥eiτBh,0∥h and ∥(I−eiτBh,0)−1∥h are
bounded independently of real positive and small enough h and −T ≤ τ ≤ T .

(H5) f is globally Lipschitz as a function from [0, T ]× CN0 → CN0 .

3 Classical approach: Discretizing firstly in space

and then in time

In this section we will see that, although Gautschi method has local order 4 when
applied to a non-stiff ordinary differential system where the source term is smooth
enough, it does not happen the same when it is applied to the space discretization
of a time-dependent boundary value problem like (1). In such a case, the following
semidiscrete problem in Xh,0 arises:

Üh(t) = −Ah,0Uh(t)− AhQhg(t) + f(t, Uh(t)),

Uh(0) = Phu(0),

U̇h(0) = Phv(0), (10)
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where Ah,0 and AhQh are not bounded with h. Then, Gautschi scheme reads as follows:

Un+2
h − 2 cos(kBh,0)U

n+1
h + Un

h = k2γ1(kBh,0)
[
− AhQhg(tn+1) + f(tn+1, U

n+1
h )

]
. (11)

The following theorem states how the local truncation error ρh,n, which corresponds to
integrate (10) with Gautschi scheme, behaves in such a case:

Theorem 2. Under hypotheses (A1)-(A4) and (H1)-(H5), whenever g ∈ C2([0, T ], Y ),
f ∈ C2([0, T ]×H,H) and u̇ ∈ C([0, T ], Z),

ρh,n = O(k2), B−1
h,0ρh,n = O(k3),

where the constants in Landau notation are independent of k and h.

Proof. Because of the definition of local truncation error and of Gautschi method itself,

Uh(tn + k)− 2 cos(kBh,0)Uh(tn) + Uh(tn − k)

= 2

∫ k

0

B−1
h,0 sin((k − s)Bh,0)[−AhQhg(tn) + f(tn, Uh(tn))]ds+ ρh,n.

Comparing this with (5) substituting U by Uh and F (t, U) by −AhQhg(t) + f(t, U), it
turns out that

ρh,n =

∫ k

0

B−1
h,0 sin((k − s)Bh,0)

[
− AhQh[g(tn + s) + g(tn − s)− 2g(tn)]

+f(tn + s, Uh(tn + s)) + f(tn − s, Uh(tn − s))− 2f(tn, Uh(tn))
]
ds. (12)

Now, by the regularity of g, the first term above can be written as

−
∫ k

0

Bh,0 sin((k − s)Bh,0)

∫ s

0

A−1
h,0AhQh[g̈(tn + σ) + g̈(tn − σ)](s− σ)dσds

= − cos((k − s)Bh,0)

∫ s

0

A−1
h,0AhQh[g̈(tn + σ) + g̈(tn − σ)](s− σ)dσ

∣∣∣∣k
s=0

+

∫ k

0

cos((k − s)Bh,0)

∫ s

0

A−1
h,0AhQh[g̈(tn + σ) + g̈(tn − σ)]dσds,

= O(k2),

where we have used an integration-by-parts argument and hypotheses (H3) and (H4).
On the other hand, for the second term in (12), we firstly use that Uh(tn), U̇h(tn)

and Üh(tn) are uniformly bounded with h, as we will justify now. Multiplying (1) by
Ph, considering (9) and making the difference with (10),

Phü(t)− Üh(t) = −Ah,0(Phu(t)− Uh(t)) + f(t, Phu(t))− f(t, Uh(t))

+Ah,0(Phu(t)−Rhu(t)),

Phu(0)− Uh(0) = 0,

Phu̇(0)− U̇h(0) = 0.
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Therefore, using (4),

Phu(t)− Uh(t)

=

∫ t

0

B−1
h,0 sin((t− s)Bh,0)

[
f(s, Phu(s))− f(s, Uh(s)) + Ah,0[Phu(s)−Rhu(s)]

]
ds,(13)

which implies, by using (H2),(H4),(H5) and that u ∈ C([0, T ], Z) that

∥Phu(t)− Uh(t)∥h ≤ L

∫ t

0

∥Phu(s)− Uh(s)∥ds+ Tεh max
t∈[0,T ]

∥u(t)∥Z

for some constant L, and this Gronwall inequality is well-known to imply that

∥Phu(t)− Uh(t)∥h ≤ Tεh max
t∈[0,T ]

∥u(t)∥ZeLt, 0 ≤ t ≤ T, (14)

which proves that Uh(t) is bounded with h. Moreover, by differentiating (13),

U̇h(t) = Phu̇(t)−
∫ t

0

cos((t− s)Bh,0)
[
f(s, Phu(s))− f(s, Uh(s)) + Ah,0[Phu(s)−Rhu(s)]

]
ds,

which is also uniformly bounded with h and

Üh(t) = Phü(t)− f(t, Phu(t)) + f(t, Uh(t))− Ah,0[Phu(t)−Rhu(t)]

+

∫ t

0

Bh,0 sin((t− s)Bh,0)
[
f(s, Phu(s))− f(s, Uh(s)) + Ah,0[Phu(s)−Rhu(s)]

]
ds

= Phü(t)− cos(tBh,0)Ah,0[Phu(0)−Rhu(0)]

−
∫ t

0

cos((t− s)Bh,0)
[
fs(s, Phu(s)) + fu(s, Phu(s))Phu̇(s)− fs(s, Uh(s))

−fu(s, Uh(s))U̇h(s) + Ah,0[Phu̇(s)−Rhu̇(s)]
]
ds,

which is also uniformly bounded with h considering again (H4), the regularity of f and
that u̇ ∈ C([0, T ], Z), which implies that (H2) can be applied in the last part of the
previous formula. Because of all this, considering Taylor expansions in the second line
of the bracket in (12), those terms are O(s2) and, together with the term outside the
bracket, that part of the integral can be bounded by

O(k3)

∫ k

0

∥sinc((k − s)Bh,0)∥hds = O(k4),

from what the result follows and it becomes clear that, with the assumed regularity
for f , the order reduction for the local truncation error comes just from the fact that
g̈ does not vanish.

As for B−1
h,0ρh,n, notice that the corresponding last line of (12) would also be O(k4)

because of the boundedness of ∥B−1
h,0∥ according to (H1). As for the corresponding first

line, considering (HS1), it would be directly

O(k2)

∫ k

0

sin((k − s)Bh,0)ds = O(k3),

from what the result follows.
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In order to study the global error, we firstly notice that (11) can be written as the
explicit one-step method[

Un+1
h

V n+1
h

]
=

[
eikBh,0 0

0 e−ikBh,0

] [
Un
h

V n
h

]
+k

[
V n
h

γ1(kBh,0)[f(tn+1, e
ikBh,0Un

h + kV n
h )− AhQhg(tn+1)]

]
, (15)

where V 0
h is related to the starting values U0

h , U
1
h through

V 0
h =

1

k
[U1

h − eikBh,0U0
h ]. (16)

Then, considering Vh(tn) = [Uh(tn+1) − eikBh,0Uh(tn)]/k, the first component of the
local error corresponding to the one-step method vanishes and the second component,
which we denote as ρ̄h,n, satisfies

ρ̄h,n = Vh(tn+1)− e−ikBh,0Vh(tn)

−kγ1(kBh,0)[Phf(tn+1, Uh(tn+1))− AhQhg(tn+1)]

=
1

k

[
Uh(tn+2)− eikBh,0Uh(tn+1)− e−ikBh,0 [Uh(tn+1)− eikBh,0Uh(tn)]

−k2γ1(kBh,0)[Phf(tn+1, Uh(tn+1))− AhQhg(tn+1)]
]

=
1

k
ρh,n+1.

Then, considering the global error for the one-step method

Eh,n =

[
Uh(tn)− Un

h

Vh(tn)− V n
h

]
, (17)

it happens that

Eh,n+1 = R(kBh,0)Eh,n + kϕ(V n
h , Vh(tn), U

n
h , Uh(tn)) +

[
0

1
k
ρh,n+1

]
,

where R(kBh,0) is the matrix in (15) and ϕ(V n
h , Vh(tn), U

n
h , Uh(tn)) comes from making

the difference of the second term in (15) with the same one which corresponds to
substituting the numerical solution by the exact solution, and which satisfies

∥ϕ(V n
h , Vh(tn), U

n
h , Uh(tn))∥h ≤ C∥Eh,n∥h. (18)

From here, in a recursive way,

Eh,n = Rn(kBh,0)Eh,0 +
n∑

l=1

Rn−l(kBh,0)

[
0

ρh,l
k

]

+k
n−1∑
l=0

Rn−l−1(kBh,0)ϕ(Vh,l, Vh(tl), U
l
h, Uh(tl)), (19)
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and the classical argument does not lead to convergence although ∥Rn−l(kBh,0)∥ is
bounded because

ρh,l
k

is just O(k).
In order to get convergence, a summation-by-parts argument must be applied, and

for that the assumptions of the following theorem must be made.

Theorem 3. Under hypotheses (A1)-(A4) and (H1)-(H5), whenever the starting values
are exact except for O(k2 + kεh), g ∈ C3([0, T ], Y ), f ∈ C2([0, T ] × X,X) and ü ∈
C([0, T ], Z), if for some constant C, h and k are such that one of the following bounds
are satisfied

∥
n−1∑
r=1

e−ikrBh,0Bh,0∥h ≤ Cn, ∥
n−1∑
r=1

e−ikrBh,0∥h ≤ C, nk ≤ T, (20)

the global error eh,n = Phu(tn) − Un
h is bounded by C ′(k + εh) for some constant C ′

which depends on C but not on the particular values of h and k.

Proof. First of all, let us notice that

Phu(tn)− Un
h = (Phu(tn)− Uh(tn)) + (Uh(tn)− Un

h ),

where the first parenthesis is O(εh) according to (14) and the second is going to be
analysed now taking into account that it is the first component of Eh,n. It suffices to
notice that

n∑
l=1

Rn−l(kBh,0)

[
0

ρh,l
k

]
=

( n−1∑
r=1

Rr(kBh,0)

)[
0

ρh,1
k

]

+
n−1∑
j=2

( j−1∑
r=1

Rr(kBh,0)

)[
0

ρh,n−j+1

k
− ρh,n−j

k

]
+

[
0

ρh,n
k

]
.

Then, because of the regularity of g, f and u,
ρh,n−j+1

k
− ρh,n−j

k
is O(k2) following the

proof of Theorem 2. Due to this, if the second bound in (20) holds, the whole term
above is bounded by kC ′′ for some constant C ′′ and the result follows by applying a
discrete Gronwall lemma to the corresponding bound of (19).

On the other hand, if it is the first bound in (20) which holds, because of Theorem
2, we would have B−1

h,0
ρh,1
k

= O(k2) and B−1
h,0[

ρh,n−j+1

k
− ρh,n−j

k
] = O(k3) and therefore

the whole term above would again be bounded by kC ′′ for some constant C ′′ and the
result would follow in the same way.

Remark 4. Notice that, when Ah,0 is symmetric and the norm is the Euclidean one,
the norms in (20) correspond to the spectral radius. Then, as

n−1∑
r=1

e−ikrλ =
e−ikλ − e−iknλ

1− e−ikλ
,

when kλ is small, this behaves as n − 1 and, when kλ is big enough this is bounded.
Therefore, none of the assumptions (20) are satisfied uniformly in h and k when they
both diminish but the first one is satisfied for every small enough k when h is moderate
and the second one for every h when k is not too small. This explains that, in the
numerical experiments of Section 6, the error behaves as the theorem states.
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4 Suggested approach: Discretizing firstly in time

and then in space

When trying to discretize firstly (1) in time, B2 in (3) must be substituted by the dif-
ferential operator A. Therefore, when considering something similar to (4), a proposal
must be given for both cos(kB) and B−1 sin((k − s)B) when applied to a function in
H. More precisely, at it seems natural from the definition of the cosine function, we
will propose as the corresponding cos(kB)un to the solution at s = k of

v̈n(s) = −Avn(s),

vn(0) = un,

v̇n(0) = 0,

∂vn(s) = ∂v̂n(s), v̂n(s) = u(tn)−
s2

2
Au(tn). (21)

Notice that, for the boundary, we have considered a Taylor expansion of third order
for the solution of the initial value problem which corresponds to the first three lines
of (21) when substituting un by the solution u(tn) of (1). In such a way, we are near
the solution we want to approximate and, moreover, that boundary can be calculated
in terms of the data of the problem, either directly when the boundary conditions are
Dirichlet or through the numerical approximation itself when the boundary conditions
are Robin or Neumann [5].

When discretizing (21) in space, the following system arises:

V̈n,h(s) = −Ah,0Vn,h(s)− AhQh∂[u(tn)−
s2

2
Au(tn)],

Vn,h(0) = Un
h ,

V̇n,h(0) = 0, (22)

and, applying (4), the solution of this is

Vn,h(k) = cos(kBh,0)U
n
h −

∫ k

0

B−1
h,0 sin((k − s)Bh,0)AhQh∂[u(tn)−

s2

2
Au(tn)]ds.

Then, arguing as when deducing Gautschi method from (5) to (6),∫ k

0

B−1
h,0 sin((k − s)Bh,0)AhQh∂u(tn)ds =

k2

2
γ1(kBh,0)AhQh∂u(tn).

Besides, as integrating by parts,∫ k

0

λ−1 sin((k − s)λ)s2ds =
1

λ4
[(kλ)2 − 2(1− cos(kλ))],

it finally turns out that

Vn,h(k) = cos(kBh,0)U
n
h − k2

2
γ1(kBh,0)AhQh∂u(tn) +

k4

2
γ2(kBh,0)AhQh∂Au(tn), (23)
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where

γ2(ϵ) =
1

ϵ4
[ϵ2 − 2(1− cos(ϵ))]. (24)

On the other hand, we propose as the corresponding B−1 sin((k − s)B)f(tn, un) the
solution at τ = k − s of

ẅn(τ) = −Awn(τ),

wn(0) = 0,

ẇn(0) = f(tn, un),

∂wn(τ) = ŵn(τ), ŵn(τ) = τf(tn, u(tn)). (25)

Notice that now, for the boundary, we have considered a Taylor expansion of second
order for the solution of the initial value problem which corresponds to the first three
lines of (25) when substituting un by the solution u(tn) of (1). When discretizing in
space, the following system arises:

Ẅn,h(τ) = −Ah,0Wn,h(τ)− τAhQh∂f(tn, u(tn)),

Wn,h(0) = 0,

Ẇn,h(0) = f(tn, U
n
h ), (26)

and again applying (4),

Wh,n(τ) = τsinc(τBh,0)f(tn, U
n
h )−

∫ τ

0

B−1
h,0 sin((τ − σ)Bh,0)σAhQh∂f(tn, u(tn))dσ.

Now, using that ∫ τ

0

λ−1 sin((τ − σ)λ)σdσ =
τ

λ2
(1− sinc(τλ)),

Wh,n(τ) = τsinc(τBh,0)f(tn, U
n
h )− τB−2

h,0[I − sinc(τBh,0)]AhQh∂f(tn, u(tn)). (27)

Then, in the corresponding expression of (5) where the bracket is substituted by

2f(tn, U
n
h ), instead of considering 2

∫ k

0
B−1 sin((k − s)B)f(tn, un)ds, we propose

2

∫ k

0

Wh,n(k − s)ds

= 2

∫ k

0

[
B−1

h,0 sin((k − s)Bh,0)f(tn, U
n
h )− (k − s)B−2

h,0AhQh∂f(tn, u(tn))

+B−3
h,0 sin((k − s)Bh,0)AhQh∂f(tn, u(tn))

]
ds

= 2
[
B−2

h,0(I − cos(kBh,0))f(tn, U
n
h )−

k2

2
B−2

h,0AhQh∂f(tn, u(tn))

+B−4
h,0(I − cos(kBh,0))AhQh∂f(tn, u(tn))

]
= k2γ1(kBh,0)f(tn, U

n
h )− k4γ2(kBh,0)AhQh∂f(tn, u(tn)),
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where γ2(ϵ) is that in (24).
Gathering this with (23) and using (1), our suggestion for Gautschi method after

full discretization is

Un+1
h − 2 cos(kBh,0)U

n
h + Un−1

h

= k2γ1(kBh,0)[f(tn, U
n
h )− AhQhg(tn)]− k4γ2(kBh,0)AhQhg̈(tn), (28)

which just differs in the last term with the classical approach in (11).

4.1 Semidiscretization local truncation error

In this section we will analyse how the local truncation error behaves with our approach
just after time discretization. For that we notice that our method in fact reads

un+1 = 2vn(k)− un−1 + 2

∫ k

0

wn(k − s)ds,

where vn and wn are those defined in (21) and (25) respectively. Then, the local
truncation error is defined as

ρn = u(tn+1)− 2v̄n(k) + u(tn−1)− 2

∫ k

0

w̄n(k − s)ds, (29)

where v̄n (resp. w̄n) corresponds to (21) (resp. (25)) when un is replaced by u(tn). We
do have the following result:

Theorem 5. Under hypotheses (A1)-(A4), whenever u ∈ C4([0, T ], X), u ∈ C2([0, T ], D(A2))
and f(·, u(·)) ∈ C([0, T ], D(A)), ρn = O(k4).

Proof. The key of the proof is that zn(s) = v̄n(s)− v̂n(s) is solution of the problem

z̈n(s) = −Azn(s) +
s2

2
A2u(tn),

zn(0) = 0,

żn(0) = 0,

∂zn(s) = 0,

and νn(τ) = w̄n(τ)− ŵn(τ) is solution of

ν̈n(τ) = −Aνn(τ)− τAf(tn, u(tn)),

νn(0) = 0,

ν̇n(0) = 0,

∂νn(τ) = 0.

Because of this,

zn(s) =

∫ s

0

B−1
0 sin((s− σ)B0)

σ2

2
A2u(tn)dσ =

∫ s

0

(s− σ)sinc((s− σ)B0)
σ2

2
A2u(tn)dσ = O(s4),

13



and

νn(τ) = −
∫ τ

0

B−1
0 sin((τ − σ)B0)σAf(tn, u(tn))dσ

= −
∫ τ

0

(τ − σ)sinc((τ − σ)B0)σAf(tn, u(tn))dσ = O(τ 3).

Therefore,

ρn = u(tn+1)− 2v̂n(k) + u(tn−1)− 2

∫ k

0

ŵn(k − s)ds+O(k4)

= u(tn) + ku̇(tn) +
k2

2
[−Au(tn) + f(tn, u(tn))] +

k3

6

...
u (tn)− 2[u(tn)−

k2

2
Au(tn)]

+u(tn)− ku̇(tn) +
k2

2
[−Au(tn) + f(tn, u(tn))]−

k3

6

...
u (tn)− k2f(tn, u(tn)) +O(k4)

= O(k4).

4.2 Full discretization local truncation error

In this subsection we will study the local truncation error after discretizing in time and
then in space. For that, we consider V̄h,n (resp. W̄h,n) as the solution of (23) (resp.
(27)) when Un

h is substituted by Phu(tn). Then, because of the way the method is
defined, we define that local truncation error after full discretization as

ρn,h = Phu(tn+1)− 2V̄h,n(k) + Phu(tn−1)− 2

∫ k

0

W̄h,n(k − s)ds. (30)

We thus have the following result:

Theorem 6. Apart from the hypotheses of Theorem 5 and (H1)-(H5), let us also
assume that u,Au ∈ C([0, T ], Z) and that f(·, u(·)) ∈ C([0, T ], Z). Then, ρn,h =
O(k2εh + k4).

Proof. Let us consider V̄h,n(s) (resp. W̄n,h(τ)) the solutions of (23) (resp. (27)) where
Un
h is replaced by Phu(tn). Then,

¨̄Vh,n(s)− Ph
¨̂v(s) = −Ah,0V̄h,n(s)− AhQh∂v̂n(s) + PhAu(tn)

= −Ah,0(V̄h,n(s)− Phv̂n(s)) + Ah,0(Rh − Ph)v̂n(s) + Ph(Au(tn)− Av̂n(s))

= −Ah,0(V̄h,n(s)− Phv̂n(s)) + Ah,0(Rh − Ph)v̂n(s) +
s2

2
PhA

2u(tn),

V̄h,n(0)− Phv̂n(0) = 0,

˙̄Vh,n(0)− Ph
˙̂vn(0) = 0,
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and

¨̄Wh,n(τ)− Ph
¨̂w(τ) = −Ah,0W̄h,n(τ)− AhQh∂ŵn(τ)

= −Ah,0(W̄h,n(τ)− Phŵn(τ))− Ah,0(Ph −Rh)ŵn(τ)− PhAŵn(τ),

W̄h,n(0)− Phŵn(0) = 0,

˙̄Wh,n(0)− Ph
˙̂wn(0) = 0.

From this,

V̄h,n(k)− Phv̂n(k) =

∫ k

0

B−1
h,0 sin((k − s)Bh,0)[Ah,0(Rh − Ph)v̂n(s) +

s2

2
PhA

2u(tn)]ds

=

∫ k

0

(k − s)sinc((k − s)Bh,0)[O(εh) +O(s2)] = O(k2εh + k4),

and

W̄h,n(τ)− Phŵn(τ) =

∫ τ

0

B−1
h,0 sin((τ − σ)Bh,0)[Ah,0(Rh − Ph)ŵn(σ)− σPhAf(tn, u(tn))]dσ

=

∫ τ

0

(τ − σ)sinc((τ − σ)Bh,0)[O(εh) +O(σ)] = O(τ 2εh + τ 3).

Here, we have used that v̂n and ŵn belong to C([0, T ], Z) because of the hypotheses of
the theorem.

Because of the above, ρn,h in (30) can be written as

ρn,h = Phρn +O(k2εh + k4) = O(k2εh + k4),

where the definition of ρn (29) and Theorem 5 has been used.

4.3 Full discretization global error

In a similar way as in Section 3, the suggested implementation of Gautschi method can
be written as the one-step method[
Un+1
h

V n+1
h

]
=

[
eikBh,0 0

0 e−ikBh,0

] [
Un
h

V n
h

]
+k

[
V n
h

γ1(kBh,0)[Phf(tn+1, e
ikBh,0Un

h + kV n
h )− AhQhg(tn+1)]− k3γ2(kBh,0)AhQhg̈(tn+1)

]
,

where V 0
h is related to the starting values U0

h , U
1
h through (16). Then, considering

Vh(tn+1) =
1

k
[Phu(tn+1)− eikBh,0Phu(tn)],

and defining

En,h =

[
Phu(tn)− Un

h

Vh(tn)− V n
h

]
,

the same classical argument of convergence which is mentioned just after formula (19)
but considering that now ρl,h/k is O(k3 + kεh) leads to the following result, which
proves that order reduction is avoided:

15



Theorem 7. Under the hypotheses of Theorems 5 and 6, if the starting values are such
that they satisfy U j

h − Phu(tj) = O(k3 + kεh) (j = 0, 1), it happens that

Phu(tn)− Un
h = O(k2 + εh).

5 Derivative approximation

Although Gautschi initial method just proposes an approximation for the solution u(t)
of (3), it is usual to consider also an approximation for the derivative which also based
on a similar simple interpolation after applying the variation-of-constants formula (see
[15, 17]). In such a way, from

U̇(tn + k) = −B sin(kB)U(tn) + cos(kB)U̇(tn) +

∫ k

0

cos((k− s)B)F (tn + s, U(tn + s)),

which can be obtained by differentiating (4) to respecto to k, it can be deduced that

U̇(tn+k)−U̇(tn−k) = −2B sin(kB)U(tn)+

∫ k

0

cos((k−s)B)[F (tn+s, U(tn+s))+F (tn−s, U(tn−s))]ds,

and then the numerical approximation is given by

U̇n+1 − U̇n−1 = −2B sin(kB)U(tn) + 2ksinc(kB)Fn. (31)

In this section we will analyse the error in the derivative using also the classical ap-
proach and will suggest an approach for which order reduction is avoided in such a way
that a bound for the error in the derivative is obtained as that shown in [15] with pe-
riodic boundary conditions. (More precisely, considering s = 0 and α = 1 in Theorem
2.1 of that reference.)

5.1 Classical approach

Approximating the derivative of (10) using Un
h in (11), this additional difference system

turns up:

U̇n+1
h − U̇n−1

h = −2Bh,0 sin(kBh,0)U
n
h + 2ksinc(kBh,0)[−AhQhg(tn) + f(tn, U

n
h )]. (32)

Then, we have the following result for the local truncation error corresponding to this
system:

Theorem 8. Under the same hypotheses of Theorem 2,

B−1
h,0ρ̇h,n = O(k2),

where the constant in Landau notation is independent of k and h.
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Proof. It suffices to notice that, similarly to the proof of Theorem 2,

B−1
h,0ρ̇h,n =

∫ k

0

B−1
h,0 cos((k − s)Bh,0)

[
− AhQh[g(tn + s) + g(tn − s)− 2g(tn)]

+f(tn + s, Uh(tn + s)) + f(tn − s, Uh(tn − s))− 2f(tn, Uh(tn))

]
ds

= −
∫ k

0

Bh,0 cos((k − s)Bh,0)A
−1
h,0AhQh[g(tn + s) + g(tn − s)− 2g(tn)]ds+O(k3)

= −
∫ k

0

Bh,0 cos((k − s)Bh,0)

[ ∫ s

0

A−1
h,0AhQh[g̈(tn + σ) + g̈(tn − σ)](s− σ)dσ

]
ds+O(k3)

= −
∫ k

0

sin((k − s)Bh,0)

[ ∫ s

0

A−1
h,0AhQh[g̈(tn + σ) + g̈(tn − σ)]dσ

]
ds+O(k3) = O(k2),

where (H3) and (H4) have been used.

We notice that ρ̇h,n can be seen to behave as O(k), but in such a case the Landau
constant grows with h and, therefore, we believe that bound is not meaningful.

As for the global error, as Un
h is present in (32), the analysis must be made consid-

ering also the approximation for the solution. However, as U̇n+1
h does not turn up in

(32), we can do it advancing two stepsizes at a time and therefore using two successive
applications of (15). More precisely, Un+2

h

V n+2
h

B−1
h,0U̇

n+2
h

 =

 e2ikBh,0 0 0
0 e−2ikBh,0 0

−2 sin(kBh,0)e
ikBh,0 0 I

 Un
h

V n
h

B−1
h,0U̇

n
h

 (33)

+k


eikAh,0V n

h + e−ikAh,0V n
h + k · ∗

e−ikBh,0 · ∗

+γ1(kBh,0)

[
f(tn+2, e

ikBh,0(eikBh,0Un
h + kV n

h ) + k[e−ikBh,0V n
h + k · ∗ − AhQhg(tn+2)]

]
−2 sin(kBh,0)V

n
h + 2sinc(kBh,0)[f(tn+1, e

ikBh,0Un
h + kV n

h )− AhQhg(tn+1)]

 ,

where ∗ stands for γ1(kBh,0)[f(tn+1, e
ikBh,0Un

h + kV n
h )−AhQhg(tn+1)]. Then, the local

truncation error corresponding to this difference system is

¯̄ρh,n =

 ρh,n+1

O( 1
k
ρh,n+1 +

1
k
ρh,n+2)

B−1
h,0ρ̇h,n

 =

 O(k2)
O(k)
O(k2)

 ,

and it happens that ¯̄Eh,n = [Uh(tn)− Un
h , Vh(tn)− V n

h , B
−1
h,0[U̇h(tn)− U̇n

h ]]
T satisfies

¯̄Eh,n+2 =
¯̄R(kBh,0)

¯̄Eh,n + k ¯̄ϕ(V n
h , Vh(tn), U

n
h , Uh(tn)) + ¯̄ρh,n,

where ¯̄R(kBh,0) is the matrix in (33) and ¯̄ϕ satisfies the same as ϕ in (18) with Eh,n
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the first two sets of components of ¯̄Eh,n, as described in (17). Therefore, for j = 0, 1,

¯̄Eh,2n+j =
¯̄Rn(kBh,0)

¯̄Eh,j +
n∑

l=1

¯̄Rn−l(kBh,0)¯̄ρh,2l+j−2

+k
n−1∑
l=0

¯̄Rn−l−1(kBh,0)
¯̄ϕ(Vh,2l+j, Vh(t2l+j), U

2l+j
h , Uh(t2l+j)). (34)

Now, notice that

¯̄Rn(kBh,0) =

 e2inkBh,0 0 0
0 e−2inkBh,0 0

−2 sin(kBh,0)e
ikBh,0(I − eikBh,0)−1[I − einkBh,0 ] 0 I

 . (35)

Because of this, under the hypotheses of Theorem 3 and assuming also that

B−1
h,0[U̇h(tj)− U̇ j

h] = O(k + εh), (36)

using (H4) again, the last set of components of (34) state that , for j = 0, 1,

B−1
h,0[U̇h(t2n+j)− U̇2n+j

h ] = O(k + εh), n > 0.

Then, the following result follows.

Theorem 9. Under the hypotheses of Theorem 3 and assuming also (36),

B−1
h,0[Phu̇(tn)− U̇n

h ] = O(k + εh).

Proof. The result comes from the argument above just considering also that

B−1
h,0[Phu̇(tn)− U̇n

h ] = B−1
h,0[Phu(tn)− U̇h(tn)] +B−1

h,0[U̇h(tn)− U̇n
h ],

and that differentiating (13) with respect to time,

Phu̇(tn)−U̇n
h =

∫ t

0

cos((t−s)Bh,0)[f(s, Phu(s))−f(s, Uh(s))+Ah,0[Phu(s)−Rhu(s)]]ds.

Using now (14) and (H5),

∥Phu̇(t)− U̇h(t)∥h ≤ max(T 2eLT , T )εh max
t∈[0,T ]

∥u(t)∥Z , 0 ≤ t ≤ T,

and, as B−1
h,0 is bounded, the result follows.
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5.2 Suggested approach

Discretizing firstly in time simulating (31) in some way, we obtain

u̇n+1 − u̇n−1 = −2ηn(k) + 2σn(k),

where ηn and σn satisfy

η̈n(s) = −Aηn(s),
ηn(0) = 0,
η̇n(0) = Aun,

∂ηn(s) = ∂[sAu(tn)],

σ̈n(s) = −Aηn(s),
σn(0) = 0,
σ̇n(0) = f(tn, un),

∂σn(s) = ∂[sf(tn, u(tn))].

(37)

Then, after space discretization of (37), the following systems turns up

η̈n,h(s) = −Ah,0ηn,h(s)− AhQh∂[sAu(tn)],
ηn,h(0) = 0,
η̇n,h(0) = Ah,0U

n
h + AhQh∂u(tn),

σ̈n,h(s) = −Ah,0σn,h(s)− AhQh∂[sf(tn, u(tn))],
σn,h(0) = 0,
σ̇n,h(0) = f(tn, U

n
h ),

(38)

whose solutions are, using (4) and arguing as for (27),

ηn,h(k) = ksinc(kBh,0)[Ah,0U
n
h + AhQh∂u(tn)]− kB−2

h,0[I − sinc(kBh,0)]AhQh∂Au(tn).

σn,h(k) = ksinc(kBh,0)f(tn, U
n
h )− kB−2

h,0[I − sinc(kBh,0)]AhQh∂f(tn, u(tn)),

and so the approximation for the derivative after full discretization is given by

U̇n+1
h − U̇n−1

h = 2ksinc(kBh,0)[−Ah,0U
n
h − AhQhg(tn) + f(tn, U

n
h )]

−2kB−2
h,0[I − sinc(kBh,0)]AhQhg̈(tn), (39)

where (1) has also been used. Notice that the last line of this formula is what is added
with respect to the classical approach in (32).

As for the analysis, let us begin with the semidiscretization local truncation error

ρ̇n = u̇(tn+1)− u̇(tn−1) + 2η̄n(k)− 2σ̄n(k), (40)

where η̄n(s) and σ̄n(s) are like those in (37) but starting from Au(tn) and f(tn, u(tn))
respectively at the derivative. Then, we have the following result.

Theorem 10. Under the same hypotheses of Theorem 5, ρ̇n = O(k3).

Proof. Following the same arguments of the proof of Theorem 5, it can be deduced
that

η̄n(s)− sAu(tn) = −
∫ s

0

B−1
0 sin((s− σ)B0)σA

2u(tn)dσ

= −
∫ s

0

(s− σ)sinc((s− σ)B0)σA
2u(tn)dσ = O(s3), (41)

and the same happens with σ̄n(s)− sf(tn, u(tn)). Therefore,

ρ̇n = u̇(tn+1)− u̇(tn−1) + 2kAu(tn)− 2kf(tn, u(tn)) +O(k3)

= 2k[ü(tn) + Au(tn)− f(tn, u(tn))] +O(k3), (42)

where the bracket vanishes because of (1).
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As for the full discretization local truncation error, we do have the following result.

Theorem 11. Under the same hypotheses of Theorem 6, ρ̇n,h = O(k2εh + k3).

Proof. We firstly notice that

ρ̇n,h = Phu̇(tn+1)− Phu̇(tn1) + 2η̄n,h(k)− 2σ̄n,h(k), (43)

where η̄n,h and σ̄n,h are defined as in (38) but changing Un
h by Phu(tn). Then, with a

similar argument as that for W̄h,n(τ) in the proof of Theorem 6,

η̄n,h(k)− kPhAu(tn) = O(k2εh + k3),

σ̄n,h(k)− kPhf(tn, u(tn)) = O(k2εh + k3).

From this, using the definition of ρ̇n,h (43), ρ̇n (40) and (41),

ρ̇n,h = Phρ̇n +O(k2εh + k3) = O(k2εh + k3),

where the last equality comes from Theorem 10.

Compare this with the result in Theorem ?? where, not only less order was obtained
in the timestepsize, but also it was necessary to multiply by B−1

h,0 in order to get a bound
which did not grow with h. Nevertheless, for the global error now, we will also need
to consider the difference B−1

h,0[Phu̇(tn) − Ūn
h ] in order to get a bound which does not

grow with h. This is due to the fact that Phu̇(tn) − U̇n
h would depend on Bh,0ρn,h

where ρn,h is the local truncation error in the solution, and it happens that Bh,0ρn,h
can be seen to behave as O(k4) when the error in space is negligible, but with a Landau
constant which grows with h. Therefore, in order to get a bound for the derivative for
which that does not happen, we must consider an argument similar to that previous to
Theorem 9. A difference system similar to (33) must be taken into account but with
a slightly different right-hand side which considers formulas (28) and (39). Then, the
local truncation error of this difference system is

¯̄ρn,h =

 ρn+1,h

O( 1
k
ρn+1,h +

1
k
ρn+2,h)

B−1
h,0ρ̇n,h

 =

 O(k2εh + k4)
O(kεh + k3)
O(k2εh + k3)

 ,

where, for the last equality, Theorems 6 and 11 have been applied. Then, considering
again a formula similar to (34) with the same matrix ¯̄Rn(kBh,0) in (35), we get the
following result.

Theorem 12. Under the hypotheses of Theorem 7 and assuming also, for j=0,1, that
B−1

h,0[Phu̇(tj)− U̇ j
h] = O(k2 + εh), it happens that

B−1
h,0[Phu̇(tn)− U̇n

h ] = O(k2 + εh).
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6 Numerical experiments

The main aim of this section is to corroborate the results of the previous sections on
the order reduction which turns up when integrating a nonlinear wave equation in time
with Gautschi method in the classical way, and to check that the technique that we
suggest to avoid it works. For that we have considered the following Dirichlet problem
with parameter w = 0.9

utt(t, x) = uxx(t, x)− sin(u(t, x)), 0 ≤ x ≤ 1, t ∈ [0, 1],

u(0, x) = 4atan
(√1− w2

w

1

cosh(x
√
1− w2)

)
,

ut(0, x) = 0,

u(t, 0) = 4atan
(√1− w2

w
cos(wt)

)
,

u(t, 1) = 4atan
(√1− w2

w

cos(wt)

cosh(
√
1− w2)

)
, (44)

which has as exact solution

u(t, x) = 4atan
(√1− w2

w

cos(wt)

cosh(x
√
1− w2)

)
.

We remark that hypotheses (A1)-(A4) are satisfied for this problem when considering
H = H2(0, 1), Y = C2 and ∂ the Dirichlet trace operator. Moreover, in this case, −A0

is negative selfadjoint.
For the space discretization of the problem we have considered the classical sym-

metric second-order finite difference scheme, so that

Ah,0 =
1

h2
tridiag[−1, 2,−1], AhQh[g0, g1]

T = − 1

h2
[g0, 0, . . . , 0, g1]

T ,

and Phw corresponds to the interior nodal projection when w is continuous. As Ah,0 is
symmetric and using Gerschgorin theorem, its eigenvalues are real and positive. More-
over, a lower bound is well-known to exist for the smallest one when h → 0. Besides,
there exists a matrix Bh,0 which satisfies B2

h,0 = Ah,0 and which has the same proper-
ties. Considering then that the matrices are real and symmetric, the Euclidean norm
of A−1

h,0, B
−1
h,0, cos(τBh,0), sin(τBh,0), sinc(τBh,0), e

iτBh,0 and (I − eiτBh,0)−1 coincides
with its spectral radius and therefore is bounded. Because of this, hypotheses (H1)
and (H4) are satisfied. On the other hand, (H2) is satisfied with Z = H4(0, 1) and
εh = O(h2) and (H3) because of a discrete maximum principle for this discretization
(look at Theorems 12.5.1 and 12.5.3 in [25] for the corroboration of both hypotheses for
the five-point Laplacian. In our case, the result also applies with a similar but simpler
argument). We have taken h = 1/4000 in the numerical experiments so that the error
in space can be considered negligible and, although not shown here, we have checked
that the errors remained practically the same when h diminished.
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k 0.2 0.1 0.05 0.025
∥Phu(t2)− U2

h∥ 1.3962e-2 2.4629e-3 4.3389e-4 7.6213e-5
Order 2.50 2.50 2.51

∥Phu(T )− UN
h ∥ 4.5140e-2 2.0919e-2 1.0566e-2 5.5330e-3

Order 1.11 0.99 0.93
∥B−1

h,0[Phu(t2)− U2
h ]∥ 1.4051e-2 2.4809e-3 4.3767e-4 7.7272e-5

Order 2.50 2.50 2.50
∥B−1

h,0[Phu(T )− UN
h ]∥ 5.6165e-2 3.1731e-2 1.6438e-2 8.1708e-3

Order 0.83 0.95 1.01

Table 1: Local and global error for the solution and the derivative when integrating
problem (44) with the classical approach (11)-(32) using finite differences in space

k 0.2 0.1 0.05 0.025
∥Phu(t2)− U2

h∥ 1.8097e-5 1.7428e-6 1.1926e-7 7.6310e-9
Order 3.38 3.87 3.97

∥Phu(T )− UN
h ∥ 2.8633e-4 6.8468e-5 1.6935e-5 4.2227e-6

Order 2.06 2.02 2.00
∥B−1

h,0[Phu(t2)− U2
h ]∥ 1.0236e-4 2.0333e-5 2.7767e-3 3.5444e-7

Order 2.33 2.87 2.97
∥B−1

h,0[Phu(T )− UN
h ]∥ 9.7941e-4 2.2391e-4 5.6404e-5 1.4173e-5

Order 2.13 1.99 1.99

Table 2: Local and global error in the solution and the derivative when integrating
problem (44) with the suggested technique (28)-(39) using finite differences in space

In Table 1 we show the results which correspond to integrate firstly in space and
then in time when using exact starting values and measuring the error in the discrete
L2-norm. We can check that the order of the local error in the solution is at least 2, as
Theorem 2 assures but it is not 4, as corresponds to the order of the method when no
order reduction turns up. As for the global error in the solution, it is quite near 1, as
Theorem 3 predicts. As for the derivative, local order 2 and global order 1 are observed
when multiplying by B−1

h,0, as it corresponds to Theorems 8 and 9. On the other hand,
in Table 2, we can see the results which correspond to integrate firstly in time and then
in space, and using then (28)-(39) especifically as a final formula, instead of (11)-(32).
We can check that the order of the local error for the solution is very near 4 and that
of the global error is very near 2, as stated by Theorems 6 and 7. Besides, local and
global orders very near 2 and 3 are observed for the error in the derivative multiplied
by B−1

h,0, as it corresponds to Theorems 11 and 12. Moreover, the size of the errors is
much smaller than with the classical approach, even for the biggest value of k.

Finally, we also offer a comparison in terms of computational cost because each
of the formulas in (28)-(39) means to calculate one more term at each timestep than
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Figure 1: Error against CPU time for the solution (circles) and the derivative multiplied
by B−1

h,0 (asterisks) when integrating problem (44) with second-order finite differences
in space and Gautschi method in time, with the classical approach (11)-(32) (pink)
and the suggested technique (28)-(39) (blue)

with (11)-(32). In Figure 1 we show the global L2-discrete error against CPU time
for the same problem as above when calculating the terms which contain cos(kBh,0),
sinc(kBh,0), γ1(kBh,0) and γ2(kBh,0) through a discrete sine transform, as with fast
Poisson solvers [23]. We can see that, with one second of CPU time, the errors in the
solution are 300 smaller with the suggested approach than the classical approach. As
for the error in the derivative multiplied by B−1

h,0, the ratio is 200 smaller. Moreover,
that advantage becomes bigger and bigger when the required accuracy is increased
since the slope of the line corresponding to integrate firstly in time and then in space
is bigger than the one which is obtained when doing things the other way round.

Doing the comparison with more general space discretizations through rational
Krylov subspace methods would also be very interesting as a future research but it is
out of the scope of this paper.
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8 Appendix: More general abstract space discretiza-

tions

In this section, we will see that the technique to avoid order reduction can also be ap-
plied with more general space discretizations, which include finite elements and other
more elaborate finite differences. For that, we will consider an abstract space dis-
cretization framework, which was also used in [3] when analysing how to avoid order
reduction in first-order linear problems with Lawson methods. In contrast, here we are
considering second-order nonlinear problems and Gautschi method.

In this section, we will assume that Qh : Y → Xh is an interpolator operator on the
boundary, that there exists a projection operator Lh : X → Xh,0 and we will reserve
the notation Ph for Lh −LhQh. Then, the projection on Xh,0 of the operator A will be
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approximated by Ah : Xh → Xh,0 and that of A0 by Ah,0 : Xh,0 → Xh,0. In such a way,
the elliptic projection Rh : X → Xh,0 corresponding to (8) will be now the solution of

−Ah,0Rhw − AhQhg = LhF = PhF + LhQh∂F.

We will assume that hypotheses (H1),(H3),(H4),(H5) are also valid substituting the
word matrix by operator and CN0 by Xh,0. Moreover, we will substitute hypothesis
(H2) by

(H2’) There exists a subspace Z ⊂ D(A) with norm ∥ · ∥Z such that, for u ∈ Z,

∥(Rh − Ph)u∥h ≤ εh∥u∥Z ,

for εh decreasing with h,

and we will add the following hypothesis

(H6) There exist constants C and C ′ such that, for small enough h, for each u ∈ H
and v ∈ Y ,

∥Lhu∥h ≤ C∥u∥, ∥Qhv∥ ≤ C ′∥v∥.

Besides, for each u ∈ H such that ∂u = g,

∥u−Qhg − Lh(u−Qhg)∥ ≤ ηh∥u∥,

for ηh decreasing with h.

When discretizing now (21) and (25), the following systems arise instead of (22) and
(26):

V̈h,n(s) = −Ah,0Vh,n(s)− AhQh∂[u(tn)−
s2

2
Au(tn)] + LhQh∂Au(tn),

Vh,n(0) = Un
h ,

V̇h,n(0) = 0, (45)

Ẅh,n(τ) = −Ah,0Wh,n(τ)− τAhQh∂f(tn, u(tn)),

Wh,n(0) = 0,

Ẇh,n(0) = Phf(tn, U
n
h +Qhg(tn)), (46)

and then our suggestion for Gautschi method when integrating (1) would be Un
h +

Qhg(tn) where

Un+1
h − 2 cos(kBh,0)U

n
h + Un−1

h

= k2γ1(kBh,0)[Phf(tn, U
n
h +Qhg(tn))− AhQhg(tn) + LhQh∂Au(tn)]

−k4γ2(kBh,0)AhQhg̈(tn). (47)
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8.1 Full discretization local truncation error

Instead of (30), we define

ρn,h = Rhu(tn+1)− 2V̄h,n(k) +Rhu(tn−1)− 2

∫ k

0

W̄h,n(k − s)ds. (48)

where V̄h,n (resp. W̄h,n) are the solutions of (45) (resp. (46)) when Un
h is substituted

by Rhu(tn). Then, we have the following result:

Theorem 13. Under the same hypotheses of regularity of Theorem 6, but assuming the
new hypotheses on the space discretization (H2’) and (H6), ρn,h = O(k2εh+k2ηh+k4).

Proof. In a similar way to the proof of Theorem 6,

¨̄Vh,n(s)−Rh
¨̂vn(s) = −Ah,0V̄h,n(s)− AhQh∂v̂n(s) + LhQh∂Au(tn) +RhAu(tn)

= −Ah,0(V̄h,n(s)−Rhv̂n(s))− LhAv̂n(s) + LhQh∂Au(tn) +RhAu(tn)

= −Ah,0(V̄h,n(s)−Rhv̂n(s)) + (Rh − Ph)Au(tn) +
s2

2
LhA

2u(tn),

V̄h,n(0)−Rhv̂n(0) = 0,

˙̄Vh,n(0)−Rh
˙̂vn(0) = 0,

and

¨̄Wh,n(τ)−Rh
¨̂wn(τ) = −Ah,0W̄h,n(τ)− AhQh∂ŵn(τ)

= −Ah,0(W̄h,n(τ)−Rhŵn(τ))− LhAŵn(τ),

W̄h,n(0)−Rhŵn(0) = 0,

˙̄Wh,n(0)−Rh
˙̂wn(0) = Phf(tn, Rhu(tn) +Qhg(tn))−Rhf(tn, u(tn)).

Then,

V̄h,n(k)−Rhv̂n(k) =

∫ k

0

B−1
h,0 sin((k − s)Bh,0)[(Rh − Ph)Au(tn) +

s2

2
LhA

2u(tn)]ds

=

∫ k

0

(k − s)sinc((k − s)Bh,0)[O(εh) +O(s2)]ds = O(k2εh + k4),

where (H2’) and (H6) have been used; and

W̄h,n(τ)−Rhŵn(τ) = τsinc(τBh,0)[Phf(tn, Rhu(tn) +Qhg(tn))−Rhf(tn, u(tn))]

−
∫ τ

0

B−1
h,0 sin((τ − σ)Bh,0)LhAŵn(σ)dσ

= τsinc(τBh,0)

[
Ph[f(tn, Rhu(tn) +Qhg(tn))− f(tn, u(tn))] + (Ph −Rh)f(tn, u(tn))

]
−
∫ τ

0

(τ − σ)sinc((τ − σ)Bh,0)σLhAf(tn, u(tn))dσ = O(τηh + τεh + τ 3),
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where, for the last equality, (H6) and the fact that f is globally Lipschitz have been
considered. More precisely, we have taken into account that

∥Rhu(tn) +Qhg(tn)− u(tn)∥
≤ ∥u(tn)−Qhg(tn)− Phu(tn)∥+ ∥Phu(tn)−Rhu(tn)∥ = O(ηh + εh).

Considering now (48), in the same way than in the proof of Theorem 6,

ρn,h = Rhρn +O(k2εh + k2ηh + k4),

from what the result follows using again Theorem 5 and that Rh is uniformly bounded
because of (H2’) and (H6).

8.2 Full discretization global error

Considering the previous result on the local error for the full discretization under the
more general hypotheses for the space discretization, the following result follows for
the global error using the same proof as that of Theorem 7 and the fact that

Phu(tn)− Un
h = (Ph −Rh)u(tn) +Rhu(tn)− Un

h .

Theorem 14. Under the hypotheses of Theorems 5 and 13, if the starting values are
such that they satisfy U j

h − Phu(tj) = O(k3 + kεh + kηh) (j = 0, 1), it happens that

Phu(tn)− Un
h = O(k2 + εh + ηh).

8.3 Approximation for the derivative

The approximation for the derivative with this more general space discretization is
more similar to that in Section 5 because the second derivative with respect to s of the
boundaries in (37) vanish. Therefore, the only difference is in the initial condition for
σ̇n,h in (38), which should be now Phf(tn, U

n
h +Qhg(tn)). Then, the approximation for

the derivative is U̇n
h +Qhġ(tn), where

U̇n+1
h − U̇n−1

h = 2ksinc(kBh,0)[−Ah,0U
n
h − AhQhg(tn) + Phf(tn, U

n
h +Qhg(tn))]

−2kB−2
h,0[I − sinc(kBh,0)]AhQh∂g̈(tn).

Moreover, the result for the global error would be

Theorem 15. Under the hypotheses of Theorem 14, if the starting values are such that
Phu̇(tj)− U̇ j

h = O(k2 + εh + ηh), it happens that

B−1
h,0[Phu(tn)− Un

h ] = O(k2 + εh + ηh).
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