
Molecular dynamics simulations of the ionic
liquid-borophene interface
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Abstract

In this work we perform molecular dynamics simulations of mixtures of a

prototypical protic ionic liquid, 1-butyl-3-methylimidazolium tetrafluoroborate

([BMIM][BF4]), with lithium tetrafluoroborate (LiBF4), confined between two

borophene walls of three different surface charges, -1, 0 and +1 e/nm2, where e

is the elementary charge. The properties of the system are analyzed by means of

ionic density profiles, angular orientations of [BMIM]+ cations close to the wall

and vibrational densities of states for the salt cations close to the walls. Lateral

structure of the first layer close to the surface is also studied on one hand,

calculating Minkowski parameters and the Shannon entropy of the patterns

of the 2D density maps of the anions placed there and, on the other hand,

computing the 2D-Fourier transform of the positions of these anions. Our results

are compared with those obtained previously for the same mixtures confined

between two graphene walls. Although similarities exist between both cases,

interesting differences are observed in the lateral structure that the ionic liquid
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adopts near borophene interfaces due to their strong anisotropy. Particularly,

we have observed that borophene induces more markedly ordered 2D patterns

in the innermost layer of the ionic liquid electric double layer, specially when

they are charged. It is this feature what makes borophene a potential candidate

to battery electrode applications with possibilities beyond those of graphene.

1. Introduction

The interest in ionic liquids (ILs) has been constantly increasing during

the past twenty years, mainly because of their large number of their potential

applications [1, 2]. Indeed, experimental, theoretical and computer simulation

studies have been performed for the study of these sometimes called “designer

solvents” [3], as this is one of their most interesting properties. Another one

is their wide electrochemical window, which makes them very promising for

applications in electrochemical devices such as batteries, supercapacitors or fuel

cells [4–7], even when the addition of some electroactive species to the solvent

is necessary in many of these applications [8–10].

A great number of publications centered around this particular topic have

been reported, dealing with alkali metals combined with various ILs (mainly

bis(trifluoromethylsulfonyl)imide, TFSI, as the anion, and cations belonging to

the pyrrolidinium, piperidinium, alkylammonium or imidazolium families) [11–

34], but also with some higher-valence salts [35–43]. Some of these studies have

been done using computer simulation, including classical molecular dynamics

(MD) and density functional theory (DFT), to analyze the microscopic mech-

anisms behind solvation, structure, and transport in these media, both in the

bulk or at the electrochemical interface, usually represented by a graphene vir-

tual electrode (see, e. g., Refs. 44 and 45). The ordering of IL-based electrolytes

at this electrochemical interface has been studied with great detail for mixtures

of ILs with Li [41, 42, 46, 47], Mg [41, 42], and Al [43].

Many other single-layer or few-layer 2D materials have already been syn-

thesized or predicted whose role has not been explored yet for these types of
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studies (see, e. g., Ref. 48 and those cited therein). A 2D nanostructure that has

recently attracted a great deal of attention is borophene, whose existence was

theoretically predicted some time ago [49], but whose experimental realization in

the form of sheets on a Ag(111) substrate was reported only recently by Mannix

et al. [50]. Borophene exhibits structural anisotropy and polymorphism, which

results in a range of properties unique to 2D materials, including a combination

of metallicity, mechanical flexibility, transparency and superconductivity [51].

Early DFT calculations suggested that single-atomic-layer boron sheets com-

posed of triangular and hexagonal motifs were locally stable, the more stable

structure of this kind being called the α sheet [52]. However, subsequent re-

search predicted two novel 2D boron phases with nonzero thickness that are

considerably more stable than the α sheet [53]. One of these phases shows a

Dirac cone in its electronic band structure, which renders it especially interest-

ing from electronic perspectives. It has a buckled structure containing 8 atoms

in the unit cell, being considerably more complex than other 2D materials such

as graphene; it will be henceforth referred to as the Pmmn8 phase, or simply

the β sheet. The structure of the boron monolayer obtained by Mannix et al.

on the Ag(111) substrate has Pmmn symmetry with lattice constants a and b

equal to 2.89 Å and 5.00 Å, respectively [50]. However, free standing relaxation

of this structure removes the slight corrugation along the a direction, preserving

the buckling along the b direction [50]. The resulting Pmmn structure of the

freestanding borophene has 2 boron atoms per unit cell and lattice constants

a = 2.865 Å and b = 1.67 Å; this structure will be denoted as the Pmmn2 or γ

phase.

Recent calculations of the phonon spectra of the β and γ phases have shown

than both of them are mechanically stable [54, 55]. However, the phonon spectra

of the γ phase presents a low-frequency valley in the ZA branch between γ and

X, suggesting that the energetic cost of inducing a transition to the β phase

is small. By contrast, the β phase has not corresponding soft modes, and it

is thus a better candidate for mechanical stability in practice. Experimental

measurements and theoretical calculations show that both supported and free-
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standing Pmmn2 borophene are highly anisotropic 2D metals [50]. On the other

hand, the β phase of borophene has been predicted to have a rather large thermal

conductivity comparable to that of MoS2, and a significant in plane anisotropy

comparable in order of magnitude with that of black phosphorene [54].

Recent studies have investigated possible practical applications of the α, β

and γ phases of borophene; for instance, for hydrogen storage after appropriate

decoration of these sheets with Li atoms [56–58]. However, a potential applica-

tion of borophene, not explored in detail yet (although some works about this

topic have been reported [59]), is its possible use as a battery electrode. For

that, one very important aspect is a detailed knowledge of the actual effect of

a borophene layer on the structure of the electrolyte, and this is precisely the

main goal of this article.

In the present paper, we analyze the behaviour of both the pure aprotic IL

[BMIM][BF4] and its mixture with LiBF4 confined near two borophene sheets

in the most stable of its phases (the β or Pmmn8 sheet), something that, to our

knowledge, has not been performed yet. We also study the differences that exist

between the behaviors of IL + borophene systems and those of the IL + graphene

systems that were reported in Refs. 41 and 46 (some additional calculations for

the latter system are performed for this paper), as these differences could give

us very relevant information regarding the future applications of IL+borophene

systems in real electrochemical devices. As we will see in this paper, the main

difference with graphene is that much more ordered spatial patterns are in the

innermost layer of the electric double layer, induced by the borophene wall, and

the nontrivial fact that charging the walls leads to more ordered configurations

than neutral walls, contrary to what seems to happen at the graphene-based

electrochemical interface. It is this feature what makes borophene a promising

candidate for battery electrode applications, with yet unexplored possibilities

potentially beyond those of graphene.

The remainder of this paper is structured as follows: simulation details are

explained in section 2, our results are presented and discussed in section 3, and

finally, in section 4, we summarize our main conclusions.
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2. Computational details

The borophene sheet used in the MD simulations of this paper was con-

structed using the DFT package VASP [60–63] with projector-augmented-wave

datasets and the Perdew-Burke-Ernzerhoff approximation to exchange and cor-

relation. A sheet of 8 boron atoms, corresponding to the unit cell of a Pmmn8

borophene sheet (see Fig. 1), was simulated setting the total number of elec-

trons in the systems to 24.148, 24 and 23.853, which correspond to macroscopic

walls of surface charge densities of -1, 0 and +1 e/nm2, respectively, where e is

the elementary charge. The z dimension was set to 20 Å, in order to have suf-

ficient vacuum so as to avoid influence from periodic replicas. Monkhorst-Pack

grids of 20 × 20 × 1 were employed for the calculations. The partial charges of

each atom in the unit cell were calculated from the corresponding charge density

using the Bader method [64–67]. Those partial charges were used for the MD

parametrization of a borophene sheet of size 6.33 × 6.51 nm2, which was built

by replicating the elemental DFT-calculated unit cell.

MD simulations reported in this paper were carried out by means of the

Gromacs package (version 2019) [68, 69], using the OPLS-AA force field de-

veloped by Jorgensen [70] for diverse organic liquids, in order to parametrize

the simulated atoms. The MD simulation procedure for the confined system

can be found in Ref. 42. All simulations are carried out at room temperature,

T = 298.15 K. Only calculations for pure IL and lithium salt molar concentra-

tion of 10% were performed.

3. Results and discussion

In this section we report the results for all calculated quantities in the sys-

tems confined between borophene walls, as well as their comparison with the

analogous ones between graphene walls calculated in Refs. 46 and 71. These in-

clude density profiles for all species in the mixtures, lateral structure of the first

layer closest to the walls (as well as their Minkowski parameters [72] and Shan-

non entropies), structural description of the adsorbed layers using 2D-Fourier
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(a)

(b)

4.523 Å

3.258 Å

Figure 1: Top (a) and side (b) views of the β (Pmmn8) sheet of boron. The unit cell is colored
in white in (a), while the two populations of boron atoms with different charges of the sheet
are colored in pink and blue. Annotated distances correspond to the separation between atom
lines with the same partial charge.
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transforms, angular orientations of IL cations, a comparison between the clos-

est distance of the lithium salt cation to graphene and borophene walls and the

vibrational density of states (vDOS) of the salt cation in the mixtures, both in

the bulk and near the interface.

The comparison between number densities near the borophene interfaces of

pure IL and those of its mixtures with lithium salt is shown in Fig. 2. It has

to be mentioned that the results for systems between graphene walls, which are

used for comparison and are also shown in Fig. 2, are those reported in Refs. 41

and 46. The most relevant result is that the addition of salt to the neat IL does

not affect in a significant way the structure of the closest layers to the borophene

wall, no matter its surface charge (Fig. 2 bottom). This phenomenon matches

the already well-known resiliency of IL structure upon salt doping, which has

been reported in previous works [41–43, 71]. There are, however, some small

differences in the structure of the electric double layer when lithium cations are

added, especially in the neutral interface, where the presence of Li+ ions at 0.65

nm (Fig. 2 (b2)) induces an approach of IL anions of the second shell to the

wall so they can adequately solvate the former. This effect also appears in the

positively charged wall, where a shell composed of lithium cations at 0.65 nm

brings additional IL anions closer to the interface.

As it is shown in Fig. 2 (bottom), the structure near the borophene inter-

faces of doped and neat IL is very similar, so we decided to focus on the results

provided by the mixtures of IL with lithium salt. These results reveal a great

degree of similarity between the structure of the electric double layer near both

kinds of surfaces, with the only important difference being that all species are

closer to borophene than to graphene (more details on the particular character-

istics of the number densities of all species near the graphene interfaces can be

found in Ref. 46).

The most novel and significant effect of the borophene walls is shown in

Fig. 3, where the lateral structure of the mixtures is shown. This distribution

has been calculated for a 3D slab close to the different surfaces and gives the

regions in the XY plane with the highest number density of the corresponding
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(a1)

(b1)

(c1)

(a2)

(b2)

(c2)

Figure 2: Number densities, ρ(z), for simulated LiBF4+[BMIM][BF4] mixtures (10% molar
fraction of salt). Label 1, above, corresponds to systems confined between graphene walls
while label 2, below, corresponds to systems confined between borophene walls. For the last,
density profiles for pure [BMIM][BF4] simulations are also represented with dashed lines. (a)
Negative wall, (b) neutral wall and (c) positively charged wall. For the sake of clarity, densities
for the salt cation have been multiplied by 5 in all cases. z is the distance to the wall.
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Figure 3: Comparison of lateral structure for LiBF4+[BMIM][BF4] near graphene (left) and
borophene (right) walls of different surface charges: (a) negative, (b) neutral, (c) positive.
[BMIM]+: red, [BF4]– : blue, Li+: green.
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species, averaged in the z-direction of this slab. The thickness of the slab, d,

was chosen in order to guarantee that it contains at least one entity of each of

the different species in the mixture. Moreover, in order to transform these 2D-

density profiles into bimodal distributions to discriminate the regions with high

and low probability if ionic presence, a cutoff number density was calculated

using the Otsu algorithm [73], in order to establish a mathematical consistent

one for all cases.

The results for the lateral structure show that the main difference between

graphene and borophene interfaces is the charge distribution at the wall. While

in a graphene sheet the ionic positions are less restricted, in a borophene sheet

there are two distinct layers of charge [74]. In each of those, charges are oriented

in “lines of charge” (see Fig. 1), as can be clearly seen in the positively and

negatively charged borophene interfaces of Fig. 3, where anions and cations are

placed along vertical lines which correspond to those formed by the outermost

atoms at the wall. Indeed, that causes a great change of the lateral structure

with respect to the graphene wall, which is now more oriented, especially when

the interface is not neutral. However, in all cases lithium cations go to the polar

nanoregions of the IL, where they are solvated by IL anions forming solvation

complexes [42, 43].

System CV MCS (Å2) H
graphene (-) 32% 19.7 6.23

borophene (-) 14% 6.6 4.83
graphene (0) 30% 19.6 6.18

borophene (0) 17% 8.7 5.60
graphene (+) 20% 9.9 6.25

borophene (+) 8% 2.7 4.48

Table 1: Comparison of Minkowski cluster parameters, Coverage Factor (CV) and Mean
Cluster Size (MCS), as well as Shannon entropy (H), calculated for BF –

4 anions density
maps in LiBF4+[BMIM][BF4] near graphene and borophene walls for different surface charges:
negative (-), neutral (0) and positive (+).

Although the previous approach gives us some interesting qualitative infor-

mation about the structure of the electric double layer, it is also worth to get
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(a)

(b)

Figure 4: Comparison of time-averaged 2D-Fourier transforms of the anion positions in
LiBF4+[BMIM][BF4] near graphene (left) and borophene (right) walls of different surface
charges: (a) neutral, (b) positive.
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(a)

(b)

Figure 5: Comparison of time-averaged 2D-Fourier transforms of the (a) anion and (b) cation
positions in LiBF4+[BMIM][BF4] near graphene (left) and borophene (right) walls of negative
surface charge.
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some quantitative insight. For that, we use some of the Minkowski functionals

[72] in order to quantify the differences between the lateral structure of anions in

both kinds of surfaces. Another important parameter which can be calculated is

the Shannon entropy [75] of the 2D lateral distributions shown in Fig. 3 (before

applying the cutoff), H = −∑
i pi log pi, where pi is the probability of having

a given intensity value in the lateral density map. This quantity gives us a

way to characterize the ordering of the patterns formed by the anions positions

distribution near the electrochemical interface.

The results for the mean size of the anion clusters (i.e. well defined regions

where one or more anions were throughout the simulation time), the coverage

factor of the wall and Shannon entropy are shown in Table 1. There we can

see that there are important qualitative differences in the effect of both types

of surfaces on the anion lateral ordering. In particular, it seems that borophene

interfaces reduce the size of the anion clusters relative to graphene, which now

have a less diffuse structure (more ordered pattern, as shown by their lower H

value) imposed by the strong charge orientation in the borophene wall. This

effect is less important in the neutral walls, as the charge difference between

the innermost and outermost layers of borophene in that case is less important.

Moreover, Shannon entropy results decrease from 5.60 (neutral) to 4.83/4.48

(negative/positive) in borophene and increase from 6.18 (neutral) to 6.23/6.25

(negative/positive) in graphene. This indicates that charging borophene gen-

erates even more ordered anion patterns, a fact with potentially far reaching

consequences in their applications. On the other hand, graphene does not show

the same clear trend upon charging.

Although these parameters are very useful in the characterization of these

lateral density maps, it is important to remember that they are very influenced

by the dynamics of the simulated species, which are not precisely reproduced

with a nonpolarizable force field, such as the one used in this article [76–78].

Moreover, it has been reported that in 3D the simulated diffusion coefficients

may be affected by the size and shape of the simulation box due to hydrodynamic

effects [79–82]. This phenomenon was also reported by Simonnin et al. for
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simulations of a Lennard-Jones fluid under confinement conditions but, up to

our knowledge, this study has not been applied for dense ionic systems and is

something which is now under study. So, in order to achieve a more precise

and non-dynamic dependent description of the IL lateral structure near the

interface, we calculate the time-averaged 2D-Fourier transforms of the positions

of the IL cations and anions in the first layer near the walls. The results for

these calculations, using the positions of the central boron for anions and the

methyl-bonded nytrogen for cations, are shown in Figs. 4 and 5.

The Fourier transforms clearly show that the neutral and positively charged

borophene walls induce more order than graphene ones (Fig. 4), as borophene

results show more narrowed distributions in k values, while in graphene this

distribution is much more homogeneous. In fact, the spatial frequencies (ν̃)

associated to the highest values of the distribution (represented in yellow) cor-

respond to distances in the real space (r = ν̃−1) which match the characteristic

distances of the borophene sheet (see Fig. 1). This means that the borophene

atomic structure is partially reflected in the first ionic layer which is not the

case for graphene interfaces. Regarding the negatively charged interfaces (Fig.

5), we can conclude that the lateral structure of the anions, which are in the sec-

ond ionic layer, are not influenced by the wall topology and composition since

rotationally symetric Fourier transform are observed (Fig. 4 (a)). However,

cations in the first layer follow the same trends as anions near the positively

charged wall. In summary, we can conclude that borophene interfaces induce

more ordered IL lateral structures than graphene ones.

In order to analyze further the electric double layer near the borophene

surface, we have also studied the orientation of IL cations closer to the wall

than 1 nm. This was done by taking θ as the angle between the vector normal

to the walls (parallel to the z-axis) and a vector normal to the imidazolium ring,

and calculating the probability distribution functions for ring orientations as a

function of cos(θ) and/or the distance to the wall, z, which are shown in Figs.

6 and 7, respectively. Results for positive wall have not been calculated in this

paper due to their lack of statistics, as near the positively charged wall there is
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a low probability of presence of IL cations, so no reliable conclusions from those

calculations could be obtained.
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Figure 6: Orientational probability density functions for the IL cations in the first layer,
P (cos(θ)), for LiBF4+[BMIM][BF4] near graphene (left) and borophene (right) walls of dif-
ferent surface charges: (a) negative, (b) neutral.

Again, the results for graphene and borophene walls are very similar. It

seems that the type of wall does not appreciably change how the IL cations are

placed in the electric double layer, but it does affect the total surface charge.

In fact, in both neutral graphene and borophene surfaces IL cations are mostly

with the ring plane parallel to the wall, while when the wall is negatively charged

the populations oriented in this way decrease and the ring is more frequently

placed perpendicular to the wall, but with a large probability for angles higher

than ∼70◦.

The shortest average distance to the surface of lithium cations in the simu-

lations is calculated and shown for both surfaces in Fig. 8, as in a real battery

containing a borophene or graphene electrode the salt cations should be able to

approach enough to allow the redox reactions necessary for the operation of the
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Figure 7: Orientational probability density functions as a function of cos(θ) and the z distance
to the wall for the IL cations in the first layer, P (cos(z, θ)), for LiBF4+[BMIM][BF4] near
graphene (left) and borophene (right) walls of different surface charges: (a) negative, (b)
neutral.
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battery. This comparison shows approximately the same tendencies, where Li+

can reach closer distances to the positively charged wall than to the negatively

charged one, due to the salt cation-anion complexes that form, as indicated

in previous articles [41, 43]. The only difference is that lithium cations can

get slightly closer to borophene walls than to graphene walls, except in neutral

walls, where this difference is higher. This might be due to the higher distortion

of the complexes near the neutral borophene wall, as we explain in more detail

below.

We have also analyzed the single-particle dynamics of the salt cation in the

mixture near both walls by means of the vibrational densities of states (vDOS)

of this species near the interfaces, i.e. at distances smaller than those of the

first minimum in the corresponding number densities. For this purpose, ions

that met this condition were located and their average velocity autocorrelation

function, C(t), was calculated as

C(t) =
〈~v(0) · ~v(t)〉
〈~v(0) · ~v(0)〉 . (1)

The vDOS is then simply calculated as the Fourier transform of C(t). The

results for lithium ions in their corresponding mixtures, both in bulk and near

both graphene and borophene surfaces of variable surface charges, are shown

in Fig. 9. In bulk mixtures there are three vibrational modes that correspond

to oscillations of the lithium ion in its molecular cage, i.e. they depend on the

kind of complexes that form. As these vDOS are very similar in bulk and near

all the interfaces, we can state that salt cation-anion complexes are similar in

both cases. The most important difference appears in the neutral borophene

electrode, where the second and third modes are much more damped or very

deformed (blue-shift of the latter with respect to the bulk one), which might

indicate that salt cation complexes near this wall are weaker or different enough

from the bulk and therefore allow the salt cation to reach closer distances to it

than in graphene (as shown in Fig. 8), where the three modes are more similar

than those in bulk.
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Figure 9: vDOS comparison of lithium salt cations in bulk (shaded in blue) and near a
graphene wall (a) or borophene wall (b).
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4. Conclusions

In this work, we perform a comparison between the effect of graphene and

borophene interfaces on the structure of both pure IL, [BMIM][BF4], and of its

mixtures with LiBF4, focusing on future applications of this novel 2D material in

battery electrodes. Our results show that there are a lot of similarities between

both systems, which might mean that borophene is at least as good electrode

as graphene. However, lithium salt cations were seen to reach closer distances

to the borophene electrode than to the graphene one. This might be caused by

a more significant modification of the salt cation-anion complexes that form in

the mixtures near the walls.

The other main (and maybe even more important) difference between graphene

and borophene-based systems is the degree of ordering of the lateral structure

of the IL-based mixtures near the surfaces, as in the latter there is a much

more marked one (specially when it is charged), caused by the peculiarities of

the structure of borophene and its charge distribution anisotropies. This might

confer borophene an IL-tuning ability consistently larger than that of graphene,

which might consequently provide several unexpected applications, particularly

enhancing the electrochemical capabilities of this material.
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