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Abstract
Real-time hand segmentation is a key process in applications that require human–computer interaction, such as gesture rec-
ognition or augmented reality systems. However, the infinite shapes and orientations that hands can adopt, their variability 
in skin pigmentation and the self-occlusions that continuously appear in images make hand segmentation a truly complex 
problem, especially with uncontrolled lighting conditions and backgrounds. The development of robust, real-time hand 
segmentation algorithms is essential to achieve immersive augmented reality and mixed reality experiences by correctly 
interpreting collisions and occlusions. In this paper, we present a simple but powerful algorithm based on the MediaPipe 
Hands solution, a highly optimized neural network. The algorithm processes the landmarks provided by MediaPipe using 
morphological and logical operators to obtain the masks that allow dynamic updating of the skin color model. Different 
experiments were carried out comparing the influence of the color space on skin segmentation, with the CIELab color space 
chosen as the best option. An average intersection over union of 0.869 was achieved on the demanding Ego2Hands dataset 
running at 90 frames per second on a conventional computer without any hardware acceleration. Finally, the proposed seg-
mentation procedure was implemented in an augmented reality application to add hand occlusion for improved user immer-
sion. An open-source implementation of the algorithm is publicly available at https://​github.​com/​itap-​robot​ica-​medica/​light​
weight-​hand-​segme​ntati​on.
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1  Introduction

Hand usage is a fundamental element of human interaction 
with the world. Consequently, hands play a crucial role in 
mixed reality applications that try to mimic real-life experi-
ences. The user’s immersion in these applications is highly 

conditioned on the accurate detection and representation of 
the hands, as hands are the body part most often interacting 
with the virtual elements.

Researchers have studied and proposed different meth-
ods to locate and characterize hands in multimedia content 
such as videos or images. The approaches employed range 
from traditional computer vision techniques to convolution-
based deep learning models and can be divided into two 
main groups, hand tracking and hand segmentation methods.

Hand tracking methods deal with locating key features of 
the hand to provide a set of identifiable landmarks that are 
used to model the position of the palm and fingers. Common 
approaches to this problem include optimized convolutional 
neural networks to track hands in images (Zhang et al. 2020; 
Lim et al. 2020) or employing specialized hardware such as 
dedicated sensors (Glauser et al. 2019) and depth-sensing 
cameras (Chakraborty et al. 2018).

Conversely, hand segmentation methods consist of 
extracting the pixels belonging to the hands that appear in 
the image. A plethora of methods for skin color detection 
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exist in the literature. The most popular technique is color 
thresholding using different color spaces, especially RGB, 
HSV and YCbCr. Color thresholding methods allow fast pro-
cessing; however, these purely color-based techniques have 
limitations. The wide variety of existing skin pigmentations, 
changes in illumination that significantly modify the initial 
colors or the presence of skin-colored objects that can be 
detected as hands are some of their major drawbacks (Kang 
et al. 2017). Although improvements have been made in 
more recent approaches by creating and dynamically updat-
ing the skin appearance model in different color spaces 
(Zhang et al. 2018; Zhao et al. 2018; Thwe and Yu 2019), 
inaccuracies still appear in the results.

Another practice is the extraction of information at both 
the pixel and superpixel level for use as input to a tree-based 
machine learning classifier (Zhao and Quan 2018; Zhu 
et al. 2015; Baraldi et al. 2015). Superpixels are obtained 
by over segmenting the image with algorithms such as the 
simple linear iterative clustering SLIC algorithm (Achanta 
et al. 2012). Finally, more recent approaches include the 
use of convolutional deep learning architectures specifically 
designed for segmentation (which have already been proven 
successful in widely varied tasks (Yu et al. 2021, 2022; Liu 
et al. 2020)) such as UNet (Tsai and Huang 2022; Wang 
et al. 2019), OR-Skip-Net (Arsalan et al. 2020) or networks 
using Bayesian techniques (Cai et al. 2020).

In this paper, we propose a novel algorithm for segment-
ing hands in video frames that is based on the informa-
tion provided by a highly optimized neural network called 
MediaPipe Hands. MediaPipe Hands is a palm and finger 
tracking solution introduced by Zhang et al. (2020). This 
solution consists of a highly optimized pipeline composed of 
two models, a hand palm detector that provides an oriented 
bounding box of the hand and a hand landmark model that 
operates on the bounding box to obtain 2.5D landmarks. 
These landmarks are composed of the x- and y-coordinates 
in the image space of 21 key points of the hand, along with 
an additional z-coordinate; the depth of each landmark is 
relative to the wrist key point (Fig. 1b).

This hand tracking solution has been successfully used in 
diverse tasks, such as sign language recognition (Cheng et al. 

2020; Shin et al. 2021), hand 3D model reconstruction (See-
ber et al. 2021) and gesture-based control in rehabilitation 
systems leveraging the 2.5D hand pose (Xiao et al. 2023). 
However, the positional landmarks provided by MediaPipe 
Hands are not suitable for augmented or mixed reality appli-
cations, as in these cases, pixel-level hand segmentation is 
required to cope with hand collisions and occlusions.

As noted, current segmentation approaches that work 
with monocular cameras use either superpixel classifiers 
or convolutional neural networks, and both require special-
ized hardware and nontrivial optimizations to operate in real 
time. In this paper, we propose extracting the hands in video 
frames in real time by processing the landmarks provided 
by MediaPipe with morphological and logical operators 
(Fig. 1). Our solution, although conceptually simple, allows 
the implementation of hand segmentation in mixed reality 
applications running on nonaccelerated mobile and monocu-
lar hardware.

2 � Proposed algorithm

The algorithm we present in this paper is a pipeline of six 
stages (Fig. 2) based on a calculation of dynamic color 
ranges to model skin color in a given color space. 

1.	 The first stage is the extraction of characteristic hand 
landmarks using MediaPipe Hands. The extracted land-
marks are used to draw a skeleton of the hand.

2.	 The skeleton is binarized to generate a skeleton mask 
(M1). Another mask (Mask M2) is generated through 
a strong dilation of this first mask, iterating twice with 
a square kernel (k) of size 21× 21 pixels as defined in 
Eq. 1. This second mask serves the function of limiting 
the area of the image where the hand boundaries may be 
present. To choose the size for this dilation kernel, we 
carried out a grid search on the training set of the dataset 
and selected the best-performing parameters. 

(1)M2 = (M1⊕ k)⊕ k

Fig. 1   Algorithm stages. a Input 
image. b MediaPipe hands out-
put. c Proposed segmentation 
solution results
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3.	 The input image is converted to the CIELab color space 
and masked with M1 (Eq. 2). This color space provides 
a more suitable representation of skin-like colors for 
segmentation compared to other color spaces (Ly et al. 
2020). 

4.	 The result from the previous masking is used to ran-
domly sample 1500 values that correspond to the hands 
in both the a* and b* channels. These sampled values 
are later sorted to obtain the first and third quartiles. 
These percentiles act as the boundaries to a region in the 
CIELab color space where the majority of the pixels cor-
responding to hands in the same frame are expected to 
be located. Once these boundaries have been calculated, 
two more channelwise masks (Ma and Mb) are calcu-
lated on the a* and b* channels as presented in Eqs. 3 
and 4, eliminating every value that falls out of the cal-
culated ranges and keeping the values of the pixels (p) 
that fall within those ranges. Another binary mask Mab 
is calculated as the intersection of Ma and Mb (Eq. 5), 
ensuring that only the pixels in both ranges are selected. 

5.	 After this union, a morphological operation of closing 
followed by an opening is performed on the union of 
Mab and M1 to fill holes, reduce noise and smooth the 
resulting mask. This resulting mask is represented in 
Fig. 2 as M3. Given a square kernel k, this operation can 
be expressed as Eq. 6. 

(2)Skin = RGB2Lab(Input) ∩M1

(3)Ma = {p ∈ (Skina∗(Q1), Skina∗(Q3))}

(4)Mb = {p ∈ (Skinb∗(Q1), Skinb∗(Q3))}

(5)Mab = Ma ∩Mb

6.	 Finally, to avoid background false positives, the M2 
mask is used to eliminate any blob that is detected out-
side of the hand area. Consequently, the result of the 
segmentation is given by the mask bitwise expression 
outlined in Eq. 7. 

3 � Dataset and evaluation

Multiple datasets have focused on the task of hand seg-
mentation (Bambach et al. 2015; Shilkrot et al. 2019; Khan 
and Borji 2018). In this work, we use Ego2Hands (Lin and 
Martinez 2020) as the study set of images. This dataset is 
composed of frames from egocentric videos of different 
hands in movement and their corresponding segmentation 
annotations (Fig. 3).

These videos have been recorded in different environ-
ments with distinct illumination and background conditions. 
Furthermore, different skin tones are also present. The train-
ing set of this dataset has been established to design and 
parametrize the algorithm. The evaluation set has been iso-
lated and has only been used to evaluate the metrics shown 
in this document.

To formally evaluate the performance of our algorithm, 
we calculate the intersection over union (IoU) of the pre-
dicted mask and the annotation. This metric was selected 
due to its widespread acceptance as a standard measure in 
the field of image segmentation and its ease of use when 
comparing our results with existing and future literature. 
In this evaluation, we masked the annotation with the M2 

(6)M3 = ((((Mab ∪M1)⊕ k)⊖ k)⊖ k)⊕ k

(7)Output = M3 ∩M2

Fig. 2   Segmentation pipeline stages
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mask. This last operation fulfills the dual role of removing 
the forearm region from the annotation and conditioning 
the measure to frames where MediaPipe detects something. 
However, we make no distinction based on the correctness 
of the MediaPipe landmarks if they are detected.

Additionally, we present a performance and execution-
time study of the algorithm when executed on an IntelⓇ 
i5-11600K @ 3.90 GHz CPU, with no hardware acceleration 
or GPU utilization.

4 � Results

In the following section, we include the quantitative and 
qualitative results obtained following the previously 
described evaluation methodology, including a study of the 
influence of the color space choice to model hand appear-
ance and a measure of the computation time each stage of 
the algorithm takes.

4.1 � Color space influence

During the development of this research, we carried out 
tests with different parametrizations and configurations of 
the algorithm, more specifically, on the space color from 
which the random samples are taken. For dynamic range 
filtering, we explore the impact of choosing the CIELab, 
HSV or YCrCb color spaces using intersection over union 
(IoU). In these experiments, the chosen percentiles are (40, 
60), (2, 98) and (2, 98) for the hue, saturation and value 
channels and (1, 99), (35, 65) and (35, 65) for the Y, Cb and 
Cr channels, respectively.

The results for the eight sequences in the evaluation set 
of the Ego2Hands dataset are presented in Table 1, where it 
can be observed that the CIELab color space yields better 
results in most of the video sequences, closely followed by 
the YCrCb color space. HSV, however, falls behind with 
slightly but clearly worse results (except for sequence 5, 
characterized by a notably dark ambient illumination).

4.2 � Performance study

A decomposition of the algorithm operations with their 
compute times averaged over 250 images of size 800×448 
and 400×224 is presented in Fig. 4. These image resolutions 
were chosen as the first represents the original size of the 
images in the dataset and the second, where we reduced the 
image size to 50% in each spatial dimension, provided a sen-
sible balance between accuracy loss and processing speed 
gains. The mean execution times of a single image are 16.45 
ms and 10.85 ms, respectively.

With images of size 800×448, MediaPipe represents 
the majority (9.03 ms, 54.89% of the total) of the process-
ing time, while the operations added for segmentations are 

Fig. 3   Random samples from the evaluation sequences of Ego2Hands 
(Lin and Martinez 2020)

Fig. 4   Execution-time decomposition based on input size
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carried out in 7.42 ms. Translating these measures to FPS, 
the MediaPipe processing alone can be executed at approxi-
mately 110 frames per second; however, the overhead of seg-
mentation reduces this metric to the value of 60.79 frames 
per second.

Furthermore, if the input images are reduced to a size 
of 400×224 pixels, which still perfectly encompasses the 
hand localization information, the segmentation overhead 
diminishes drastically, as shown in Fig. 4. With the reduced 
images, while the processing time associated with Media-
Pipe and the color conversions does not decrease substan-
tially, the execution time of the dynamic ranges and the mor-
phological operations is greatly reduced from 6.08 to 1.44 
ms. The resulting processing time is 10.85 ms, increasing the 
rate at which the CPU can perform segmentation to slightly 
more than 90 FPS (for reference, the MediaPipe Landmark 
detection, processes the images at a rate of 121.5 FPS).

4.3 � Qualitative results

Figure 5 shows the mask produced by the algorithm below 
the annotation masked with the M2 mask, as described in 
Sect. 3. In the results below, several characteristics of our 

proposal can be appreciated. Overall, the different skin tones 
and lighting conditions demonstrate the robustness added by 
the dynamically calculated ranges. Additionally, Fig. 5a, d 
shows the algorithm’s ability to separate hand borders and 
similar color backgrounds in nonextreme cases, and finally, 
Fig. 5b and Fig. 5c illustrates that the algorithm can also deal 
with blurriness caused by hand movements.

5 � Discussion

The performance evaluation of the algorithm using different 
color spaces revealed that CIELab achieved the best perfor-
mance on the evaluation set (IoU = 0.869). While the YCrCb 
performed similarly, it was less accurate (IoU = 0.866), and 
the HSV performed worst (IoU = 0.849). These results are 
consistent with previous research in the field.

Montenegro et al. (2013) conducted a comparative study 
of color spaces for detecting human skin using a probabilis-
tic classifier. They evaluated the quality of the results using 
the Matthews correlation coefficient (MCC) and found that 
CIELab performed best (MCC = 0.074) with the YCbCr 
performing similarly but less stably (MCC = 0.779), and 

Table 1   Comparison of IoU 
in Ego2Hands evaluation 
sequences sampling in different 
color spaces

The values in bold indicate the highest IoU achieved in each sequence among the three color spaces con-
sidered during the evaluation

Seq1 Seq2 Seq3 Seq4 Seq5 Seq6 Seq7 Seq8 Mean

CIELab 0.915 0.833 0.889 0.898 0.758 0.886 0.876 0.842 0.869
YCrCb 0.906 0.840 0.889 0.896 0.760 0.876 0.875 0.841 0.866
HSV 0.844 0.838 0.868 0.853 0.837 0.859 0.866 0.817 0.849

Fig. 5   Qualitative results of the proposed algorithm. (Top): Input image. (Center): Intersection of the ground truth annotation and the M2 mask. 
(Bottom): Proposed segmentation solution result
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HSV yielding the worst performance (MCC = 0.736). Simi-
larly, Kaur and Kranthi (2012) concluded that skin color seg-
mentation with CIELab color space was better than YCbCr. 
Likewise, Li and Kitani (2013) performed experiments for 
hand detection using RGB, HSV and CIELab color spaces, 
with the latter achieving the best performance.

The CIELab color space is based on the opponent color 
model of human vision and is device independent. Moreo-
ver, the fact that Lightness is a separate channel in CIELab 
makes it easier to identify the chromaticity of skin tones, 
which usually lie within a relatively narrow range of values 
in the A and B channels, reducing its sensitivity to errors. 
These attributes could make the CIELab color space the 
most adequate for detecting human skin using the proposed 
algorithm.

On the other hand, a fast and robust hand segmentation 
is the first challenge and a necessary step in many real-
time implementations in which hand-object interaction is 
required, such as augmented reality, medial application and 
human–robot interaction. The main advantage of our algo-
rithm when compared to deep learning or superpixel clas-
sification techniques is its ability to be executed in real time 
without dedicated hardware or special optimizations.

While it is true that the segmentation overhead almost 
doubles the processing time of MediaPipe with images of 
size 800x448, considering the highly optimized nature of 
the hand landmark detection platform, this is still remark-
ably fast when considering the resulting quality, the platform 
running the algorithm (CPU) and the ease of implementation 
of the algorithm. Therefore, we consider that the proposed 
algorithm achieves a substantially positive trade-off between 
segmentation capabilities and computational cost, particu-
larly when compared with the current traditional computer 
vision approaches with similar results that take up to 3497 
milliseconds (Zhao et al. 2018) when running on an Intel 
i7-4500U (mainly due to the computation of superpixels to 
dynamically adjust the thresholding).

Additionally, in order to demonstrate and test the real-
time performance of the developed segmentation algo-
rithm, an augmented reality application that includes hand 
occlusion has been implemented. In this application, a 
Unity3D scene interacts with the Python implementation 
of the proposed algorithm. This Python service processes 
real-time input from a camera, segments the hand regions 
and sends both images (frame and mask) to the Unity3D 
application, where the real images and virtual elements are 
fused in a final frame (Fig. 6). This augmented reality envi-
ronment illustrates that the developed hand segmentation 
algorithm can improve, at the current stage, the immersion 
and the quality of interactive capabilities in mixed reality 
applications.

Finally, there are two main weaknesses that may affect the 
quality of segmentation due to the nature of the algorithm. 

First, the dependence on MediaPipe, whose performance 
directly impacts the sampling operation. In a worst-case sce-
nario where MediaPipe does not detect any hand (Fig. 7a) 
and therefore does not supply any landmarks to the sec-
ond stage of the algorithm, the segmentation result will be 
null. On the other hand, if MediaPipe produces deficient 
landmarks (Fig. 7b), the selected color ranges could also 
be affected depending on the magnitude of error of the 
landmarks. This last situation, however, is mitigated by the 
percentile-based channelwise ranges. Second, while the 
dynamic color range selection partially solves it, the algo-
rithm still works using color spaces and, consequently, can 
malfunction in situations with extreme lighting conditions 
such as strong shadows or sensor saturation (Fig. 7c) and 
backgrounds of similar colors to those sampled in the hands 
(Fig. 7d). Again, this is mitigated in our algorithm with the 
M2 mask, limiting the segmentation result to the area sur-
rounding each hand.

6 � Conclusions

In this paper, we propose a hand segmentation algorithm 
built on top of the highly optimized MediaPipe Hand Locali-
zation platform. We study different color spaces and attain 
a mean IoU of 0.869 on the demanding Ego2Hands dataset 
evaluation set using the CIELab color space. Additionally, 
we demonstrate that our solution can be easily implemented 
in Python to run at more than 90 frames per second without 
hardware acceleration or highly optimized code. Finally, we 
prove the value of the algorithm by using it to add hand 

Fig. 6   Real-time screenshots of hand occlusion in an augmented real-
ity application using our algorithm. The color spheres and yellow 
keyboards are virtual (colour figure online)
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occlusion to an augmented reality environment, increasing 
the immersion of the user.

While we consider the results to present a very good 
trade-off between quality and execution time, further 
research could explore the utilization of spatial and tem-
poral information in video processing to increase the result 
accuracy and to add robustness to the background condi-
tions. Furthermore, optimization strategies and mobile or 
embedded hardware implementations could also be devel-
oped based on this work.
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