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The indirect drive approach to inertial confinement fusion (ICF) has undergone important advances in the
past years. The improvements in temperature and density diagnostic methods are leading to more accurate
measurements of the plasma conditions inside the hohlraum and therefore to more efficient experimental
designs. The implementation of dot spectroscopy has proven to be a versatile approach to extracting space-
and time-dependent electron temperatures. In this method a microdot of a mid-Z material is placed inside the
hohlraum and its K-shell emission spectrum is used to determine the plasma temperature. However, radiation
transport of optically thick lines acting within the cylindrical dot geometry influences the outgoing spectral
distribution in a manner that depends on the viewing angle. This angular dependence has recently been
studied in the high energy density (HED) regime at the OMEGA laser facility, which allowed us to design
and benchmark appropriate radiative transfer models that can replicate these geometric effects. By combining
these models with the measurements from the dot spectroscopy experiments at the National Ignition Facility
(NIF), we demonstrate here a novel technique that exploits the transport effects to obtain time-resolved
measurements of the ion density of the tracer dots, without the need for additional diagnostics. We find
excellent agreement between experiment and simulation, opening the possibility of using these geometric
effects as a density diagnostic in future experiments.

PACS numbers: Valid PACS appear here
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I. INTRODUCTION

The evolution of the plasma inside hohlraums in iner-
tial confinement fusion (ICF) experiments1–3 is extremely
complicated to model, owing to the interactions between
the laser drive, the gold plasma from the hohlraum walls,
the fill gas, the Planckian X-ray field, and the fuel cap-
sule. Modelling the evolution of these processes, and how
they affect the conditions inside the hohlraum during an
ICF implosion, requires a deep understanding of laser-
plasma interactions and computationally expensive mul-
tidimensional radiative hydrodynamic simulations. On
top of that, the results from those simulations are model
dependent4, and experimental data that can help bench-
mark them are scarce.

Given the great amount of information that can be
extracted from the X-ray spectra of plasmas, X-ray spec-
troscopy is a fruitful approach to characterizing the
plasma conditions in ICF and it can be used to estimate
the temperature distribution in a plasma5–12. In particu-
lar, the dot spectroscopy campaign13,14 comprises a series
of experiments that were carried out at the the National
Ignition Facility15 (NIF) with the aim of using K-shell
spectroscopy to diagnose the evolution of the electron
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temperature inside a hohlraum during an ICF implosion.

The idea of the dot spectroscopy method has been
around for several decades7,8. It had already been imple-
mented for diagnosing the conditions inside hohlraums in
indirect drive ICF in the late 1990s at the NOVA laser
facility (precursor of NIF)11,12, but only recently have
dot-based experiments been conducted at the NIF13,14.
The key feature of this campaign is the addition of a
mid-Z tracer dot in the hohlraum. At the temperatures
and densities characteristic of high energy density (HED)
plasmas, the tracer gets highly ionized and starts emit-
ting K-shell X-rays. The dot materials (Z ∼ 23 − 38)
were chosen so that their K-shell emission was in range
of 5−9 keV, a region in which emission from the hohlraum
(Au) is bound-free continuum. Thus, the tracers’ spectra
can be easily resolved.

Hydrodynamic simulations using the code HYDRA16

show that the dynamics of the dots (initially: radius
∼ 400 µm and thickness ∼ 0.3 µm) do not alter the con-
ditions inside the hohlraum significantly, and that the
temperature and electron density of the dots’ plasma are
indicative of those of the hohlraum plasma surrounding
it. Therefore, by time-resolving the K-shell line emission
of the tracer dot, we can observe the temperature evo-
lution inside the hohlraum during the implosion13. Ad-
ditionally, if the position of the dot is also measured,
one can link the temperature evolution to a particular
region of the hohlraum. This has allowed different parts
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FIG. 1. (1a) Schematic of the experimental set-up showing the view of the different instruments and the position of the dot
and the capsule inside the truncated hohlraum. Reproduced from Barrios, M. A. et al. ”Electron temperature measurements
inside the ablating plasma of gas-filled hohlraums at the National Ignition Facility.” Physics of Plasmas vol. 23, no. 5 (2016),
with the permission of AIP Publishing. (1b) The 12.7 ns high-foot pulse that was used in the experiment.

of the hohlraum to be mapped, providing a experimental
platform to study heat transport in indirect drive ICF14.
Nevertheless, no measurements of the electron density of
the dots have yet been reported.

However, analyzing the K-shell emission of the dots is
non-trivial. It was shown by Kerr et al.17–19 that in non-
spherical plasmas the intensites of optically thick compo-
nents of the X-ray spectra are enhanced relative to the
optically thin limit if the line of sight through the plasma
is shorter than the mean chord of the emitting volume.
Conversely, if the line of sight length exceeds the mean
chord length, their intensites are reduced. While the line
of sight depends on the angle at which the detector views

the source, the mean chord l̂ is a fundamental property of
a given geometry and thus, the ratio from the line of sight
to the mean chord varies as a function of the angle of ob-
servation. The mean chord of a convex body can be easily
calculated by means of the Dirac-Fuchs theorem20,21 as

l̂ =
4V

S
, (1)

where V is the volume of the body and S its surface area.
For an infinite planar source of thickness ∆z this equation

returns the well-known value of l̂ = 2∆z (which corre-
sponds to the chord at 60° from the normal of the plane).
Therefore, the need arises of accounting for the angular
dependence of the spectral distribution which plays di-
rectly into experimental design considerations and spec-
tral analysis. This effect has previously been observed
in astrophysical and laboratory plasmas22,23, and several
methods have been proposed to diagnose the geometry
of astrophysical bodies by studying it18,24.

Over the past few years several experiments at the
OMEGA laser facility25 were dedicated to measuring
these geometric effects in HED cylindrical plasmas26 with
the aim of developing accurate models that can be ap-
plied to the K-shell spectra of the aforementioned tracer
dots. The geometric effects on the spectra were assessed
by focusing on the ratio of the resonance (1s2p 1P1 →

1s2 1S0) to the intercombination (1s2p 3P1 → 1s2 1S0)
lines of the Heα emission (hereafter noted the w and
y lines respectively, following Gabriel’s notation27). It
was shown that two-dimensional radiative transfer simu-
lations using the code Cretin28 can reproduce the exper-
imental line ratios to a much higher degree than models
which do not include the plasma geometry. Additionally,
it was found that the w/y ratio obtained from two differ-
ent views of the cylinder can be used as a diagnostic of
the ion density of the plasma26,29, given that these ratios
are dictated by the optical depth of the plasma through
the mean chord and the line of sight18,19,30, which is di-
rectly proportional to the ion density.

In this paper, we combine the predictions from the
Cretin model for cylindrical plasmas that was bench-
marked at the OMEGA laser in the aforementioned
experiments26, with the time-resolved w/y ratios mea-
sured in the dot spectroscopy experiments at the NIF.
We show how these ratios, combined with measurements
of the thickness of the dot and the assumption that
the dot stays cylindrical, can be used to retrieve time-
resolved values of the ion density of the plasma inside
the hohlraum at the position of the tracer dots, by
studying two particular shots with Mn cylindrical trac-
ers. The predictions from hydrodynamic simulations us-
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FIG. 2. (2a) Thickness of both Mn dots measured with the XRPINH as a function of time. (2b) Position of the dots across
the hohlraum with respect to the LEH and their original position. The error bars are contained within the symbol size.

ing the code HYDRA are in good agreement with the
results for the ion density obtained using this method.
Furthermore, our obtained results are consistent with all
the data from the experiment. Finally, we show how if
the cylindrical geometry of the tracers is neglected, and
a simple spherically symmetric plasma is assumed, the
same method yields results for the ion density that differ
in up to an order of magnitude from those that include
the cylindrical geometry, and the consistency with the
rest of the data is lost.

As mentioned above, the electron density of the dots’
plasma is indicative of that of the plasma inside the
hohlraum, and given that the electron density of the dots’
plasma is directly related to the ion density (ne = Z̄ni),
measuring the ion density of the dots is of great impor-
tance to diagnosing the evolution of the electron density
inside the hohlraum. This work opens up the possibility
of using the dot spectroscopy technique to jointly map
the temperature and density of the plasma in different
regions of the hohlraum as a function of time by using
cylindrical tracers that act as a surrogate of the plasma
inside the hohlraum.

II. EXPERIMENTAL SET-UP

The experiments in the dot spectroscopy campaign
were performed at the NIF laser. The Viewfactor
hohlraum31, which is a hohlraum truncated at ∼ 75%
of its length, was used in order to eliminate background
X-rays that would be produced by a real ICF capsule and
the flange of the lower laser entrance hole (LEH) of a real
hohlraum. To maintain surrogacy of plasma conditions in
the equivalent hohlraum in the upper LEH region, a thin
parylene (CH) spherical shell (25µm thick, 2.4mm in di-
ameter) replaces the ICF fuel capsule. The hohlraums
were 4.69mm in diameter and 5.92mm long, with a LEH

3.1mm in diameter in the non-truncated base. The cap-
sule was centered 3.92mm directly below the LEH and
aligned with the axis of the hohlraum. The hohlraums
were filled with neopentane (C5H12) at 1.37mg/cm3 and
positioned in the NIF target chamber such that the cen-
ter of the CH capsule was at the center of the chamber.
This set-up is shown in figure 1a.
A Mn tracer dot was sputter-coated on top of the cap-

sule keeping the axis of the dot aligned with the axis
of the hohlraum. We focus on two particular shots in
which the experimental conditions were nominally iden-
tical (and identical to those in Barrios et al.13), with the
exception of the thickness of the dots. In shot N150913-
002 the thickness of the dot was 2400�A, whereas in shot
N151116-003 the thickness was 800�A, both dots made of
pure manganese. These targets will hereafter be referred
to as Target 2400 and Target 800 respectively. Both dots
had a radius of 400 µm
While the K-shell emission of the dots was observed

with the absolutely calibrated NIF X-ray Spectrometer
(NXS)32 looking down the hohlraum axis through the
LEH, the position and axial expansion of the dots were
measured with an X-Ray Pinhole Camera (XRPINH).
The XRPINH viewed the dot through a rectangular aper-
ture (250µm × 2300 µm) cut into the hohlraum wall, as
shown in figure 1a. Another aperture (400 µm×2000 µm)
was cut in the opposite wall. This aperture was wider to
avoid background from glowing gold walls, and shorter to
provide a fiducial in axial direction. Both apertures had
80 µm thick polyimide windows. Additionally, a Static
X-ray Imager (SXI) positioned below the hohlraum was
used to obtain a time-integrated image of the plasma in-
side the hohlraum.
The laser profile used in the experiment, shown in fig-

ure 1b, was a 12.8 ns high-foot pulse, delivering ∼ 600 kJ
of 3ω light energy in the hohlraum with a peak power
of 160TW for ∼ 3 ns. Due to the truncated geometry
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of the hohlraum, the outer beams (impinging at 44.5°
and 50°) from the lower hemisphere could not be used,
so only 128 out of the 192 beams available were imple-
mented. More details on the experimental set-up for this
campaign can be found in Barrios et al.

13, where these
experiments were first reported.

III. EXPERIMENTAL RESULTS

The XRPINH data was used to measure the thickness
of the targets along their expansion axes. This is shown
in figure 2a where the blue circles represent the Target
800 data, whereas the red squares correspond to Target
2400. This color convention will be used for the remain-
der of this paper. The error bars correspond to the vari-
ation in the thickness measured across the aperture. For
Target 800 half as many values as for Target 2400 were
measured, as in this case the frames in the XRPINH were
timed in pairs, so two measurements were taken at each
timestep. The thickness of the dots does not change no-
ticeably during the peak power of the laser pulse (be-
tween 9.5 and 12.5 ns), although they have expanded ax-
ially by a factor of ∼ 103 in the first 9 ns, considering
their original thicknesses.

For the remainder of this paper, we will assume the
thickness of each dot to be constant during the peak
power of the laser pulse, with values:

H2400 = 220± 30 µm,
H800 = 187± 14 µm.

Note that both thicknesses are within 20% of each other,
whereas the initial thicknesses of the dots differed by a
factor of 3. This is in agreement with the predictions
from the HYDRA simulations.

The position of the dot along the hohlraum axis, mea-
sured with the XRPINH and shown in figure 2b, also
gives important information, as it allows one to know
which part of the hohlraum is being diagnosed by the
dots, as they trace the ablation front of the CH capsule.
Although in the two shots that are being analysed the
dots were coated on top of the capsule, there have been
extensions to this campaign in which the dots were placed
closer to the LEH or on the equator of the capsule to di-
agnose different regions of the hohlraum14. In this case,
as the dots are coated on top of the CH capsule, the abla-
tion pressure pushes the dot outward until it is eventualy
balanced by the pressure from the hot plasma of the laser
deposition region, the point at which the velocity of the
dot is reduced. Figure 2b shows that, as expected, both
dots move to similar positions inside the hohlraum, never
reaching the regions close to the LEH. The error bars in
this plot are contained within the size of the symbols.

Good quality time-resolved spectral data were ob-
tained for both targets. Figure 3 shows the streaked
K-shell spectrum of Target 800 together with the laser
pulse. The x-axis shows the time with respect to the
start of the pulse, whereas the y-axis corresponds to the
energy of the emitted photons. The main visible features
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FIG. 3. Streak-camera spectrum for Target 800. The laser
pulse profile is shown in white. As the plasma evolves, it can
be seen that the relative fluxes from the Heα (∼ 6200 eV) and
Lyα (∼ 6500 eV) components change.

correspond to the Heα complex (∼ 6200 eV), and the
Lyα (∼ 6500 eV), Heβ (∼ 7300 eV) and Lyβ (∼ 7600 eV)
lines, indicated in the figure. Note how during the rise
of the pulse there is not any K-shell emission, as it starts
when the pulse reaches peak power. Focusing in particu-
lar on the brighter Heα and Lyα emission, note that, as
the Lyα line is indicative of a high plasma temperature
(it requires a higher ionisation state to be produced) its
emission starts later in time than that of the Heα com-
plex, when the plasma reaches a higher temperature. The
inverse effect is observed after the laser pulse ends and
the plasma starts to cool, with the Lyα emission fading
out first.

IV. SPECTRAL ANALYSIS

The spectra obtained with the NXS are continuous in
time, and with a resolution of 15-20 eV in the spectral
range of consideration. The temporal resolution of the
streak camera is ∼ 80 ps, with 2.4 ps/pixel, however, to
minimize the signal-to-noise ratio, the spectra were inte-
grated in windows of 130 pixels, equivalent to 312 ps.

In this experiment, the dots’ plasma is placed between
the CH plasma from the capsule and the neopentane
plasma from the gas fill of the hohlraum. HYDRA sim-
ulations predicted that the gold plasma from the walls
does not expand enough to get in contact with the dots’
plasma. This was further confirmed by the SXI images.
Therefore, the Mn K-shell emission from the dots does
not experience any radiation transport effects once it es-
capes the dot (as it only has to travel through the neopen-
tane gas, which is transparent for the photon energies
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FIG. 4. Width of the temperature distributions as a function
of time for both Target 800 and Target 2400. Both targets
evolve with similar temperatures (within 20%), despite their
different initial thicknesses. The vertical extent of the shaded
area corresponds to a standard deviation of the temperature
distribution and should not be taken as an error bar. Ten
spectra were used to produce this figure, each of them aver-
aged over 312 ps.

involved).

At the experimental conditions (Te ∼ 1 − 6 keV and
ne ∼ 1021 cm−3), the line ratios in the K-shell emission
spectrum are good indicators of the plasma temperature
as, except for the w component of the Heα complex, the
other observed lines (y line, Lyα, Heβ and Lyβ) are op-
tically thin. Around 2 keV, the optical depth of the Heβ
line is ∼ 1, but as it decreases with temperature, we
do not consider this to be significant. On the other
hand, these ratios are relatively insensitive to density
variations33. In fact, the main effects of density varia-
tions in this regime are modifications of the line widths,
which are unnoticeable in this case owing to the spectral
resolution of the NXS. This sensitivity to temperature
and insensitivity to density, makes the Mn K-shell spec-
tra a good temperature diagnostic.

In previous work13, it was found that the single tem-
peratures obtained from individual line ratios could not
reproduce all the spectral features, with variations of
∼ 200 eV being necessary to reproduce all the compo-
nents of the spectra. To fix this, we obtained the dif-
ferential emission measure (dEM) of the spectra. This
approach consists on assuming that the plasma has dif-
ferent regions at slightly different temperatures such that
the observed spectrum S consists of a weighted composi-
tion of the different temperatures present in the plasma

as

S =

∫ Tmax

Tmin

dT w(T ) S(T ) ∼

Tmax
∑

Tmin

w(T ) S(T ), (2)

where S(T ) are the spectra from a uniform plasma at
a temperature T , and w(T ) are the weights associated
to each single-temperature spectrum. These weights are
related to the relative size of the region at that particular
temperature.
To determine the weight values and get an estimate

of the distribution of temperatures within the plasma,
we used a genetic algorithm34 to fit the full experi-
mental spectra, following an identical procedure to that
described in Marley et al.

33. The algorithm works
with a previously-generated grid of optically thin single-
temperature spectra S(T ) at a constant electron density
of ne = 1021 cm−3 produced with the 0-dimensional code
SCRAM35 (no density variations were included in the
dEM, given that the spectra is mostly insensitive to den-
sity in this regime). The reason why no optical depth is
included in the spectral grid is that, as mentioned above,
radiative transfer effects on the spectra depend on the ex-
act geometry of the plasma, and the radii of the targets
are unknown (as they were not measured in the exper-
iment). Therefore, generating a spectra grid including
radiative transfer effects at this stage would bias the ob-
tained temperature distribution. Given that the w line
is the only optically thick component of the spectra, its
emission was removed to avoid the influence of its optical
depth on the result from the fit. Removing this line does
not affect the temperature calculation much, as informa-
tion can be gathered from the relative emission from the
rest of the lines shown in figure 3.
Initially, the genetic algorithm generates several ran-

dom temperature weigths and selects those who produce
a spectrum that fits the data best. The next iteration
of the algorithm takes the best combinations from the
previous iteration, and combines them (hence the name
‘genetic’). Every iteration, the newly generated combi-
nations, or offspring, can have some of the weights ran-
domly changed, or ‘mutated’. By allowing the algorithm
to iterate several thousands of times, the temperature
distribution eventually converges to the best possible fit
the algorithm can find. Note that this approach can only
provide information about the relative abundance of dif-
ferent temperature regions within the plasma, but it fails
to provide any information as to how these temperatures
are distributed (wheter axially, radially or both). Addi-
tional uncertainty arises from the finite resolution of the
grid of single-temperature spectra, which in this case was
100 eV
However, it is not technically possible to ensure that

the temperature distribution found by the genetic algo-
rithm is unique. In fact, the error bars of the data can
yield several local minima for the loss function of the fit
within the same temperature bin. It is therefore neces-
sary to run this algorithm several times for each case in
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FIG. 5. (5a) Example of the fitting process. The Li-like satellites are modelled using the code Cretin28, and the w and y
lines are fitted to gaussian profiles to obtain their ratio. (5b) Results for the w/y ratio for both targets as a function of time,
obtained from the fitting procedure. The ratio for Target 800 is consistently larger than for Target 2400, which is indicative of
the dots having different mean chords (see section I). The horizontal error bars correspond to the width of the time-integrating
window used to analyse the spectral data, whereas the vertical error bars correspond to the standard deviation in the line ratios
obtained from the fitting routine.

order to explore the parameter space and gain confidence
on the result.

Each time the algorithm is initiated, the initial tem-
perature distributions generated are random and, addi-
tionally, the way in which the best-fitting distributions
are combined, and the mutations that are introduced are
also random. This combination of random choices makes
the code evolve following a completely different path ev-
ery time it is run. Therefore, arriving at the same result
(within uncertainty), decreases the probability of this so-
lution being non-unique exponentially with the number
of times the algorithm is run. By running the algorithm
5-6 times, this probability can be lowered to about ∼ 1%.

We found that the central temperatures of our ob-
tained solutions lie within the expected temperature
range, and in fact, agree with the results previously pub-
lished by Barrios et al.

13,14. In fact, the width of the
temperature distribution obtained by the genetic algo-
rithm lies within the error bars of the results by Barrios
et al., providing further confidence in the width of the
distribution obtained by our algorithm.

Note that the central temperatures of both targets
agree within ∼ 20%, and the distributions overlap for
the whole duration of the laser pulse. This is consis-
tent with the hypothesis that the dot equilibrates with
its surroundings, and thus the temperature from the dot
is indeed the temperature of the plasma at the corre-
sponding region of the hohlraum, validating its role as a
surrogate.

Additionally, we did a detailed fit of the time-resolved
emission from the Heα complex to extract the energy-
integrated w/y ratio as a function of time. To do so,
we model the Li-like emission using a 0-dimensional ap-
proach, and remove their contribution from the spec-
tra. This can be done because the Li-like satellite lines
are extremely optically thin in this regime (their opti-
cal depth is ∼ 0.1), and therefore are not affected by
radiative transfer effects. Additionally, for temperatures
above 2 keV, such as in this case, their emission is very
weak and therefore the uncertainty introduced by remov-
ing their contribution is negligible. This way, the only re-
maining components of the Heα complex are the w and y
lines (with optical depths of ∼ 8 and ∼ 0.6 respectively),
whose emission can easily be separated and integrated to
obtain the line ratio.

An example of these detailed fits, together with the
results for the line ratio are shown in figure 5. It can be
seen that Target 800 shows a consistently greater w/y
ratio than Target 2400. This is a result of the difference
in the initial thickness of the dots. As discussed in sec-
tion I, the line ratios depend on the line of sight and the
mean chord of the plasma. In this particular case, both
dots have similar thicknesses during the time that the
laser pulse is at peak power, and therefore, the lines of
sight are comparable in both cases. However, that is not
necessarily the case with the mean chords (which depend
on the thickness and radius of the cylinder), given that
the radial expansion of the dots might be different, ow-
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ing to the initial differences between them. Therefore,
differences in the radial expansion of the dots, translate
to differences in their mean chords that affect the line ra-
tios, producing the differences shown in figure 5b. In both
cases, there is a spike in the line ratios around 10.2 ns,
caused by an artifact in the streaked spectra.

By assuming the targets to remain perfectly cylindri-
cal, their radius and density can be related to the known
thickness of each plasma as

R(ni) =

√

N

πHni
, (3)

where R is the dot’s radius, H is the dot’s thickness (val-
ues from figure 2a) and N is the total number of ions in
the dot plasma. For each of the targets considered in this
paper N is known and equal to

N(i) = NA ·
ρMn

MMn
πH0(i)R

2
0, (4)

where i is used to identify the targets (either Target 800
or Target 2400), NA is Avogrado’s number, ρMn and
MMn are the solid density and atomic weight of man-
ganese respectively, and H0(i) and R0 are the initial
thickness and radius of each target (note that R0 does
not depend on the target as both dots had the same ini-
tial radius R0 = 400µm).

This assumption, although not ideal, reflects the fact
that the gold plasma from the hohlraum walls does not
get mixed with the dot. Additionally, given that the
only source of Mn ions in the hohlraum is the dot, by
linking the radius of the cylinder to the density of Mn
ions through the measured thickness, we make sure that
the possibility of radial expansion of the dot is included
consistently with the rest of the variables. We make the
safe assumptions that the total number of Mn particles
in the dot is constant, and that the entire particle popu-
lation is always in the field of view of the NXS, which are
direct consequences of assuming a perfect cylinder. Un-
der these assumptions the number N(i) remains constant
through the expansion in both cases.

Using the values of H measured from the XRPINH
data for each target and the relation between the radius
of a cylinder and the ion density (from equation 3), we
performed simulations using the cylindrical Cretin model
developed and benchmarked in recent OMEGA experi-
ments for HED plasmas26. By generating a grid of sim-
ulations, each at a uniform temperature and ion density
(therefore uniform radius, as given by Equation 3), we
can produce a ‘map’ of the expected w/y ratio for each
of the targets as a function of these conditions, assuming
a perfectly cylindrical geometry.

As the experimental w/y ratios and temperatures are
known (figures 5b and 4 respectively), it is now possible
to compare the experimental values with the results from
the cylindrical simulations. Figure 6 shows the ‘map’
of the w/y ratio of a perfect cylinder as a function of
temperature and ion density for Target 2400 (for Target

2 2.5 3 3.5 4 4.5 5

Te (keV)

1.6

1.7

1.8

1.9

2

2.1

2.2

2.3

w
/y

6.
5e

19

5e20

2e20

1e20

3e20

4.
5e

19

FIG. 6. Map of the calculated w/y ratio for Target 2400 as a
function of the plasma temperature and ion density. The red
squares correspond to the w/y ratios from the experiment,
plotted against temperature. Each black line corresponds to
the line ratios from the Cretin model for a given ion density
as a function of temperature. Note that each iso-density line
corresponds to a fixed radius of the cylinder, given by equation
3, to conserve the total number of ions in the dot. These lines
are labelled with the corresponding ion density for clarity.

800, a different map is obtained as the values of N and
H are different). The x-axis corresponds to temperature,
whereas the y-axis shows the w/y ratio. Each of the
black lines across the plot corresponds to a single and
fixed ion density, indicated by the labels. The red squares
represent the experimental data with the corresponding
uncertainty regions (corresponding to the width of the
temperature distribution and the error in the w/y fit).
Note that time is not explicitly plotted in this figure,
but given that the temperature increases monotonically
during the peak power of the pulse (as shown in figure 4),
moving up in temperature is equivalent to moving later
in time.

V. RESULTS FOR THE PLASMA DENSITY

From the map shown in figure 6 (and the equivalent
result for Target 800), a value of ni with an associated un-
certainty can be interpolated for each of the experimental
(Te, w/y) points. These density values are shown in fig-
ure 7 together with the predictions from 2-dimensional
hydrodynamic simulations run prior to the experiment,
obtained with the code HYDRA16. Although these sim-
ulations were run for a 3200�A thick dot, the ion density
values are comparable, as the HYDRA prediction for the
position of the dot is similar to the measured trajectory of
the dots of study (shown in figure 2b), and therefore the
simulated dot samples a similar region of the hohlraum as
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FIG. 7. Ion density of both targets obtained from their
w/y ratio, assuming a cylindrical shape, compared with the
predictions from HYDRA. The uncertainty bars come from
the width of the temperature distributions, as well as the
error in the determination of the w/y ratio.

the experiment. It can be seen that the hydrodynamic
simulations agree by a factor of < 2 within error bars
with the experimental results for the ion density. Note
how both the simulations and our results show similar
trends, with the ion density increasing from 11 ns on,
although in each case this increase starts at a slightly
different time, showing some small differences between
both dots.

Furthermore, after t = 11ns, both targets have the
same density within error bars. This is particularly in-
teresting, because it is from that moment on that the
thickness of Target 800 is known whereas the results ob-
tained for the density of Target 800 before 11 ns rely on
the assumption that the dot is not expanding. For the
times when the thicknesses of both targets are known,
both of them have the same density. This is in agree-
ment with both dots reaching equilibrium with the sur-
rounding plasma regardless of their initial conditions, and
therefore being a good diagnostic of the conditions of the
plasma inside the hohlraum.

For earlier times, there is a clear difference between the
ion density values obtained for both shots (up to a factor
of 3). Although this might be an actual physical effect, as
the dots are initially different, there is another possibil-
ity that needs consideration. During this analysis, it has
been assumed that neither of the targets expanded axi-
ally during the peak power of the laser pulse, an approx-
imation based on the XRPINH results for Target 2400,
whose thickness changed only by ±14% during the this
time. However, it can be the case that Target 800 is ex-
panding faster than Target 2400 during those early times
and its thickness changes more. For a given temperature

and density, a smaller H/R quotient corresponds to a
greater w/y ratio in the axially emitted spectrum26. If
the thickness of Target 800 at early times were smaller
than what has been assumed, the constant-density lines
in figure 6 would be shifted upwards for the timesteps be-
fore 11 ns, in the case of Target 800, which would trans-
late in a higher ion density for the first timesteps. In that
case, an early-time dot-to-dot density comparison would
reveal a reduced contrast, further suggesting a more rapid
equilibration. Nevertheless, with the information avail-
able from these shots, it is difficult to confirm or rule out
this possibility, and additional data of the dots’ expan-
sion during the early times of the experiment needs to
be collected to check whether the dots reach equilibrium
with the surrounding plasma during the early times of
their expansion.

A. Absolute flux

The ion density values obtained using this new method
are in reasonable agreement with the predictions from
the hydrodynamic simulations. However, it is still nec-
essary to check whether they are consistent with other
experimental data. This can be done in this particular
platform, as the data from the NXS are absolutely cal-
ibrated, and so the experimental spectra are measured
in units of J/keV/ns/sr. In addition, the Cretin simu-
lations return the spectra measured at the detector in
absolute units as well and therefore we can compare the
measured flux in absolute units with the results from the
Cretin simulations at the measured ion densities36. This
comparison is particularly significant because the absolut
flux F depends on the ion density as

F ∝ n2
iV = niN, (5)

and, given that in this experiments the total number of
ions N is fixed for each dot, the absolute flux is directly
proportional to the ion density of the target.
Figure 8 shows one example of this result for each

target. The spectra shown in this figure were taken at
t = 11.1 ns. The solid lines correspond to the experimen-
tal values of the spectral flux, where a 20% error bar has
been included to account for the uncertainty in the ab-
solute calibration. The shaded areas correspond to the
absolute flux predicted by the simulations. The extent of
this area arises from the width in the measured temper-
ature distribution and the uncertainty in the density, as
the greater the values of these parameters, the greater the
flux obtained from the Cretin model. It can be seen that
the results from the computational model agree with the
experimental spectra well within error bars. The agree-
ment in the absolute flux between simulations and exper-
iment is within a factor of two for the whole duration of
the peak power of the pulse for both dots.
These results show that the ion density values pre-

sented in figure 7 are consistent with the experimental
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FIG. 8. Comparison between the absolute flux at t = 11.1 ns measured in the experiment (solid lines) and the result from the
cylindrical model for the obtained temperatures and densities (shaded regions) for Target 800 (8a) and Target 2400 (8b). A
20% error bar has been included in the experimental data to account for the uncertainty in the NXS calibration. The width
of the shaded regions shows the range of values of the absolute flux predicted by the simulations within the uncertainty in the
temperature and density measurements.

values of the absolute flux, demonstrating that the ge-
ometric modification of the w/y line ratio in cylindrical
plasmas can be used as a new spectroscopic diagnostic
of the ion density. The fact that the experimental values
and those from a ‘perfect cylinder’ assumption agree, in-
dicates that the error introduced by this assumption is
not significant.

B. Results for spherical model

So far, it has been shown how the temperature and
w/y ratios extracted from the experimental data can be
coupled with the cylindrical model that was benchmarked
at the OMEGA experiments to obtain a measurement of
the ion density of the plasma. However, it is still unclear
how important it is to treat the plasma as a cylinder, and
not as an isotropic system. In Pérez-Callejo et al.26 it was
shown how for the experimental conditions achieved at
OMEGA, the w/y ratios for the axial view of a cylinder
were similar to those obtained for a sphere. For this
reason, one might ask what the inferred density would
be if a sphere were assumed instead of a cylinder in this
case.

To answer this question, the same procedure was fol-
lowed using a spherical model instead. In this case, for
each value of ni in the grid, the radius of the sphere was
calculated as

R(ni) =

(

3N

4πni

)1/3

, (6)

to force conservation of particles. Note that in this case,
this approximation is not consistent with the experimen-
tal measurements, as the measured thickness of the tar-
gets is not taken into account. By calculating what the
w/y ratio would be for a spherical plasma (instead of
a cylinder, as in the process described above) at a given
temperature and density, a different w/y map, equivalent
to that in figure 6 can be constructed for each target. By
interpolating the experimental values again, analogous
values of the ion density are inferred. Figure 9 shows
the results for the ion density obtained for both targets
when assuming a spherical plasma. The results from a
cylindrical model and the hydrodynamic predictions are
also shown for comparison and the scale of the y-axis has
been increased to show all the data. Although for Target
2400 the spherical predictions are in agreement with the
results from the cylindrical model (within error bars), in
the case of Target 800, there is a difference of one order
of magnitude between the results for both models.

In the previous section we showed that the cylindrical
simulations return values of the ion densities that lead to
predictions of the spectral flux that compare favorably
with the measurements. Given that the flux is directly
proportional to the ion density, the values of the spectral
flux of Target 800 obtained with a spherical model are
approximately one order of magnitude lower than those
obtained with the cylindrical model, which is not con-
sistent with the experimental data. Although depending
on the initial thickness of the dot, the ion density results
obtained from both models might agree, as it is the case
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FIG. 9. Results for the experimentally inferred ion density using the spherical model for Target 2400 (9a) and Target 800
(9b), compared with the corresponding results from the cylindrical model and the HYDRA simulations.

for Target 2400, the disagreement for Target 800 shows
that the spherical model is not reliable in a general case.

VI. CONCLUSIONS AND SUGGESTIONS FOR FUTURE

WORK

The work presented here shows how the effects of the
plasma geometry on the spectra can be used as an addi-
tional spectroscopic diagnostic, providing useful informa-
tion about the optical depth and hence the density of the
plasma. By combining the predictions for the w/y ratio
from experimentally-benchmarked multidimensional ra-
diative transfer models, with X-ray imaging and spec-
troscopic data from cylindrical tracers in ICF experi-
ments we have been able to obtain time-resolved val-
ues of the ion density inside the hohlraum during an
implosion. These are the first results of time-resolved
coupled temperature and density measurements inside a
hohlraum during an ICF experiment, which shows the
importance and usefulness of this method. However,
more work should be done to ensure a full characteri-
zation of the platform and study the surrogacy of the
dot tracers, which will lead to more meaningful measure-
ments of the ion density inside the hohlraum.

It was also shown that if the same process is followed
using a spherical model and not taking into account the
fact that the tracers are cylindrical, the predicted line
ratios result in the wrong density being inferred, and the
results depend on the initial thickness of the dot. Differ-
ences of up to an order of magnitude in the ion density
are obtained, yielding a disagreement between the ex-
perimental and simulated spectral fluxes. This implies

that a spherical model is not reliable in a general case,
as it overlooks the spectral changes due to the plasma
geometry.
We also showed how for the two cases of study the

calculated ion densites agree after t = 11ns. This could
indicate that some sort of equilibrium is reached with the
surrounding plasma, thus meaning that the tracer dots
can be used not only to measure the electron tempera-
ture inside the hohlraum, but also as an indicator of the
particle density. Future work should include acquiring
more data for different thicknesses for the whole dura-
tion of the expansion, necessary to determine whether
equilibrium is being reached or not. Additionally, the
behavior of the magnetic fields in the hohlraum in the
presence of the dot should be experimentally studied to
compare with the results from radiative-hydrodynamic
simulations37.
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