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Abstract: The aim of this article is to give lower bounds on the parameters of algebraic geometric
error-correcting codes constructed from projective bundles over Deligne–Lusztig surfaces. The
methods based on an intensive use of the intersection theory allow us to extend the codes previously
constructed from higher-dimensional varieties, as well as those coming from curves. General bounds
are obtained for the case of projective bundles of rank 2 over standard Deligne–Lusztig surfaces, and
some explicit examples coming from surfaces of type A2 and 2 A4 are given.
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1. Introduction

The theory of algebraic geometry codes arose in 1970, when V. Goppa discovered in [1]
the relation between the theory of error-correcting codes and the evaluation on algebraic
curves. They exhibited important properties that made researchers deepen their study. On
the one hand, their good encoding–decoding algorithms led B. McEliece [2] to consider
them for a public-key cryptosystem, which is considered by NIST as an alternative for the
post-quantum era. On the other hand, M.A. Tsfasman et al. [3] were able to show that
Goppa codes can be used to give examples of codes that go beyond the Gilbert–Varshamov
bound. Since then, the interest in algebraic geometry has significantly increased. We can
cite [4–9] as a few of the many existing examples of study over Hermitian, Castle, Suzuki
or G-H curves.

But the definition of algebraic geometry codes can go beyond. Tsfasman and Vlǎdut̨,
in [10], suggested that higher-dimensional varieties can be used to construct these type
of codes, although the number of works in this sense does not equal that of the curves,
probably due to the difficulty of finding higher-dimensional varieties X, spaces of functions
L and sets of rational points P , that can yield codes in the sense of Definition 2, which could
be interesting due to their compelling properties concerning their weight distributions,
minimum distance or fast encoding–decoding algorithms.The two-dimensional case has
been relatively studied, like in the case of rational, hermitian or cubic surfaces, (cf. [11–13]).

However, this is not the case in general for higher-dimensional varieties. The survey
by J. Little [14] offers a rather complete vision on the study of algebraic geometry codes
defined over varieties in general. Among the referred papers, we can find the work by
S. Hansen [15], wherein the author makes an extensive use of the intersection theory to
develop their study. In this paper, some of the provided examples concern Deligne–Lusztig
varieties, whose importance in algebraic geometry comes from the fact that they are directly
linked to finite groups of Lie type. Moreover, these varieties are characterized by their large
number of rational points, which allows for the definition of algebraic geometry codes,
as we will see. In his paper, S. Hansen applies general methods to obtain lower bounds
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on the parameters of algebraic geometric error-correcting codes defined from varieties of
greater dimension, as is the case of Deligne–Lusztig surfaces. Our aim in this paper is to
go one step further [15] and study this kind of codes defined on projective bundles over
Deligne–Lusztig surfaces. In order to obtain lower bounds on the associated parameters,
we make an intensive use of the intersection theory and take advantage of the fact that, for
some standard Deligne–Lusztig surfaces, all their rational points are distributed equally on
the disjoint rational curves, constituting the irreducible components of a divisor Di. This
allows us to give general bounds for the case of algebraic geometric error-correcting codes
on projective bundles of rank 2 as well as some explicit examples coming from surfaces of
type A2 and 2 A4.

2. Deligne–Lusztig Varieties

In this section, we shall define Deligne–Lusztig varieties and their compactification as
well as study some of their main properties.

Let (G, F) be a connected reductive algebraic group over an algebraically closed field
k of positive characteristic p, equipped with an Fq−structure coming from a Frobenius
morphism F : G → G. Let L : G → G be the corresponding Lang map taking an
element g ∈ G to g−1F(g). By the Lang–Steinberg Theorem (see Theorem 4.4.17 in [16]),
this morphism of varieties is surjective with finite fibers. From this result, it follows
that, by conjugacy of Borel subgroups, there exists an F−stable Borel subgroup B. Let
π : G → G/B := X denote the quotient. There are then (with a slight abuse of notation)
natural endomorphisms F : W →W and F : X → X of the Weyl group of G and the variety
X of Borel subgroups of G. Let W be generated by the simple reflections s1, . . . , sn, and let
l(·) be the length function with respect to these generators.

Let us now recall from Definition 1 in [17] the following definition of Deligne–Lusztig
variety.

Definition 1. Fix an element w in the Weyl group W, and let w = si1 · . . . · sir be a reduced
expression of w. Call w a Coxeter element if there in this expression occurs exactly one si from each
of the orbits of F on {s1, . . . , sn}. Denote by δ the order of F on this set. Then, the Deligne–Lusztig
variety X(w) is defined as the image of L−1(BẇB) in G/B. That is,

X(w) = π(L−1(BẇB)). (1)

Next, we will follow the notation and definitions given in [17]. Define the closed
subvariety of Xr+1

X(si1 , . . . , sir ) =
{
(g0B, . . . , grB) ∈ Xr+1 : g−1

k gk+1 ∈ B ∪ Bsik+1
B for 0 ≤ k < r, g−1

r F(g0) ∈ B
}

(2)

In those cases wherein there is a unique product si1 · . . . · sir such that si1 · . . . · sir = w, we
shall write X(w) for the variety X(si1 , . . . , sir ). For any subset

{
sj1 , . . . , sjm

}
⊂
{

si1 , . . . , sir
}

,
X(sj1 , . . . , sjm) defines in a natural way a closed subvariety of X(si1 , . . . , sir ). In particular,
there are divisors

Dj = X(si1 , . . . , ŝij , . . . , sir ); j = 1, . . . , r. (3)

Example 1. Let us consider the Deligne–Lusztig surface X(w) of type A2. In this particular case,
the connected reductive algebraic group is G = GL(3, k) and the Frobenius map is given by

F : q // gq . (4)

Moreover, the Weyl group W of G is isomorphic to the symmetric group of the three vectors in the
base of k3, and X(w) = X(s1, s2), where s1 corresponds to the permutation of the first and the
second vectors of the base and s2 corresponds to the permutation of the second and the third vector.
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When G is semi-simple with connected Dynkin diagram D (with numbering of nodes
and their associated simple reflections), there is a (unique) natural choice of Coxeter element:
let w = s1 · s2 · . . . · sr with r maximal (under the condition that sr is not in the F−orbit of
any of the previous si, i < r). When choosing this particular Coxeter element, we shall refer
to X(w) (or X(w)) as being of standard type.

We claim that X(w) is of classical type if w is a Coxeter element for one of the following
classical groups: An, 2 A2n, 2 A2n+1, Bm, Cn, Dn or 2Dn.

For w1, w2 ∈ W, we shall say that w1 and w2 are F−conjugate if there exists w′ ∈ W
such that w2 = w′w1F(w′)−1. It is worth noting that w and F(w) are F−conjugate for any
w ∈W.

Since the morphism L is flat, it is open; hence, L−1(BẇB) = L−1(BẇB). Therefore,
X(w) is a non-singular variety of dimension n and the closure of X(w) in X, X(w), is given
by the disjoint union

X(w) =
⋃

w′≤w

X(w′), (5)

where, as usual, ≤ is the Bruhat order in W. This closure is usually singular whenever the
Schubert variety Xw = BẇB/B is. But since the open subset{

g0B, . . . , grB) ∈ Xr+1 : g−1
k gk+1 ∈ Bsik+1B, 0 ≤ k < r, g−1

r F(g0) ∈ B
}

(6)

of the smooth projective variety X(w) maps isomorphically onto X(w) under projection to
the first factor, we have a good compactification of X(w). In fact, the complement of X(w)
in X(w), which is easily seen to be the union of the divisors Dj defined above, is a divisor
with normal crossings. If w is a Coxeter element, then X(w) and X(w) are irreducible and,
in fact, X(w) is isomorphic to X(w), and hence non-singular.

It is worth noting that it follows from Definition 1 that, if X(w) is of classical type,
then the irreducible components of any Deligne–Lusztig subvariety of X(w) are of classical
type too (see Remark 1 in [17]).

The following result allows us to consider the image of standard Deligne–Lusztig
varieties under a certain proper morphism as a normal strict complete intersection in a
certain projective space PN−1 as well as to compute its Picard group.

Theorem 1 (Theorem 3 in [17]). Let X(w) be a standard Deligne–Lusztig variety of type 2 An,
Bn, Cn, Dn or 2Dn. Assume that char(k) 6= 2 in the orthogonal cases. Let P be the parabolic
subgroup generated by B together with the double cosets Bs2B, Bs3B, . . . , BsnB, and let

π : (G/B)l(w)+1 → G/P ⊆ P(V) ∼= PN−1 (7)

be the projection (projection to the first factor, followed by the quotient map). It is worth noting
that the inclusion G/P ⊆ P(V) is an equality in the non-orthogonal cases. Denote by Le the
e−dimensional linear subspace of PN−1 obtained by setting the N − 1− e last coordinates as equal
to zero.

1. The image Z = π(X(w)) is a normal, strict complete intersection. In fact, Lusztig shows
(see pp. 444–445 in [18]) that Z equals the support of the scheme’s theoretic complete in-
tersection Z′ = ∩a0(V)−1

i=0 Hi, with X(w) mapping isomorphically onto the open subset〈
x, Fa0(V)

V (x)
〉
6= 0 of Z (see Table 2 in [17]). In the unitary and orthogonal cases, the

singular locus of Z, Zsing consists of the finitely many GF−translates of the closed subscheme
Z ∩ La0(V)−1. Hence,

codim(Zsing, Z) = N + 1− 2a0(V) + a0(La0(V)−1). (8)
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In the symplectic case, Zsing consists of the GF−translates of the closed subscheme Z ∩
La0(V)−2, and the previous formula becomes

codim(Zsing, Z) = 2 + a0(La0(V)−2). (9)

2. For codim(Zsing, Z) ≥ 4, Pic(Z) = Z and consequently

Pic(X(w)) = Z[π∗H]⊕Z[{[V] : V component of D1}]
⊕ j∗Al(w)−1(

⋃
i∈I−{1}

Di) (10)

where H is the hyperplane section of Z, j is the obvious inclusion and I is the set of indices
{i}, satisfying that some connected component of the Dynkin diagram corresponding to Di
occurs as a subgraph of the Dynkin diagram corresponding to D1.

3. For any Coxeter element w′, we have

Pic(X(w′))p′
∼= Pic(X(w))p′ .

3. Error-Correcting Codes Construction

Tsfasman and Vlǎdut̨ introduced the following construction (generalizing the Goppa–
Manin construction):

Definition 2 (H-construction p. 272 in [10]). Let X be a normal projective variety over Fq. Let
L be a line bundle defined over Fq and let P1, P2, ...Pn be distinct Fq−rational points on X. Set
P = {P1, P2, ...Pn}. In each Pi, choose isomorphisms of the fibers LPi with Fq. The linear code
C(L,P) of length n associated to (X, L,P) is the image of the germ map

α : Γ(X, L)→ ⊕n
i=1LPi

∼= Fq. (11)

From now on, we assume that all line bundles considered actually have a non-zero global section.
Suppose L arises as the line bundle associated to a divisor D and that the Pi are not in the

support of D. Then, we obtain the same code (up to isomorphism) as when evaluating the rational
functions

L(D) = { f ∈ k(X)∗ : div( f ) + D ≥ 0}

in the points P .

The fundamental question is: Given a line bundle L on X, how many zeros does a
section s ∈ Γ(X, L) have along a fixed set P of rational points?

Using the correspondence between line bundles and (Weil) divisors on a normal
variety, we may reformulate the question as follows: For a fixed line bundle L, and given an
effective divisor D such that L = OX(D), how many points from P are in its support |D|?

Although in the particular case of dim(X) = 1, where the points P ∈ P happen to
be divisors, one may apply the Riemann–Roch theorem to give a lower bound on d and a
formula for k in higher dimensions; however, we have to face the task of comparing objects
of different dimension. This may be remedied in two ways:

1. Make the objects have the same codimension by blowing-up at the points;
2. Make the objects have complementary dimensions, that is, make the points in some

way into curves.

In the next section, we shall pursue the latter idea. In this case, the following result
establishes a lower bound for the minimum distance.

Proposition 1 (Proposition 3.2 in [15]). Let X be a normal projective variety defined over Fq
of dimension at least two. Let C1, C2, ..., Ca be (irreducible) curves on X with Fq−rational points
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P = {P1, P2, . . . , Pn}. Assume the number of Fq−rational points on rational Ci is less than N. Let
L be a line bundle on X, defined over Fq, such that L · Ci ≥ 0 for all i. Let

l = sups∈Γ(X,L)#{i : Z(s) contains Ci}.

Then, the code C(L,P) has length n and minimum distance

d ≥ n− lN −
a

∑
i=1

L · Ci

If L · Ci = η ≤ N for all i, then d ≥ n− lN − (a− l)η.

In particular, if X is a non-singular surface, we can cite the following corollary.

Corollary 1 (Corollary 3.2 in [15]). Assume furthermore that X is a non-singular surface and
that H is a nef divisor on X with H · Ci > 0 for all i. Then,

l ≤ L · H
mini{Ci · H}

(12)

Consequently, if L · H < Ci · H for all i, we have l = 0 and

d ≥ n−m,

where m = ∑a
i=1 L · Ci.

4. Some EC-Codes on Projective Bundles over Standard Deligne–Lusztig Surfaces

This section is devoted to the computation of lower bounds for the parameters of cer-
tain error-correcting codes on projective bundles over standard Deligne–Lusztig surfaces.

Given a standard Deligne–Lusztig surface S of type A2(Fq), 2 A3(Fq2), 2 A4(Fq2) or
C2(Fq), for a suitable parabolic subgroup P of G we have a commutative diagram:

S
j //

ρ

��

G/B

π
��

Z i// G/P ∼= PN−1

(13)

where

Z =


P2 if S = A2(Fq),

H0 ≡ Xq+1
0 + Xq+1

1 + Xq+1
2 + Xq+1

3 = 0 if S = 2 A3(Fq2),

H0 ≡ Xq
0X3 − X0Xq

3 + X1Xq
2 − Xq

1X2 = 0 if S = C2(Fq),

(14)

and Z = H0 ∩ H1 with

H0 ≡ Xq+1
0 + Xq+1

1 + Xq+1
2 + Xq+1

3 + Xq+1
4 = 0, (15)

H1 ≡ Xq3+1
0 + Xq3+1

1 + Xq3+1
2 + Xq3+1

3 + Xq3+1
4 = 0, (16)

if S = 2 A4(Fq2), i is an embedding, j is finite, π is locally trivial (in the Zariski topology)
and ρ is birational and surjective; see Sects. 5,6,7,8 in [19].

Moreover, the surface S is isomorphic to the blow-up of (see Definition p. 163 in [20])
Z at a certain set of points in the cases S = A2(Fq), 2 A3(Fq2), C2(Fq), and all its rational
points are distributed equally on the disjoint rational curves Bi constituting the irreducible
components of the divisor D1 ⊂ S, whereas in the remaining case, S = 2 A4, Z is obtained
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from S by contracting the disjoint hermitian curves Ai constituting the irreducible compo-
nents of the divisor D1 ⊂ S and all the rational points of S are distributed equally on the
disjoint rational curves Bi constituting the irreducible components of the divisor D2 ⊂ S.

The following theorem constitutes the main result of this paper, where explicit lower
bounds for the parameters of a certain class of codes on projective bundles over Deligne–
Lusztig surfaces are given.

Theorem 2. Let S be a standard Deligne–Lusztig surface of type A2(Fq), 2 A3(Fq2), 2 A4(Fq2)

or C2(Fq), and let V be a vector bundle of rank 2 defined over S. Consider the projective bundle
T = P(V) over S, that is p : T → S. Then, for some a, b > 0, we can construct a code on T over
Fqδ with parameters

1. n = #S(Fqδ)#P1(Fqδ);
2. k = h0(S, Symmb(V)⊗OS(aDj));
3. d ≥ n− (−bc1(W1)#{Bi}+ aDj · Di)#P1(Fqδ)− (#S(Fqδ)− (−bc1(W1)#{Bi}+ aDj ·

Di))b if (−bc1(W1)#{Bi}+ aDj · Di) > 0, and d ≥ n− (#S(Fqδ))b otherwise,

where

δ =

{
1 if S is of type A2, C2,
2 if S is of type 2 A3, 2 A4,

Di =

{
D1 if S is of type A2, 2 A3, C2,
D2 if S is of type 2 A4,

Dj =

{
D2 if S is of type A2, 2 A3, C2,
D1 if S is of type 2 A4,

and c1(W1) denotes the first Chern class of the line subbundle of minimum degree of the restricted
vector bundle i∗Bi

V over Bi.

Proof. We will consider P to be the Fqδ−rational points on T. Let C1, C2, ..., Ca be the fibers
over the Fqδ−rational points of S. These disjoint lines contain all Fqδ−rational points of T,
that is,

T(Fqδ) =
⋃

P∈S(Fqδ )

p−1(P)(Fqδ). (17)

It follows then that the length n of the code is

n = #P = #S(Fqδ) · #P1(Fqδ) (18)

Let L be the line bundle L = OT(b)⊗OT(ap∗(Dj)) over T. From Theorem 9.6 in [21] and
Proposition II.7.11 in [20], it follows that

Γ(T, L) ∼= Γ(S, p∗L) = Γ(S, Symmb(V)⊗OS(aDj)), (19)

so when in the range wherein the bound on the minimum distance ensures the injectivity
of the evaluation map, the dimension of the code is

k = h0(S, Symmb(V)⊗OS(aDj)). (20)

Now, we will apply Proposition 1 in order to obtain the bound for the minimum distance. It
is worth noting that, in the cases we are interested in, Ci = p−1(P) with P ∈ S(Fqδ), so the
maximum number of rational points on Ci will be N = #P1(Fqδ). Moreover, by Lemma 9.7
in [21], we have that

L · Ci = b. (21)

From Equation (17), we know that
⋃#S(Fqδ )

i=1 Ci ⊂ p∗Di. Now, Bi is an irreducible component
of Di, it is rational and TBi = p−1(Bi) will be isomorphic to the projective bundle pTBi

:
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P(i∗Bi
V) → Bi, where iBi : Bi → S denotes the closed embedding. As a consequence, by

Theorem 9.6 in [21], the Chow ring of TBi is isomorphic to

A•(TBi )
∼= A•(Bi)[ξ]/(ξ2 + c1(i∗Bi

V)ξ) (22)

where ξ is the hyperplane section in TBi . It is worth noting that since Bi is rational, then by
Corollary V.2.14 in [20], i∗Bi

V = W1 ⊕W2, and we can always suppose that deg(W1) ≤
deg(W2).

Now, if we restrict the line bundle L to TBi , then L|TBi
∼= OTBi

(b)⊗OTBi
(p∗Bi

i∗Bi
(aDj)).

Let H = ξ + c1(W2)F be a nef divisor on TBi (see Theorem V.2.17 [20]). Then, since
H · Ci = 1, it follows by Corollary 1 that

lTBi
≤ H · L|Bi = −bc1(W1) + aDj · Bi, (23)

provided that (−bc1(W1) + aDj · Bi) > 0, and lTBi
= 0 otherwise. As Di = tBi, we can

conclude the following bound for the minimum distance

d ≥ n− (−bc1(W1)#{Bi}+ aDj · Di)#P1(Fqδ)− (#S(Fqδ)− (−bc1(W1)#{Bi}+ aDj · Di))b (24)

if (−bc1(W1)#{Bi}+ aDj · Di) > 0 and

d ≥ n− (#S(Fqδ))b (25)

otherwise.

Before computing the explicit parameters of some families of these codes, we need the
following auxiliary result.

Lemma 1. Let Y be a variety and V = V1 ⊕V2 a vector bundle of rank 2 over Y, that is, a direct
sum of two line bundles V1 and V2. Then, the symmetric algebra of V satisfies

Symm(V) ∼=
2⊗

i=1

Symm(Vi) =
⊕

i1,i2∈N2

Symmi1 V1 ⊗ Symmi2 V2 ∼=
⊕

i1,i2∈N2

V⊗i1
1 ⊗V⊗i2

2 , (26)

Proof. The first isomorphism is a consequence of the universal property for symmetric
algebras, the second equality is just by definition and the last isomorphism follows from
the fact that, for a line bundle Vi, we have

V⊗n
i
∼= SymmnVi. (27)

The following corollaries give explicit bounds for the parameters of certain families of
codes on projective bundles of rank 2 over Deligne-Lusztig surfaces of type A2 and 2 A4,
obtained by restricting the previous results to certain vector bundles defined over them.

Corollary 2. Let S1 be the Deligne–Lusztig surface of type A2 defined over the field Fq. Consider

some b, such that 0 < b < (q + 1), and Vi = OS1(ni H − ∑
q2+q+1
j=1 mi,jBj) for i = 1, 2, where

H = π∗(OP2(1)), verifying for any pair i1, i2 ∈ N with i1 + i2 = b:

1. (i1n1 + i2n2) ≤ 3(q− 1);
2. (i1n1 + i2n2) ≥ ∑3

j=1(i1m1,j + i2m2,j);
3. (i1m1,j + i2m2,j) ≥ (i1m1,j+1 + i2m2,j+1);

4. 3(i1n1 + i2n2) > ∑
q2+q+1
j=1 (i1m1,j+1 + i2m2,j+1).
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Let T1 be the projective bundle P(V1 ⊕V2) over S1, p1 : T1 → S1. Then, we can construct a code
on T1 over Fq with parameters

1. n = (q2 + q + 1)(q + 1)2,

2. k = ∑i1,i2∈N2

i1+i2=b

1
2 ((i1n1 + i2n2)((i1n1 + i2n2) + 3) − ∑

q2+q+1
j=1 (i1m1,j + i2m2,j)((i1m1,j +

i2m2,j) + 1)) + 1,
3. d ≥ n− (q2 + q + 1)(q + 1)b.

Proof. Since A2 is isomorphic to the blow-up of P2 at the set of its rational points over
Fq (see Sect. 5 in [19]), we have that #S1(Fq) = (q2 + q + 1)(q + 1). Moreover, #P1(Fq) =
(q + 1), so we can conclude that the length n of the code is

n = #P = #S1(Fq)(q + 1) = (q2 + q + 1)(q + 1)2 (28)

Let L be the line bundle L = OT1(b). In order to compute the dimension of the code,
we have dimΓ(T1, L) = dimΓ(S1, p1∗L), where p1∗L ∼= Symmb(V1 ⊕ V2). As a result of
Lemma 1,

Symmb(V1 ⊕V2) =
⊕

i1,i2∈N2

i1+i2=b

OS1(n1H −
q2+q+1

∑
j=1

m1,jBj)
⊗i1 ⊗OS1(n2H −

q2+q+1

∑
j=1

m2,jBj)
⊗i2 . (29)

Now, global sections of a direct sum of line bundles satisfy

Γ(S1,
⊕

i1,i2∈N2

i1+i2=b

OS1(n1H −
q2+q+1

∑
j=1

m1,jBj)
⊗i1 ⊗OS1(n2H −

q2+q+1

∑
j=1

m2,jBj)
⊗i2) ∼=

⊕
i1,i2∈N2

i1+i2=b

Γ(S1,OS1(n1H −
q2+q+1

∑
j=1

m1,jBj)
⊗i1 ⊗OS1(n2H −

q2+q+1

∑
j=1

m2,jBj)
⊗i2),

(30)

and finally, we can conclude

⊕
i1,i2∈N2

i1+i2=b

Γ(S1,OS1(n1H −
q2+q+1

∑
j=1

m1,jBj)
⊗i1 ⊗OS1(n2H −

q2+q+1

∑
j=1

m2,jBj)
⊗i2) ∼=

⊕
i1,i2∈N2

i1+i2=b

Γ(S1,OS1((i1n1 + i2n2)H −
q2+q+1

∑
j=1

(i1m1,j + i2m2,j)Bj))

(31)

Furthermore, by the hypothesis of the theorem, OS1((i1n1 + i2n2)H − ∑
q2+q+1
j=1 (i1m1,j +

i2m2,j)Bj) is excellent with respect to the exceptional configuration of π : S1 → P2 (see

p. 215 in [22]), so if we denote F = OS1((i1n1 + i2n2)H −∑
q2+q+1
j=1 (i1m1,j + i2m2,j)Bj), then

by Theorem 1.1 in [22]:

h0(S1, F) =
1
2
( f · f − f · kS1) + 1

=
1
2
((i1n1 + i2n2)((i1n1 + i2n2) + 3)−

q2+q+1

∑
j=1

(i1m1,j + i2m2,j)((i1m1,j + i2m2,j) + 1)) + 1.
(32)
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This allows us to conclude that, when in the range wherein the bound on the minimum
distance ensures the injectivity of the evaluation map, the dimension of the code is

k = ∑
i1,i2∈N2

i1+i2=b

1
2
((i1n1 + i2n2)((i1n1 + i2n2) + 3)−

q2+q+1

∑
j=1

(i1m1,j + i2m2,j)((i1m1,j + i2m2,j) + 1)) + 1. (33)

Finally, by Proposition 9.4 in [21], any section of L|T1Bi
(recall that T1Bi = p−1

1 (Bi)) intersects
a fiber Ci ⊂ T1Bi in a hyperplane, so l = 0 and we can conclude the following bound for the
minimum distance:

d ≥ n− (q2 + q + 1)(q + 1)b. (34)

Corollary 3. Let S2 be the Deligne–Lusztig surface of type 2 A4 defined over the field Fq2 . Consider
Vi = π∗i∗OP4(ti) for i = 1, 2, and let T2 be the projective bundle P(V1 ⊕V2) over S2, p2 : T2 →
S2. Then, for some 0 < b < (q2 + 1) and for any t1, t2 ∈ N such that (q + 1) < (i1t1 + i2t2) <
(q3 + 1) for any pair i1, i2 ∈ N with i1 + i2 = b, we can construct a code on T2 over Fq2 with
parameters

1. n = (q5 + 1)(q3 + 1)(q2 + 1)2;

2. k = ∑i1,i2∈N2

i1+i2=b
(4+i1t1+i2t2

i1t1+i2t2
)− (

4+i1t1+i2t2−(q+1)
i1t1+i2t2−(q+1) );

3. d ≥ n− (q5 + 1)(q3 + 1)(q2 + 1)b.

Proof. Since all the rational points of S2 are distributed equally on the disjoint rational
curves Bi constituting the irreducible components of the divisor D2 ⊂ S2, then #S2(Fq2) =

(q5 + 1)(q3 + 1)(q2 + 1). Moreover, #P1(Fq2) = (q2 + 1), so we can conclude that the length
n of the code is

n = #P = #S2(Fq2)(q2 + 1) = (q5 + 1)(q3 + 1)(q2 + 1)2. (35)

Let L be the line bundle L = OT2(b). In order to compute the dimension of the code,
we have that dimΓ(T2, L) = dimΓ(S2, p2∗L), with p2∗L ∼= Symmb(V1 ⊕V2). As a result of
Lemma 1

Symmb(V1 ⊕V2) =
⊕

i1,i2∈N2

i1+i2=b

π∗i∗OP4(t1)
⊗i1 ⊗ π∗i∗OP4(t2)

⊗i2 . (36)

Now, global sections of a direct sum of line bundles satisfy

Γ(S2,
⊕

i1,i2∈N2

i1+i2=b

π∗i∗OP4(t1)
⊗i1 ⊗ π∗i∗OP4(t2)

⊗i2) ∼=
⊕

i1,i2∈N2

i1+i2=b

Γ(S2, π∗i∗OP4(t1)
⊗i1 ⊗ π∗i∗OP4(t2)

⊗i2), (37)

and since pull-back commutes with tensor product, it follows then that⊕
i1,i2∈N2

i1+i2=b

Γ(S2, π∗i∗OP4(t1)
⊗i1 ⊗ π∗i∗OP4(t2)

⊗i2) ∼=
⊕

i1,i2∈N2

i1+i2=b

Γ(S2, π∗i∗OP4(i1t1 + i2t2)) (38)

Furthermore, as π is birational onto Z, we obtain (see Theorem 2.31 in [23])

Γ(S2, π∗i∗OP4(i1t1 + i2t2)) ∼= Γ(Z, i∗OP4(i1t1 + i2t2)) (39)

Since Z is the complete intersection of two hyper-surfaces H0, H1 ⊂ P4 of degrees q + 1
and q3 + 1, respectively, we obtain short exact sequences of line bundles

0→ OP4(t− (q + 1))→ OP4(t)→ OH0(t)→ 0, (40)
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and
0→ OH0(t− (q3 + 1))→ OH0(t)→ OH0∩H1(t)→ 0, (41)

(see Section 7.3 in [23]). These sequences give long exact sequences of cohomology groups,

0→ H0(P4,OP4(t− (q + 1)))→ H0(P4,OP4(t))→ H0(H0,OH0(t))→
H1(P4,OP4(t− (q + 1)))→ H1(P4,OP4(t))→
H1(H0,OH0(t))→ H2(P4,OPN−1(t− (q + 1)))→ . . . ,

(42)

and

0→ H0(H0,OH0(t− (q3 + 1))→ H0(H0,OH0(t))→
H0(H0 ∩ H1,OH0∩H1(t))→ H1(H0,OH0(t− (q3 + 1))→ . . .

(43)

By the formulas of Theorem III.5.1 in [20] for the cohomology of projective space, the first
long exact sequence reduces (for any t) to

0→ H0(P4,OP4(t− (q + 1)))→ H0(P4,OP4(t))→
H0(H0,OH0(t))→ 0→ 0→ H1(H0,OH0(t))→ 0→ . . .

(44)

Hence, for any t, H1(H0,OH0(t)) = 0 and

dimH0(H0,OH0(t)) = dimH0(P4,OP4(t))− dimH0(P4,OP4(t− (q + 1)) (45)

=

(
4 + t

t

)
−
(

4 + t− (q + 1)
t− (q + 1)

)
. (46)

Consequently, for any q + 1 < t < q3 + 1, the last sequence then gives

Γ(Z,OZ(t)) ∼= H0(H0,OH0(t)), (47)

so, when in the range wherein the bound on the minimum distance ensures the injectivity
of the evaluation map, the dimension of the code is

k = ∑
i1,i2∈N2

i1+i2=b

(
4 + i1t1 + i2t2

i1t1 + i2t2

)
−
(

4 + i1t1 + i2t2 − (q + 1)
i1t1 + i2t2 − (q + 1)

)
. (48)

Finally, by Proposition 9.4 in [21], any section of L|T2Bi
(recall that T2Bi = p−1

2 (Bi)) intersects
Ci ⊂ T4Bi in an hyperplane, so l = 0 and we can conclude the following bound for the
minimum distance:

d ≥ n− (q5 + 1)(q3 + 1)(q2 + 1)b. (49)

Finally, we compute the parameters of some of the codes in Corollary 2 and Corollary 3
for the binary case, q = 2, as this is the most common finite field within applications.

Example 2. Let us consider the particular case q = 2, with b = 1, n1 = n2 = 3, m1,j = m2,j = 1
for j = 1, 2, 3, and m1,j = m2,j = 0 otherwise, for the family of codes presented in Corollary 2.
Then, we obtain codes with the following parameters:

1. n = 63;
2. k = 14;
3. d ≥ 42.

Example 3. For q = 2, let us consider the particular case b = 2, t1 = t2 = 4 for the family of
codes presented in Corollary 3. Then we obtain a code with the following parameters:
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1. n = 7425,
2. k = 1107,
3. and d ≥ 4455.

5. Conclusions

By means of an intensive use of the intersection theory, we extend some of the previous
results for codes over Deligne–Lusztig surfaces to the case of codes on projective bundles of
rank 2 over standard Deligne–Lusztig surfaces. In particular, we compute the length, dimen-
sion and give a lower bound for the minimum distance in Theorem 2 for the cases of codes
on projective bundles over Deligne–Lusztig surfaces of type A2(Fq), 2 A3(Fq2), 2 A4(Fq2) or
C2(Fq). Moreover, in Corollary 2 and Corollary 3, we focus on some special families of these
codes, by restricting our results to certain vector bundles over Deligne–Lusztig surfaces of
type A2 and 2 A4, in order to give a more explicit computation of their dimension. Finally,
we give two examples of binary codes, as seen in Example 2 and Example 3, motivated by
the fact that q = 2 is the most common framework within applications. In Example 2, we
obtain an information rate k/n = 14/63 and an error-correcting rate δ = d/n ≥ 42/63, and
in Example 3 we obtain an information rate k/n = 1107/7425 and an error-correcting rate
δ = d/n ≥ 4455/7425, concluding that both codes exhibit high error-correcting rates.

Some interesting problems would be to extend these results to the case of projective
bundles of higher rank over standard Deligne–Lusztig surfaces following the techniques
used in [24], and to establish a more explicit understanding on how the morphism
π : X(w) → Z of Theorem 1 behaves for Deligne–Lusztig varieties of dimension ≥ 3 in
order to construct new algebraic geometric error-correcting codes over them.
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