The Role of the Risk-Neutral Jump Size Distribution in Single-Factor Interest Rate Models

L. Gómez-Valle and J. Martínez-Rodríguez

Departamento de Economía Aplicada, Facultad de Ciencias Económicas y Empresariales, Universidad de Valladolid, Avenida del Valle de Esgueva 6, 47011 Valladolid, Spain

Correspondence should be addressed to J. Martínez-Rodríguez; julia@eco.uva.es

Received 23 December 2014; Accepted 6 May 2015

Abstract and Applied Analysis
Volume 2015, Article ID 805695, 8 pages
http://dx.doi.org/10.1155/2015/805695

Research Article

1. Introduction

In the literature, financial variables such as foreign exchange rates, stock prices, and interest rates are usually assumed to follow a diffusion process with continuous paths when pricing financial derivatives. Although they are very attractive because of their statistical properties and computational convenience for theoretical derivation, [1–3] and others found evidence indicating the presence of jumps in stock and interest rate processes. Moreover, jump-diffusion processes are particularly important in pricing and hedging financial derivatives because ignoring jumps in financial prices could cause pricing and hedging risks [2].

In traditional jump-diffusion interest rate models the drift, volatility, jump, and market prices of risk are usually specified as simple parametric functions for pure simplicity and tractability. Most models combine well-known parametric diffusion models with different jump size distributions, for example, [4–6]. Furthermore, the functions of the models are usually chosen to obtain a closed-form solution for the pricing problem. As a result, [1, 7, 8] proposed nonparametric jump-diffusion models of the short rates that nest most jump-diffusion processes, but a closed-form solution to the pricing problem cannot be obtained. Nevertheless, there are a lot of efficient numerical methods to provide accurate approximated solutions to the pricing problem.

In order to obtain the yield curves when a closed-form solution is not known, the Monte Carlo method is often used in the literature because of its simplicity and properties. For its implementation, it is necessary to know the value of the interest rate functions and the market prices of risk previously. Hence, estimation is the very first step in the application and analysis of interest rate models. The estimation of the interest rate functions can be done with interest rate data in the markets; however the market prices of risk are not observable. Therefore, the market prices of risk can only be estimated when a closed-form solution is known for the pricing model. However, in diffusion models there are other alternatives such as the one proposed by [9] which consists of estimating the risk-neutral drift directly from market data.

Recently, in jump-diffusion models [10] proposed a procedure for estimating the risk-neutral drift and jump intensity of interest rates directly from data in the markets, and therefore, the market prices of risk did not have to be estimated for pricing. As usual in the term structure literature, they assumed that the jump size distribution did not change with the risk-neutral measure. That is, the market price of risk was assumed to be artificially absorbed by
the change in jump intensity from the physical measure to the risk-neutral measure.

The main goal of this paper is to analyze the role of the estimation of the risk-neutral jump size distribution in a term structure model. First, we prove a result that allows us to estimate the risk-neutral jump size directly from market data in a jump-diffusion model. Then, we show the importance of this fact by means of some numerical experiments. Finally, we show the performance of this new approach in a nonparametric jump-diffusion term structure model with US interest rate data.

This approach can be used for parametric as well as nonparametric models. In this paper, we use a nonparametric method such as a kernel method to avoid any arbitrary restriction in the whole model.

The rest of the paper is organized as follows. Section 2 presents the jump-diffusion interest rate model to be studied and shows a new approach for estimating the jump size distribution of the risk-neutral interest rates by means of the slope of the yield curve and zero-coupon bonds with numerical differentiation. Section 3 analyzes the finite sample performance of this approach using a nonparametric method. Section 4 examines empirically the behavior of this approach with US data.

Moreover, this approach has several shortcomings, they are still very attractive for practitioners and academics because they offer a unifying tool for the pricing of many interest rate derivatives.

2. The Jump-Diffusion Model

In this section, we present a jump-diffusion term structure model with a single state variable. Although one-factor models have several shortcomings, they are still very attractive for practitioners and academics because they offer a unifying tool for the pricing of many interest rate derivatives.

Let $(\Omega, \mathcal{F}, \mathcal{P}, \{\mathcal{F}(t)\}_{t \geq 0})$ be a filtered probability space satisfying the usual conditions. The price of an interest rate security is driven by the instantaneous interest rate, which follows a mixed jump-diffusion stochastic process of the type:

$$
\begin{align*}
\frac{dr}{d\tau} &= \mu(r) + \frac{\sigma(r)}{\tau} dW(t) + J(r, Y(t)) dN(t),
\end{align*}
$$

where $\mu(r)$ is the drift, $\sigma(r)$ is the volatility, $J(r, Y)$ is a function of the instantaneous interest rate and the magnitude of the jump $Y$, which is a random variable with probability distribution $\Pi$, $W$ is the Wiener process, and $N$ represents a Poisson process with intensity $\lambda(r)$. We assume that $\mu, \sigma, \lambda$ and $J$ satisfy enough technical regularity conditions: see [11]. Moreover, $dW$ is assumed to be independent of $dN$, which means that the diffusion component and the jump component of the short-term interest rates are independent of each other. We assume that jump magnitude and jump arrival times are uncorrelated with the diffusion part of the process.

The price at time $t$, under the above assumptions, of a zero-coupon bond maturing at time $T$, with $t \leq T$, can be expressed as $P(t, r; T)$. This bond is assumed to have a maturity value of one unit, that is,

$$
P(T, r; T) = 1.
$$

We also assume that there exists a new measure $\mathcal{Q}$, equivalent to $\mathcal{P}$, such that the price of a zero-coupon bond is

$$
\begin{align*}
P(t, r; T) &= E^\mathcal{Q}\left[ \exp\left(-\int_t^T r(u) du\right) | \mathcal{F}(t) \right].
\end{align*}
$$

where $E^\mathcal{Q}$ denotes the conditional expectation under the $\mathcal{Q}$ measure which is known as risk-neutral probability measure. Under $\mathcal{Q}$, the short-rate $r$ follows the process:

$$
\begin{align*}
dr &= (\mu(r) - \sigma(r) \theta^W(r) + \lambda(r) E^\mathcal{Q}_t [J(r, Y)]) dt \\
&\quad + \sigma(r) dW^\mathcal{Q}(t) + J(r, Y) dN^\mathcal{Q}(t),
\end{align*}
$$

where $W^\mathcal{Q}$ is the Wiener process under $\mathcal{Q}$, $\theta^W$ is the market price of risk of the Wiener process, $N^\mathcal{Q}$ represents the compensated Poisson process under $\mathcal{Q}$ measure with intensity $\lambda^\mathcal{Q}$, and $\Pi^\mathcal{Q}$ is the jump size distribution under $\mathcal{Q}$. We assume in the change of measure

$$
\begin{align*}
dW^\mathcal{Q} &= dW + \theta^W dt, \\
\lambda^\mathcal{Q} &= \theta^N \lambda, \\
\Pi^\mathcal{Q} &= \theta^\Pi,
\end{align*}
$$

where $\theta^N$ and $\theta^\Pi$ are the market prices of risk of jump intensity and jump size, respectively; see [12].

In the absence of a jump component, the term structure equation can be obtained by means of a riskless portfolio of two bonds with different maturities and imposing the absence of arbitrage condition. However, in the presence of a jump component, the no-arbitrage argument can no longer be applied, as jump risk cannot be diversified away using traded bonds [13]. Therefore, the valuation of fixed income securities in a jump-diffusion model requires a transition from the actual to the equivalent martingale measure. In general, this task can be accomplished by specifying a stochastic discount factor for the economy and can be used directly to obtain the term structure equation consistent with the process given in (1). Thus, the pricing partial integrodifferential equation is as follows:

$$
\begin{align*}
P_t(t, r) + (\mu(r) - \theta^W(r) \sigma(r)) P_p(t, r) \\
&\quad + \frac{1}{2} \sigma^2(r) P_{pp}(t, r) - rP(t, r) \\
&\quad + \lambda^\mathcal{Q}(r) E^\mathcal{Q}_t [P(t, r + J) - P(t, r)] = 0;
\end{align*}
$$

see [13] for more details about obtaining this partial differential equation. This pricing equation is the same for all interest rate derivatives; we only have to add the corresponding final conditions.

In order to obtain the term structure, $\mu, \sigma, \theta^W, \lambda^\mathcal{Q}$ and the parameters of the distribution $\Pi^\mathcal{Q}$ must be estimated. Then, these functions are replaced in the pricing equation (6) which is solved by taking into account the final condition (2).

Finally, the yield curve can be expressed as

$$
R(t, r; T) = \frac{-\ln(P(t, r; T))}{T - t}.
$$
In the literature, to the best of our knowledge, there is no approach to estimating the market prices of risk $\theta^V$, $\theta^Y$, and $\theta^J$ for a jump-diffusion model, except if a closed-form solution is known. References [1, 7] show how to estimate $\mu$, $\sigma$, and $\lambda$ by means of moment equations with data in the markets. However, this approach does not allow us to estimate the market prices of risk, which are necessary to price interest rate derivatives, but they are not observable. Recently, [10] proposed a new approach for estimating the risk-neutral drift and jump intensity directly from market data and, hence, the market prices of risk do not have to be estimated. They proved the following result.

**Theorem 1.** Let $P(t, r; T)$ be a solution to (6) subject to (2), and $r$ follows a jump-diffusion stochastic process given by (4); then,

$$
\frac{\partial R}{\partial T} \bigg| _{T=t} = \frac{1}{2} \left( \mu(r) - \sigma(r) \theta^V + \lambda^G(r) E_Y^G \left[ J(r,Y) \right] \right),
$$

$$
\frac{\partial (r^2 p) }{\partial T} \bigg| _{T=t} = -r^3(t) + 4r(t) \frac{\partial R}{\partial T} \bigg| _{T=t} + \sigma^2(r)
$$

$$
+ \lambda^G(r) E_Y^G \left[ J^2(r,Y) \right].
$$

Reference [10] assumed that the jump size distribution under $\mathbb{Q}$ was known and equal to the distribution under $\mathbb{P}$; that is, $\theta^Q = 1$. In this paper, we take one step ahead and we propose the following result to estimate the risk-neutral jump size distribution directly from yield curve data.

**Theorem 2.** Let $P(t, r; T)$ be a solution to (6) subject to (2), and $r$ follows a jump-diffusion stochastic process given by (4); then,

$$
\frac{\partial (r^3 p) }{\partial T} \bigg| _{T=t} = -r^4(t) + 6r^2(t) \frac{\partial R}{\partial T} \bigg| _{T=t} + 3r(t) \sigma^2(r)
$$

$$
+ 3r(t) \lambda^G(r) E_Y^G \left[ J^2(r,Y) \right]
$$

$$
+ \lambda^G(r) E_Y^G \left[ J^2(r,Y) \right].
$$

Theorems 1 and 2 allow us to estimate the risk-neutral drift, jump intensity, and jump size distribution of the interest rates by means of the prices of zero-coupon bonds and the slope of the yield curves and, hence, we do not have to estimate the market prices of risk.

Finally, notice that any parametric or nonparametric technique can be applied to estimate the slopes. In this paper, in order to illustrate these results we will use the Nadaraya-Watson nonparametric estimator. Suppose a dataset consists of $N$ pairs of observations $(r_1, X_1), \ldots, (r_N, X_n)$, where $r_i$ is the explanatory variable and $X_i$ is the response variable. We assume a model of the kind $X_i = g(r_i) + \epsilon_i$, where $g(r)$ is an unknown function and $\epsilon_i$ is an error term, representing random errors in the observations or variability from sources not included in $r_i$. The errors $\epsilon_i$ are assumed to be independent and identically distributed with mean 0 and finite variance. The estimate is given by

$$
\widehat{g}(r) = \frac{\sum_{i=1}^{N} w_i(r) X_i}{\sum_{i=1}^{N} w_i(r)},
$$

with positive weights $w_i(r) = K((r - r_i)/h)$ (e.g., the Gaussian kernel which is widely used in the literature and we use it in this paper) and $h$ is the bandwidth; see [14].

## 3. Numerical Experiments

In this section, we consider a test problem in order to investigate the effect of the estimation of the risk-neutral jump size in a yield curve pricing problem.

As a basic test problem, we consider a jump extended square root process with exponential jumps which is denoted as CIR-EJ:

$$
dr = \beta (m - r) dt + \sigma \sqrt{r} dW(t) + \gamma(\eta) dN(t),
$$

where the jump size, $Y$, is distributed exponentially with a positive mean $\eta$, $Y \sim \text{Exp}(\eta)$. The market prices of risk of this pricing model are as follows:

$$
\theta^V = \frac{\theta}{\sigma},
$$

$$
\theta^Y = \varphi,
$$

$$
\theta^J = \phi.
$$

This model is a slight modification of the one proposed by [13] and used by [15] for pricing American interest rate options. The closed-form solution of this problem is very similar to the one obtained by [13] just replacing $\eta$ by $\eta^2$. The only reason we choose this model for our numerical experiments is because a closed-form solution is known and, therefore, we can obtain the exact yield curves to make some comparisons.

In our implementation, we assume that the market prices of risk parameters take values coherent with those in the literature: $\theta = -0.167, \varphi = 0.5$, and $\phi = 0.9$. Next, we combine them with the values of the parameters used by [15] to price zero-coupon bonds and American interest rate options. Therefore, we assume that $\beta = 0.267, m = 0.03, \sigma = 0.075, \lambda = 2$, and $\eta = 0.01$.

For series generation, we use the Euler-Maruyama stochastic differential equation discretization scheme [16], an explicit order 0.5 strong and order 1.0 weak scheme. We discard the burn-in period (the first part of the whole series) to avoid the starting value effect. In all the numerical experiments we simulate 5000 sample paths with a time interval $\Delta t = 1/250$, that is to say, daily observations, and a realization length $N = 7500$, which is equivalent to 30 years of daily observations.
In order to analyze the effect of estimating each risk-neutral interest rate function within the CIR-EJ model, we will consider different assumptions.

(i) Assumption A1. We assume that the drift, the jump intensity, and the jump size distribution of the compensated interest rate process under $\mathcal{Q}$, the risk-neutral measure, are equal to the drift, the jump intensity, and jump size distribution under $\mathcal{P}$ measure. This means that the market prices of risk parameters in the CIR-EJ model are as follows: $\theta = 0$ and $\varphi = \phi = 1$. Consider

$$\eta^\mathcal{Q} = \eta,$$

$$\lambda^\mathcal{Q} (r) = \lambda (r),$$

$$\mu^\mathcal{Q} (r) = \mu (r) + \eta \lambda (r),$$

where $\mu^\mathcal{Q} (r) = \mu (r) - \sigma (r) \theta W (r) + \lambda^\mathcal{Q} (r) E^\mathcal{Q} [J (r, Y)]$ is the risk-neutral drift of the compensated interest rate process.

(ii) Assumption A2. We assume that the risk-neutral jump intensity and size are equal to the jump intensity and size under $\mathcal{P}$ measure. However, we assume that the risk-neutral drift is different under $\mathcal{P}$ measure. That is, the market price of risk associated with the Brownian motion is (13), but $\varphi = \phi = 1$. One has

$$\eta^\mathcal{Q} = \eta,$$

$$\lambda^\mathcal{Q} (r) = \lambda (r),$$

$$\mu^\mathcal{Q} (r) = \mu (r) - \theta r + \eta \lambda (r).$$

(iii) Assumption A3. We assume that the risk-neutral jump intensity is equal to the jump intensity under the $\mathcal{P}$ measure. However, the risk-neutral drift and jump size are different from the drift and jump size under $\mathcal{P}$ measure. That is, the market prices of risk associated with the Brownian motion and jump size are (13) and (15), respectively, but $\varphi = 1$. Consider

$$\eta^\mathcal{Q} = \phi \eta,$$

$$\lambda^\mathcal{Q} (r) = \lambda (r),$$

$$\mu^\mathcal{Q} (r) = \mu (r) - \theta r + \phi \eta \lambda (r).$$

(iv) Assumption A4. We assume that the risk-neutral jump size is equal to the jump size under $\mathcal{P}$ measure. However, the risk-neutral drift and jump intensity are different from the drift and jump intensity under the $\mathcal{P}$ measure. That is, the market prices of risk associated with the Brownian motion and jump intensity are (13) and (14), respectively, but $\phi = 1$. Consider

$$\eta^\mathcal{Q} = \eta,$$

$$\lambda^\mathcal{Q} (r) = \phi \lambda (r),$$

$$\mu^\mathcal{Q} (r) = \mu (r) - \theta r + \eta \phi \lambda (r).$$

See [10] for more details.

(v) Assumption A5. The risk-neutral drift, jump intensity, and jump size of the compensated interest rate process are different from the drift, the jump intensity, and the jump size under $\mathcal{P}$ measure. That is, the market prices of risk associated with the Brownian motion, jump intensity, and jump size are (13), (14), and (15), respectively. One has

$$\eta^\mathcal{Q} = \phi \eta,$$

$$\lambda^\mathcal{Q} (r) = \phi \lambda (r),$$

$$\mu^\mathcal{Q} (r) = \mu (r) - \theta r + \phi \eta \phi \lambda (r).$$

In order to make comparisons of the different assumptions, we obtain the exact yield curves with the CIR-EJ model and the approximated yield curves with the different assumptions and the data. However, previously, we have to estimate all the functions in the models.

Under Assumption A1, we have to estimate all the interest rate functions under the $\mathcal{P}$ measure. Therefore, we can use interest rate observations and the moment equations technique by [1, 7]

$$M^1 (r) = \lim_{\Delta \to 0} E [r (t + \Delta t) - r (t) | \mathcal{F} (t)]$$

$$= \mu (r) + \lambda (r) E^\mathcal{P} [J],$$

$$M^2 (r) = \lim_{\Delta \to 0} E [(r (t + \Delta t) - r (t))^2 | \mathcal{F} (t)]$$

$$= \sigma^2 (r) + \lambda (r) E^\mathcal{P} [J^2],$$

$$M^k (r) = \lim_{\Delta \to 0} E [(r (t + \Delta t) - r (t))^k | \mathcal{F} (t)]$$

$$= \lambda (r) E^\mathcal{P} [J^k], \quad k \geq 3,$$

see [7] for regularity conditions and limiting distributions.

In our test problem, we have assumed that the jump size $Y$ is distributed exponentially; thus, $E^\mathcal{P} [Y^k] = \eta^k k!$, $k = 1, 2, 3, \ldots$ (22)

We replace (22) in (21) and obtain the moment conditions necessary to estimate the interest rate coefficients for the CIR-EJ process. See [1, 7] for a similar approach, but with other jump size distributions.

In this paper, we use a nonparametric method to estimate the whole functions of the interest rate process. To be exact, we use the Nadaraya Watson estimator with a Gaussian kernel. (The choice of the optimal bandwidth is elusive in the literature. We use $h = h \sigma$, ($\sigma$ is the estimated standard deviation of interest rates) and the smoothing parameter $h$ used for the first and second moments is $h = 0.4$ and $h = 0.8$, resp. The higher order moments are estimated with $h = 1.2$.)

Under Assumption A2, we have to estimate the drift of the risk-neutral interest rate stochastic process. This process is not observable, but we can use (8) and numerical differentiation. To be exact, we use yields with maturities of 6 months and 1 year in order to estimate the slope of the yield curve by means of a second order forward approximation and
Table 1: RMSE with the different approaches for the 5000 simulated yield curves with N = 7500 and Δt = 1/250.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>6 months</th>
<th>9 months</th>
<th>12 months</th>
<th>18 months</th>
<th>24 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>9.4249 × 10^{-3}</td>
<td>1.3762 × 10^{-2}</td>
<td>1.7264 × 10^{-3}</td>
<td>2.3932 × 10^{-3}</td>
<td>2.9652 × 10^{-3}</td>
</tr>
<tr>
<td>A2</td>
<td>1.9306 × 10^{-3}</td>
<td>2.7565 × 10^{-3}</td>
<td>3.5392 × 10^{-3}</td>
<td>4.6897 × 10^{-3}</td>
<td>5.5389 × 10^{-3}</td>
</tr>
<tr>
<td>A3</td>
<td>1.0672 × 10^{-3}</td>
<td>1.5158 × 10^{-3}</td>
<td>1.9098 × 10^{-3}</td>
<td>2.4730 × 10^{-3}</td>
<td>2.8823 × 10^{-3}</td>
</tr>
<tr>
<td>A4</td>
<td>8.3666 × 10^{-4}</td>
<td>1.1984 × 10^{-3}</td>
<td>1.5177 × 10^{-3}</td>
<td>1.9240 × 10^{-3}</td>
<td>2.2226 × 10^{-3}</td>
</tr>
<tr>
<td>A5</td>
<td>7.6592 × 10^{-4}</td>
<td>1.1215 × 10^{-3}</td>
<td>1.4277 × 10^{-3}</td>
<td>1.8391 × 10^{-3}</td>
<td>2.1277 × 10^{-3}</td>
</tr>
</tbody>
</table>

where N is the number of observations, $R(t)$ is the observed or theoretical value, and $\hat{R}(t)$ is the estimated value with the corresponding model.

Table 1 shows the performance of the different Assumptions A1–A5 that we have taken into account to obtain the yield curves for different maturity times. As it is well known in the literature, the single-factor models do not work very well for long maturities. Hence, we consider maturities until 24 months. When we assume that all the functions of the risk-neutral interest rate are equal to the functions under the $\mathcal{P}$ measure, Assumption A1, we obtain the highest errors. Under Assumptions A3 and A4, we assume that only two interest rate functions are estimated under the risk-neutral measure: the risk-neutral drift and jump intensity. Note that assuming that the risk-neutral drift and jump intensity are different from those under $\mathcal{P}$ measure provides lower errors than assuming that the risk-neutral drift and jump size are different under $\mathcal{P}$ and $\mathcal{Q}$ measures.

Assumption A4 has usually been considered in the term structure literature; see, for example, [17]. In particular, Assumption A5, where all the functions are estimated assuming different values under the risk-neutral measure, provides the lowest errors. Then, the more the functions we estimate under the risk-neutral measure, the lower the errors. We have also repeated these experiments with other parameters and the same conclusions are reached.

Thus, estimating all the risk-neutral functions directly from data in the markets provides more accurate yield curves than assuming some arbitrary market prices of risk for the model.

### 4. Empirical Analysis

In this section, we analyze the effect of the estimation of the risk-neutral jump size directly from data in the markets in contrast to the assumption that the market price of risk of jump size is artificially absorbed by the change in jump intensity from physical measure to risk-neutral measure by means of US yield curves data.

The short rate is inherently unobservable, and it has to be approximated using interest rates of short-term zero-coupon bonds: see [18] for a detailed discussion. In this paper, we use the 3-month Treasury Bill rates because [8] showed that any instrument with maturity below three months should not be used when estimating jump-diffusion processes.

Data were obtained from the Federal Reserve h.15 database. The sample period covers from January 1971 to February 2013; see [10] for more details. Figure 1 plots and Table 2 summarizes the data.
Table 2: Summary of the statistics of the US 3-month Treasury Bill rates and the first differences, January 1971 to February 2013.

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Max.</th>
<th>Min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_t )</td>
<td>10519</td>
<td>( 5.279 \times 10^{-2} )</td>
<td>( 3.323 \times 10^{-2} )</td>
<td>( 1.752 \times 10^{-1} )</td>
<td>( 1.0 \times 10^{-4} )</td>
</tr>
<tr>
<td>( r_{t+1} - r_t )</td>
<td>10518</td>
<td>( -4.592 \times 10^{-6} )</td>
<td>( 1.067 \times 10^{-3} )</td>
<td>( 1.393 \times 10^{-2} )</td>
<td>( -1.321 \times 10^{-2} )</td>
</tr>
</tbody>
</table>

Figure 1: The time series of the level and changes in the 3-month Treasury Bill rates, from January 1971 to February 2013.

In order to estimate the risk-neutral drift, jump intensity, and jump size of the interest rates using (8)–(10) and a second order forward difference formula, we need additional data. Then, we use daily observations of the secondary market yields with the shortest maturities available in the Federal Reserve h.15 database. We consider the 6-month Treasury Bills and the yields of 1-year Treasury notes, because we do not have enough observations of the 1-year Treasury Bills for the whole estimation period of time.

All the estimations are done as in Section 3 using the Nadaraya-Watson estimator with a Gaussian kernel. (We use \( h_r = h \sigma_r \) as bandwidth, with the smoothing parameter \( h = 1.2 \) for the second moment and \( h = 1.5 \) for higher order moments. In Assumption A4 we use \( h = 1.7 \) for the nonparametric estimation of the risk-neutral drift and jump intensity, as in [10]. Finally we use \( h = 1.7, h = 0.85, \) and \( h = 1.3 \) for the nonparametric estimation of the risk-neutral drift, jump intensity, and jump size, resp.)

In order to obtain the yield curves we have to solve the pricing equation (6) subject to (2). We use the Monte Carlo method with 5000 simulations and a discretization interval equal to one day, as in [10] in order to be able to make comparisons.

Table 3 shows the RMSE obtained with the different assumptions for the yield curves with the shortest maturities available in the Federal Reserve h.15 database: 6 months, 12 months, and 24 months. First, Assumption A1 provides the highest error in Table 3. This fact means that it is important to estimate the market prices of risk by means of Theorem 1 and even Theorem 2 in order to obtain accurate yield curves.

Finally, the errors of Assumptions A2–A5 are very similar; in fact, the differences are just of order \( 10^{-5} \). These differences could be considered as negligible because they can be due to the propagation of errors of the approximations. However, note that small errors in pricing zero-coupon bonds usually provide higher errors when pricing interest rate contingent claims such as bond options. Moreover, we think that it is very difficult to reduce the order of these errors because we are considering a single-factor model. This kind of models is very attractive for practitioners in the markets, but they also have some limitations in order to explain the yield curves in the markets.

Table 3: The RMSE of the yield curves for different maturity times under Assumptions A1–A5.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>6 months</th>
<th>12 months</th>
<th>24 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>( 2.9055 \times 10^{-3} )</td>
<td>( 5.5931 \times 10^{-3} )</td>
<td>( 9.2256 \times 10^{-3} )</td>
</tr>
<tr>
<td>A2</td>
<td>( 2.6774 \times 10^{-3} )</td>
<td>( 4.6200 \times 10^{-3} )</td>
<td>( 7.0574 \times 10^{-3} )</td>
</tr>
<tr>
<td>A3</td>
<td>( 2.6773 \times 10^{-3} )</td>
<td>( 4.6239 \times 10^{-3} )</td>
<td>( 7.0571 \times 10^{-3} )</td>
</tr>
<tr>
<td>A4</td>
<td>( 2.6764 \times 10^{-3} )</td>
<td>( 4.6224 \times 10^{-3} )</td>
<td>( 7.0531 \times 10^{-3} )</td>
</tr>
<tr>
<td>A5</td>
<td>( 2.6998 \times 10^{-3} )</td>
<td>( 4.6487 \times 10^{-3} )</td>
<td>( 7.1063 \times 10^{-3} )</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we propose a novel result to estimate the jump size distribution directly from data in the markets in a single-factor term structure model. This result is notable because it is not necessary to make arbitrary assumptions about the value of the jump size market price of risk, as, for example, in [1], and is adaptable: both parametric and nonparametric methods can be used to estimate the required functions. Then, we make some numerical experiments and take data from the US markets to analyze the behavior of this approach.

In a term structure model, there are three functions which can be affected by the change of measure: one associated with the Brownian motion and two associated with the jumps (the jump intensity and the jump size). Moreover, the risk premium of the jump size could be artificially absorbed by the change in the intensity of jump from \( \lambda \) to \( \lambda^\delta \), which is the assumption usually considered in the single-factor term structure literature; see [13], for example. Then, we assume that all risk premium related to jump risk is artificially absorbed by the change in jump size from \( \eta \) to \( \eta^\delta \). In this case the errors increase. We prove these results with both numerical and empirical experiments and the conclusions are
the same, although the differences are nearly negligible in the empirical experiments.

Finally, we model separate risk premiums for the diffusion, jump size, and jump intensity in a single-factor term structure model. In the numerical experiments we obtain lower errors than when we assume that one of the jump risk premiums is artificially absorbed by the other one. As far as the empirical data is concerned, we find very small differences which could be considered as negligible because they could be due to the propagation of errors as we use three related approximations and a single-factor model. As a future research, we would like to apply this approach to price other interest rate derivatives such as bond options. We think that the differences will be more important and the accurate estimation of the market prices of risk will provide a high improvement in their pricing.

Appendix

This appendix outlines the proof of Theorem 2.

Proof of Theorem 2. Let $D(t) = e^{-\int_0^t r(s)ds}$ denote the discount process and then

$$dD = -rDdt.$$  \hfill (A.1)

By means of Ito’s product rule (see (19) and (4) and (A.1)) we obtain

$$d \left( r^3D \right) = D \left( 3r^2 \left( \mu - \sigma \theta W + \lambda \sigma E_Y \left[ J \right] \right) - r^4 + 3\sigma^2 \right) \right) dt$$
$$+ 3r \lambda \sigma E_Y \left[ J^2 \right] + \lambda \sigma E_Y \left[ J^3 \right] \right) \right) ds,$$

$$(A.2)$$

If we take expectation with respect to $\mathbb{E}$ over the integral form of (A.2), we obtain

$$r^3(T+h)P(t,r;T+h) - r^3(T)P(t,r;T)$$
$$= \int_0^{T+h} \left( 3r^2 \left( \mu - \sigma \theta W + \lambda \sigma E_Y \left[ J \right] \right) - r^4 + 3\sigma^2 \right) \right) ds,$$

$$(A.3)$$

as $dW^G$ and $d\bar{N}^G$ are martingales under $\mathbb{E}$ and taking out what is known as

$$E^G \left[ r^3(s) \right] D(s) \mid \mathcal{F}_t$$.  \hfill (A.4)

Dividing by $h$ and taking limits in (A.3) we can write

$$\frac{\partial (r^3P)}{\partial T} (t,r;T) = \left( 3r^2 \left( \mu - \sigma \theta W + \lambda \sigma E_Y \left[ J \right] \right) - r^4 + 3\sigma^2 \right) \right) \right) ds,$$

$$(A.5)$$

Finally, setting $T = t$ we get (10).
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