Microscopic dynamics in the liquid Li-Na alloy: An \textit{ab initio} molecular dynamics study
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We present results for several structural and dynamical properties of the liquid Li\textsubscript{1−$x$}Na\textsubscript{$x$} alloy. The study has been carried out by means of the orbital-free \textit{ab initio} molecular dynamics method, combined with local ionic pseudopotentials constructed within the same framework. We obtain good agreement with the available experimental data, reproducing accurately, the strong homocoordinating tendencies exhibited by this alloy. The calculated partial dynamic structure factors exhibit clear side peaks whose frequencies, for $q=0.25 \text{ Å}^{-1}$, correspond to the hydrodynamic sound dispersion of the binary alloy, whereas for larger $q$ values fast and slow sound modes are identified. The mass ratio in this system, $m_{\text{Na}}/m_{\text{Li}}$~3, is the smallest one so far for which the fast mode is observed.
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I. INTRODUCTION

Molecular dynamics (MD) has become a useful technique to study the properties of liquid systems. Whereas classical molecular dynamics (CMD) techniques require interatomic potentials, the \textit{ab initio} molecular dynamics (AIMD) methods compute the forces acting on the nuclei from electronic structure calculations performed as the MD trajectory is generated; therefore the nuclear positions evolve according to classical mechanics while the electronic subsystem follows adiabatically.

Density functional theory (DFT) \cite{1,2} underlies many AIMD methods. However, when the Kohn-Sham (KS) orbital representation of DFT is used (KS-AIMD methods), the computational demands become very heavy, limiting the sizes of the systems to be studied and the simulation times; for example, previous studies of liquid metals and alloys \cite{3–6} have used around 100 atoms and simulation times between 2–5 ps. These limitations can be partly overcome by the so-called orbital-free \textit{ab initio} molecular dynamics (OF-AIMD) method, which uses an approximate form for the electronic kinetic energy, but no longer requires the orbitals of the KS formulation. Consequently, the number of variables and the computational time for a simulation are greatly reduced, enabling the study of larger samples (several hundreds of particles) and for longer simulation times (tens of ps).

Research into the dynamical properties of liquid metals has already produced much experimental and theoretical work \cite{7}. Inelastic neutron scattering (INS) has been the usual experimental technique for studying the dynamics of condensed matter at the kinetic region. Moreover, it has been recently supplemented by high resolution inelastic x-ray scattering (IXS) which overcomes the kinematic limitations of INS techniques. With a proper separation procedure INS provides in principle information on both the coherent and incoherent contributions to the inelastic scattering cross sec-
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been performed for the zero alloy only. The experimental $S(q)$ for the zero alloy is dominated by strong small-angle scattering, which is a typical characteristic of a phase separating system, and the oscillations of $S(q)$ beyond the small-angle region are rather weak, with a characteristic ripple around $q = 2.2\ \text{Å}^{-1}$. The simultaneous reproduction of these structural features has become an objective of most theoretical studies, which have used either semiempirical [30,31] or more fundamental [6,32–37] approaches. Recently, Canales et al. [36] have obtained a very satisfactory description of the static structure of the zero alloy by using CMD combined with interatomic pair potentials derived within the neutral pseudoatom method (NPA) [38]. These same potentials have also been used in a study of the dynamic properties of the zero alloy [39] by CMD, leading to results in good agreement with the experimental measurements.

Recently, two KS-AIMD simulations have investigated the static structure of this alloy. Hoshino and co-workers [5] used 100 atoms, an energy cutoff of 10 Ry, and their $S(q)$ reproduces the main experimental trends, although the results are extremely noisy. Also, Costa Cabral et al. [6] used 108 atoms, an energy cutoff of 9 Ry, and obtained properties averaged over 400 configurations. The resulting $S(q)$ is in good agreement with experiment, although the short simulation time obviously precludes the study of the dynamical magnitudes, except for the diffusion coefficients (DC’s).

We have recently reported two other OF-AIMD calculations for the zero alloy at 590 K [19,20], leading to excellent agreement with the experimental static structure, and showing the appearance of a fast sound mode and its merging with the hydrodynamic mode for small wave vectors. In this paper we extend the simulations to other concentrations and temperatures and study a variety of dynamic properties, including both single particle and collective magnitudes, which are amenable to study because of the possibility of running long simulations with a large number of configurations.

II. THEORY

A liquid simple metal alloy, $A_xB_{1-x}$, can be regarded as an assembly of $N_A$, A-type, and $N_B$, B-type, bare ions with charges $Z_A^a$ and $Z_B^a$, respectively, interacting with $N_e = N_AZ_A^a + N_BZ_B^a$ valence electrons through electron-ion potentials $v_A(r)$ and $v_B(r)$. The total potential energy of the system can be written as the sum of the direct ion-ion interaction energy plus the ground state electronic energy of the electronic system subject to the external potential created by the ions, $V_{\text{ext}}(\vec{r},\{\vec{R}_i\}) = \sum_{i=A,B} \sum_{l(i)\neq m(i)} V_{l}(|\vec{r} - \vec{R}_i|)$,

$$E(\{\vec{R}_i\}) = \frac{1}{2} \sum_{i,A,B} \sum_{l(i)\neq m(i)} \frac{Z_iZ_j}{|\vec{R}_i - \vec{R}_m|} + E_g[\rho_g(\vec{r}), V_{\text{ext}}(\vec{r},\{\vec{R}_i\})],$$

where $\vec{R}_i$ are the ionic positions, the sum over $l(i)$ extends over the sites occupied by the $i$-type ions, and $\rho_g(\vec{r})$ is the ground state electronic density. According to DFT, $\rho_g(\vec{r})$ can be obtained by minimizing the energy functional

$$E[\rho(\vec{r})] = T_s[\rho] + E_{\text{ext}}[\rho] + E_{\text{int}}[\rho] + E_{\text{xc}}[\rho],$$

where the terms represent, respectively, the electronic kinetic energy $T_s[\rho]$ of a noninteracting system with density $\rho(\vec{r})$, the energy of interaction with the external potential due to the ions, $E_{\text{ext}}[\rho]$, the classical electrostatic energy (Hartree term) $E_{\text{int}}[\rho]$, and the exchange-correlation energy $E_{\text{xc}}[\rho]$, for which we will adopt the local density approximation.

Within the KS-AIMD approach the electronic density is described in terms of orbitals and $T_s[\rho]$ is calculated exactly, although with a large computational effort. This obstacle can be reduced somewhat by adopting the OF-AIMD approach where an explicit but approximate density functional for $T_s[\rho]$ is used [40]. In this work we have used for $T_s[\rho]$ a simplified version of an expression proposed by García-González et al. [41], namely, $T_s = T_W + T_\beta$, where $T_W$ is the von Weizsacker term, and

$$T_\beta = \int \frac{3}{10} \gamma \rho(\vec{r}) \frac{1}{2} \sum_{k,\beta} \frac{\partial F_{\beta}^k}{\partial \rho(\vec{r})},$$

$$\gamma(\vec{r}) = (2k_B^0)^3 \int d\delta k(z) w(2k_B^0|\vec{r} - \vec{z}|),$$

where $k(\vec{r}) = (3\pi^2)^{1/3} \rho(\vec{r})^{2/3}$, $k_B^0$ is the Fermi wave vector corresponding to a mean electron density $\rho_m$, and $w(\rho(x))$ is a weight function determined by requiring the correct recovery of both the linear response and the uniform density limits [40]. This functional is positive definite for any value of $\beta$, which is an essential requirement in a variational calculation. In these simulations we have used a value of $\beta=0.51$ for reasons discussed elsewhere [43].

The construction of the ion pseudopotentials, $v_{ps}(\vec{r})$, used for the ion-electron interaction is described fully in Refs. [19,44]. The pseudopotentials are local and are constructed from first principles by fitting to a model of an ion immersed in a metallic medium.

Technical details

We have considered 2000 ions in a cubic cell with periodic boundary conditions. Given the ionic positions at time $t$, the electronic energy functional is minimized with respect to $\rho(\vec{r})$ represented by a single effective orbital $\psi(\vec{r})$ defined as $\rho(\vec{r}) = \psi(\vec{r})^2$. The orbital is expanded in plane waves truncated at a cutoff energy $E_{\text{cut}} = 8$ Ry for all the concentrations considered. The energy minimization with respect to the Fourier coefficients of the expansion is performed every time step using a quenching method which results in the ground state electronic density and energy. The forces on the ions are obtained from the electronic ground state via the Hellman-Feynman theorem, and the ionic positions and velocities are updated by solving Newton’s equations, with the Verlet leapfrog algorithm with a time step of $2.5 \times 10^{-3}$ ps. In the simulations equilibration took 5 ps and the calculation of properties was made averaging over 50 ps.

The calculation of the time correlation functions (CF) was performed by taking time origins every five time steps. Several CF depend on the wave vector $\vec{q}$, though in fact, as the
TABLE I. Input data for the series Li-Na at $T=590$ K, studied in this work, along with some simulation details. The numbers in parenthesis correspond to $T=725$ K. $\rho$ is the total ionic number density taken from Ref. [42] and $N$ the number of particles.

<table>
<thead>
<tr>
<th>$x=x_{Na}$</th>
<th>$\rho$ ($\text{Å}^{-3}$)</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.04330</td>
<td>600</td>
</tr>
<tr>
<td>0.20</td>
<td>0.036819</td>
<td>2000</td>
</tr>
<tr>
<td>0.39</td>
<td>0.032180</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>(0.031085)</td>
<td>(600)</td>
</tr>
<tr>
<td>0.60</td>
<td>0.028241</td>
<td>2000</td>
</tr>
<tr>
<td>1.0</td>
<td>0.022960</td>
<td>600</td>
</tr>
</tbody>
</table>

real system is isotropic, they depend only on $q=|\vec{q}|$. For a given $q$ value, $N_q$ vectors exist with the same modulus and the final result of the CF is an average over these $N_q$ directions. In our calculations, $N_q=3$ for the smallest $q$ ($\approx 0.16$ Å$^{-1}$) whereas for the greater wave vectors selected for our calculations, $N_q$ takes a maximum value of 24.

III. RESULTS

The liquid Li$_{1-x}$Na$_x$ alloy has been simulated at $T=590$ K and concentrations $x_{Na}=0.2$, 0.39, and 0.60, and $T=725$ K for $x_{Na}=0.39$, with total ionic number densities taken from the experimental data of Jost et al. [42]. Table I shows the thermodynamic states considered in this study.

A. Structural properties

The simulations allow a direct evaluation of the partial pair distribution functions $g_{ij}(r)$, as well as the corresponding partial Ashcroft-Langreth (AL) structure factors, $S_{ij}(q)$. Figure 1 shows the calculated $g_{ij}(r)$. The changes with concentration of $g_{LiLi}(r)$ are more marked than those of $g_{LiNa}(r)$ and $g_{NaNa}(r)$. With increasing Na concentration the height of the main peak of $g_{LiLi}(r)$ increases, whereas that of $g_{LiNa}(r)$ is practically unchanged and that of $g_{NaNa}(r)$ decreases. For all concentrations, $g_{LiLi}(r)$ remains smaller than the average of $g_{LiLi}(r)$ and $g_{NaNa}(r)$ suggesting the homocoordinating tendencies in the alloys. A simple, qualitative analysis of the short range order in the alloy is provided by the Warren-Cowley [45–47] short range order (SRO) parameter for the first neighbor shell, $\alpha_1^{(i)}$, defined as

$$\alpha_1^{(i)} = 1 - \frac{n_{ij}}{x_j(n_{ii} + n_{ij})} \quad (j \neq i = 1, 2), \quad (5)$$

where $x_j$ is the concentration of the $j$-type particles and $n_{ij}$ is the number of $j$-type particles around an $i$-type particle, within a sphere of radius $R_{ij}$. $n_{ij}$ can be calculated from the partial pair distribution functions, $g_{ij}(r)$, as follows:

$$n_{ij} = 4\pi p x_j \int_0^{R_{ij}} r^2 g_{ij}(r) dr, \quad (6)$$

where $R_{ij}$ is usually taken to be [48] the position of the first minimum of the corresponding $g_{ij}(r)$. For a random distribution of atoms $\alpha_1^{(i)}=0$, whereas a positive (negative) value for $\alpha_1^{(i)}$ suggests a homocoordinating (heterocoordinating) tendency. We have evaluated both $\alpha_1^{(Li)}$ and $\alpha_1^{(Na)}$ for the liquid Li$_{1-x}$Na$_x$ alloy at $T=590$ K. The results shown in Table II clearly confirm the segregating tendency. Moreover, the results for $T=725$ K show that as temperature increases, the segregating tendency weakens.

Ruppersberg and Knoll [28] have measured, by neutron diffraction, the total static structure factor at $T=590$ K and $x_{Na}=0.20$, 0.39, and 0.60 as well as for $T=725$ K and $x_{Na}=0.39$. The experimental static structure factors, $S_T^{exp}(q)$, have some common features, namely, (i) a rapid increase of $S_T^{exp}(q)$ as $q \to 0$, (ii) extremely weak oscillations beyond $q \approx 2.0$ Å$^{-1}$, which is characteristic of alloys with weak chemical ordering, (iii) at the zero alloy composition, Li$_{0.61}$Na$_{0.39}$, there appears a characteristic ripple with two peaks at $q \approx 2.0$ and $\approx 2.25$ Å$^{-1}$, respectively.
Figure 2 shows a comparison, for three concentrations at $T=590\text{ K}$, between $S_T^{\text{exp}}(q)$ and the corresponding OF-AIMD simulation results. The agreement between experiment and simulation is very satisfactory, with the OF-AIMD simulations reproducing rather well all the basic features of $S_T^{\text{exp}}(q)$: an increase as $q\to 0$, and the position and amplitude of the oscillations. Moreover, the two peaks at $q=2$ and $2.5\text{ Å}^{-1}$ for the Li$_{0.61}$Na$_{0.39}$ alloy are also well reproduced.

The KS-AIMD simulations of Costa Cabral and Martins [6] for the Li$_{0.61}$Na$_{0.39}$ alloy follow the trend of $S_T^{\text{exp}}(q)$, although the ripple is somewhat underestimated, possibly due to the small number of configurations and/or particles used in the simulation. Their results are shown in Fig. 2 along with those from the KS-AIMD simulations of Hoshino et al. [5] which have a much greater statistical noise.

The analysis of the ordering tendencies in a liquid alloy is more conveniently performed in terms of the Bhatia-Thornton (BT) partial structure factors [49]. For a binary alloy these are (C denotes concentration $N$ denotes number)

$$S_{CC}(q)=x_1x_2S_{11}(q)+x_1S_{22}(q)-2(x_1x_2)^{1/2}S_{12}(q),$$

$$S_{NN}(q)=x_1S_{11}(q)+x_2S_{22}(q)+2(x_1x_2)^{1/2}S_{12}(q),$$

$$S_{NC}(q)=S_{11}(q)-S_{22}(q)+(x_2-x_1)/(x_1x_2)^{1/2}S_{12}(q),$$

where $S_{ij}(q)$ are the partial AL structure factors. The long-wavelength limits of the BT partial structure factors are related to thermodynamic quantities and also provides information on the short range order. In the present system, the experimental $S_T^{\text{exp}}(q\to 0)$ take substantial values for all concentrations, indicating strong homocoordinating tendencies, and this tendency is satisfactorily described by the present OF-AIMD simulations for small $q$.

### B. Dynamic properties

#### 1. Single-particle dynamics

For liquid systems, information about several transport properties related to the mobility of particles and the coupling between the velocities of distinct particles is provided by some time correlation functions among the atomic velocities. These functions cannot be determined experimentally and other methods, such as MD simulations, must be used. Here, we present results for the relative velocity correlation functions (VCF), $Z_{ij}(t)$, which are defined [50] as the time correlation function of the relative velocity of the center of mass of species $i$ with respect to the center of mass of species $j$,

$$Z_{ij}(t)=\frac{1}{2}x_ix_jN\langle [\vec{u}_i(t)-\bar{u}_j(t)]\cdot [\vec{u}_i(0)-\bar{u}_j(0)]\rangle,$$

where $N$ is the total number of particles and $\bar{u}_i(t)$ is the mean velocity of component $i$,

$$\bar{u}_i(t)=N_i^{-1}\sum_{l(i)=1}^{N_i} \vec{u}_{i(l)}(t).$$
with $N_i$ being the total number of $i$-type particles and $\hat{u}_{ij}(t)$ the velocity of the $i$-type particle $l(i)$. $Z_{ij}(t)$ can be separated into self, $Z_{ij}^s(t)$, and distinct, $Z_{ij}^d(t)$, contributions as follows:

$$Z_{ij}(t) = (1 - \delta_{ij})Z_{ij}^0(t) + x_i x_j Z_{ij}^d(t), \quad (9)$$

where $\delta_{ij}$ is Kronecker's delta, with $Z_{ij}^0(t) = x_i Z_i^0(t) + x_j Z_j^0(t)$, $Z_i^0(t)$ stands for the well-known velocity autocorrelation function of a tagged $i$-type particle in the fluid, whereas $Z_{ij}^d(t)$ account for the contribution of the distinct velocity correlations. The time integrals of $Z_{ij}(t)$, $Z_{ij}^0(t)$, $Z_{ij}^d(t)$, and $Z_i(t)$ give the associated DC's, namely, $D_{ij}$, $D_{ij}^0$, $D_{ij}^d$, and $D_i^0$ respectively, where $D_i^0$ is the standard self-diffusion coefficient. For binary mixtures we may write

$$D_{12} = D_{12}^0 + x_1 x_2 D_{12}^d = D_{12}^0 (1 + \gamma_{12}), \quad (10)$$

with $D_{12}^0 = x_2 D_{12}^0 + x_1 D_1^0$ and $\gamma_{12}$ is a measure of the deviation from an ideal mixture (when all species are identical, $\gamma_{12} = 0$). Also, within this formalism, the interdiffusion coefficient is written as

$$D_{\text{int}} = \theta D_{12} = \theta (1 + \gamma_{12}) D_{12}^0, \quad (11)$$

where $\theta = x_1 x_2 / S_{CC}(q \rightarrow 0)$. For a nearly ideal mixture, $\theta = 1$, $\gamma_{12} = 0$, and therefore $D_{\text{int}} = D_{12}^0$.

The results obtained for the self, relative, and distinct VCF's in the Li$_{1-x}$Na$_x$ liquid alloy are shown in Fig. 3, where for comparison we have also plotted the VCF's for the pure components. For binary mixtures we may write

$$D_{12}^d = D_{12}^0 + x_1 x_2 D_{12}^d = D_{12}^0 (1 + \gamma_{12}), \quad (10)$$

with $D_{12}^d = x_2 D_{12}^d + x_1 D_1^d$ and $\gamma_{12}$ is a measure of the deviation from an ideal mixture (when all species are identical, $\gamma_{12} = 0$). Also, within this formalism, the interdiffusion coefficient is written as

$$D_{\text{int}} = \theta D_{12} = \theta (1 + \gamma_{12}) D_{12}^0, \quad (11)$$

where $\theta = x_1 x_2 / S_{CC}(q \rightarrow 0)$. For a nearly ideal mixture, $\theta = 1$, $\gamma_{12} = 0$, and therefore $D_{\text{int}} = D_{12}^0$.

The corresponding experimental values are $D_{\text{exp}}^\text{Li} = 1.24 \pm 0.20$ [53] but for Li several values are available which lie within the range 1.02--1.27 [53,54].

Table III includes the results for $S_{\text{CC}}(q \rightarrow 0) D_{\text{int}}$. The results using Darken’s semiempirical expression [55]. $S_{\text{CC}}(q \rightarrow 0)$

TABLE III. Diffusion coefficients (in $10^{-4}$ cm$^2$/s) and related magnitudes, for the Li-Na liquid alloy at $T = 590$ K. The numbers in parenthesis correspond to $x_{Na} = 0.39$ at $T = 725$ K.

<table>
<thead>
<tr>
<th>$x_{Na}$</th>
<th>0.20</th>
<th>0.39</th>
<th>0.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{Li}}^d$</td>
<td>1.17</td>
<td>1.22 (1.87)</td>
<td>1.25</td>
</tr>
<tr>
<td>$D_{\text{Na}}^d$</td>
<td>1.04</td>
<td>1.15 (1.75)</td>
<td>1.23</td>
</tr>
<tr>
<td>$D_{\text{LiNa}}^d$</td>
<td>1.48</td>
<td>2.00 (2.45)</td>
<td>1.80</td>
</tr>
<tr>
<td>$D_{\text{Na}}^d$</td>
<td>1.06</td>
<td>1.18 (1.79)</td>
<td>1.26</td>
</tr>
<tr>
<td>$D_{\text{LiNa}}^d$</td>
<td>2.62</td>
<td>3.50 (2.76)</td>
<td>2.25</td>
</tr>
<tr>
<td>$\gamma_{\text{LiNa}}^d$</td>
<td>0.40</td>
<td>0.71 (0.37)</td>
<td>0.43</td>
</tr>
<tr>
<td>$S_{\text{CC}}(0)D_{\text{int}}$</td>
<td>0.26</td>
<td>0.48 (0.58)</td>
<td>0.46</td>
</tr>
<tr>
<td>$S_{\text{CC}}(0)D_{\text{int}}^\text{Darken}$</td>
<td>0.17</td>
<td>0.28 (0.43)</td>
<td>0.30</td>
</tr>
</tbody>
</table>
The collective dynamics of density fluctuations in an alloy is usually described through the partial AL intermediate scattering functions, $F_{ij}(\mathbf{q},t) = \langle \rho_i(\mathbf{q},t)\rho_j^*(\mathbf{q},0) \rangle$, where

$$\rho_j(\mathbf{q},t) = \frac{1}{\sqrt{N_j}} \sum_{l(j)=1}^{N_j} \exp[i\mathbf{q} \cdot \mathbf{R}_{l(j)}(t)] \tag{12}$$

is the Fourier transform (FT) of the $j$-type component partial number density, $N_j$ is the number of $j$-type particles, $\mathbf{R}_{l(j)}(t)$ is the position of the $j$-type particle $l$, and $\langle \cdots \rangle$ denotes the ensemble average. The time FT of $F_{ij}(\mathbf{q},t)$ into the frequency domain gives the partial dynamic structure factors $S_{ij}(\mathbf{q},\omega)$ which are directly connected with the inelastic neutron scattering data.

Another important dynamical quantity is the $j$-type component particle current defined as

$$\tilde{j}_j(\mathbf{q},t) = \frac{1}{\sqrt{N_j}} \sum_{l(j)=1}^{N_j} \tilde{u}_{l(j)}(t) \exp[i\mathbf{q} \cdot \mathbf{R}_{l(j)}(t)], \tag{13}$$

which is usually split into a longitudinal component $j^L_j(\mathbf{q},t)$, parallel to $\mathbf{q}$, and a transverse component $j^T_j(\mathbf{q},t)$, perpendicular to $\mathbf{q}$. The partial longitudinal, $C^L_{ij}(\mathbf{q},t)$, and transverse, $C^T_{ij}(\mathbf{q},t)$, current correlation functions are defined in terms of these:

$$C^L_{ij}(\mathbf{q},t) = \langle j^L_i(\mathbf{q},t)j^L_j^*(\mathbf{q},0) \rangle, \tag{14}$$

$$C^T_{ij}(\mathbf{q},t) = \frac{1}{2}\langle j^T_i(\mathbf{q},t)j^T_j^*(\mathbf{q},0) \rangle,$$

and their time FT’s give the respective spectra, $C^L_{ij}(\mathbf{q},\omega)$ and $C^T_{ij}(\mathbf{q},\omega)$. Finally, for isotropic systems, all the previous correlation functions depend on $q = |\mathbf{q}|$ only.

The partial AL scattering functions, $F_{\text{LiLi}}(\mathbf{q},t)$, $F_{\text{NaNa}}(\mathbf{q},t)$, and $F_{\text{LiNa}}(\mathbf{q},t)$, as well as the BT ones $F_{\text{NN}}(\mathbf{q},t)$, $F_{\text{NC}}(\mathbf{q},t)$, and $F_{\text{CC}}(\mathbf{q},t)$ are shown in Figs. 4 and 5 at two $q$ values. $F_{\text{LiLi}}(\mathbf{q},t)$, $F_{\text{NaNa}}(\mathbf{q},t)$, $F_{\text{NN}}(\mathbf{q},t)$ and $F_{\text{CC}}(\mathbf{q},t)$ are always positive, whereas the $F_{\text{LiNa}}(\mathbf{q},t)$ and $F_{\text{NC}}(\mathbf{q},t)$ can be either positive or negative, because $F_{ij}(\mathbf{q},t=0) = S_{ij}(q)$ and both $S_{\text{NaNa}}(q)$ and $S_{\text{NC}}(q)$ oscillate around zero. $F_{ij}(\mathbf{q},t)$ go monotonically to zero, showing slower decays as $q$ decreases; moreover this long-time behavior is reflected in their corresponding $S_{ij}(q,\omega=0)$, as observed in Figs. 6 and 7.

The partial dynamic structure factors, $S_{ij}(q,\omega)$, give information about the possible existence of propagating longitudinal modes. Figures 6 and 7 show, for two $q$ values, the calculated $S_{\text{LiLi}}(q,\omega)$, $S_{\text{NaNa}}(q,\omega)$, $S_{\text{NN}}(q,\omega)$, and $S_{\text{CC}}(q,\omega)$. For the three concentrations, at low $q$ values, $S_{\text{LiLi}}(q,\omega)$, $S_{\text{NaNa}}(q,\omega)$, and $S_{\text{NN}}(q,\omega)$ exhibit clear side peaks at very similar frequencies, which is the typical behavior in the hydrodynamic regime and represents a propagating acoustic mode. This is clearly reflected in $S_{\text{NN}}(q,\omega)$ which accounts for the average behavior of the system and in the hydrodynamic regime exhibits a clear Rayleigh-Brillouin structure [56], similar to the dynamic structure factor in one-component liquids. From the position of the observed Brillouin peaks at the smallest $q$ value allowed by the simulations ($q_{\text{min}}=0.151, 0.158, \text{and} 0.165 \text{Å}^{-1}$ for $x_{\text{Na}}=0.60, 0.39, \text{and} 0.20$, respectively) we can estimate the adiabatic velocity of propagation, $c_s=\omega_B/q$, where $\omega_B$ stands for the position of the Brillouin peak. For $x_{\text{Na}}=0.20$, $S_{\text{NN}}(q,\omega)$ at $q_{\text{min}}$ shows a clear Brillouin peak at $\omega_B\approx5.1 \text{ps}^{-1}$, which leads to $c_s=3100 \text{m/s}$; similarly, we obtain $c_s=2530 \text{m/s}$ for $x_{\text{Na}}=0.60$ and $c_s=3000 \text{m/s}$ for $x_{\text{Na}}=0.39$. Moreover, for this latter concentration at $T=725 \text{K}$ we obtain a lower value of $c_s=2750 \text{m/s}$. We are not aware of any experimental measurement of the adiabatic sound velocity in this alloy; however, data are available (at $T=590 \text{K}$) for the limits $x_{\text{Na}}=1$ (pure Na) and $x_{\text{Na}}=0$ (pure Li), where the OF-AIMD calculations give $c_s=2330\pm80 \text{ m/s}$ and $c_s$
=4640±150 m/s, respectively, which are close to the corresponding experimental values [58] of 2410 and 4450 m/s.

Whereas for the three concentrations \( S_{\text{LiLi}}(q,v) \) shows side peaks up to \( q'=1.30 \) Å\(^2\), those of \( S_{\text{NN}}(q,v) \) and \( S_{\text{NaNa}}(q,v) \) depend on the concentration. The maximum \( q \) value for which peaks of \( S_{\text{NN}}(q,v) \) appear vary with concentration from \( q'=1.30 \) Å\(^2\) at \( x_{\text{Na}}=0.20 \) to \( q'=0.85 \) Å\(^2\) at \( x_{\text{Na}}=0.60 \), while in the case of \( S_{\text{NaNa}}(q,v) \) the maximum \( q \) for which peaks are present ranges from \( q'=0.40 \) Å\(^2\) at \( x_{\text{Na}}=0.20 \) to \( q'=1.10 \) Å\(^2\) at \( x_{\text{Na}}=0.60 \). From the positions of these side peaks, we have obtained dispersion curves, \( \omega_{\text{LiLi}}(q) \) and \( \omega_{\text{NaNa}}(q) \), which are shown in Fig. 8. Up to \( q=0.25 \) Å\(^2\), \( \omega_{\text{LiLi}}(q) \) and \( \omega_{\text{NaNa}}(q) \) show, for the three concentrations, the same linear behavior of hydrodynamic collective excitations propagating with the respective adiabatic velocities \( c_s \). Above this \( q \) value, each dispersion curve splits into two branches indicating two modes, known as fast and slow sound modes, which signals the onset of a dynamic decoupling between the Li and Na particles. The fast mode, which involves the Li particles only, has a phase velocity, \( c_{\text{fast}}=3800±200 \) m/s, which is roughly the same for the three concentrations. Furthermore, according to the predictions of the RET [12,13], the phase velocity associated with the fast mode should take a value very close to the adiabatic sound velocity of the corresponding light particle fluid, in this case a pure Li system obtained by substituting all the Na particles by Li particles. Consequently, we have performed OF-AIMD simulations for pure Li at 590 K and a total number density corresponding to the Li \( 0.61 \) Na \( 0.39 \) alloy, and for which we obtained an adiabatic sound velocity of 3900 m/s, which is very close to the velocity of the fast mode. Denoting by \( q_h \) the upper limit of the hydrodynamic region, we stress that our results show that when \( q \) decreases towards \( q_h \), the fast sound mode undergoes a continuous transition into the hydrodynamic sound mode and the process takes place at \( 0.2<q<0.4 \) Å\(^2\). Furthermore, as discussed by Campa and Cohen, when the concentration of the light component is increased the fast mode will eventually disappear, being overcome by the extended sound mode. This can be observed in Fig. 8 where at \( x_{\text{Na}}=0.20 \), the dispersion curve \( \omega_{\text{LiLi}}(q) \) is rather close to the extended hydrodynamic sound mode.

There has been some argument concerning the way in which the two kinetic modes behave when approaching \( q_h \) from above. Some theoretical and CMD results for He-Ar
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FIG. 5. Same as the previous figure, but for \( q=1.50 \) Å\(^2\).

FIG. 6. Partial dynamic structure factors, \( S_{ij}(q,v) \), at \( q=0.23 \) Å\(^2\), for the liquid Li-Na alloy at \( T=590 \) K and three concentrations. Full line—\( S_{\text{LiLi}}(q,v) \), dashed line—\( S_{\text{NaNa}}(q,v) \), circles—\( S_{\text{NN}}(q,v) \), and dotted line—\( S_{\text{CC}}(q,v) \). The insets show \( 10^3 S_{ij}(q,v) \).
and He-Ne mixtures have suggested that either the fast and slow sound merge into the hydrodynamic sound \[15,21\] or that the fast sound disappears at \(q_h\), and the slow sound merges into the hydrodynamic one, with a predicted value \[13,15,21\] for \(q_h\) at 0.07 Å\(^2\). A similar value for \(q_h\) has recently been obtained for liquid Li\(_4\)Pb by both INS and by CMD calculations \[16,24\]. However, recent CMD calculations \[18\], following the INS measurements of Bafile et al. \[57\], for the dynamic structure of a He\(_{0.77}\)Ne\(_{0.23}\) gas mixture at two densities, have shown a clear crossover from hydrodynamics to fast and slow modes at 0.2 \(\leq q \leq 0.5\) Å\(^2\) and gave \(q_h\) at 0.2, which is substantially greater than previous estimates, and quantitatively agrees with the present results for the liquid Li-Na alloy.

Additional information on the longitudinal collective modes in liquids is provided by the longitudinal current correlation functions, \(C_{ij}^L(q,\omega)\). For example, although \(S_{CC}(q,\omega)\) shows neither side peaks nor shoulders at any \(q\) value because of the dominance of the diffusive contributions in the partial intermediate scattering functions, collective modes may be exposed in \(C_{CC}^L(q,\omega)\).

We have evaluated these functions, as given by Eq. (15), and they are shown in Figs. 9 and 10. For any \(q\) value, \(C_{LiLi}^L(q,\omega)\), \(C_{NaNa}^L(q,\omega)\), and \(C_{NN}^L(q,\omega)\) exhibit at least one peak, although when the hydrodynamic region is approached both \(C_{LiLi}^L(q,\omega)\) and \(C_{NN}^L(q,\omega)\) show two peaks for \(x_{Na} = 0.39\) and 0.60, and a peak and a shoulder for \(x_{Na} = 0.20\). At the smaller \(q\) values reached by the simulations, the peak in \(C_{NaNa}^L(q,\omega)\) as well as the low-frequency peak of \(C_{LiLi}^L(q,\omega)\) occur where \(C_{LiNa}^L(q,\omega)\) has a minimum, which suggests that the Li and Na particles oscillate out of phase in an opticlike mode.

The longitudinal dispersion relations, \(\omega_{LiLi}^L(q)\), \(\omega_{NaNa}^L(q)\), and \(\omega_{NN}^L(q)\) obtained from the positions of the peaks discussed above are shown in Fig. 11. Note that \(\omega_{NaNa}^L(q)\) takes
smaller values than those of $\omega_{LiLi}^L(q)$, because of the atomic mass difference. For all concentrations, $\omega_{NaNa}^L(q)$ has one branch whereas $\omega_{LiLi}^L(q)$ and $\omega_{NN}^L(q)$ exhibit two for $x_{Na} = 0.39$ and 0.60, with the low-frequency branch, which has a limited extent, located at the low $q$’s, close to the hydrodynamic region. This is because at these two concentrations (see Figs. 9 and 10), when $q$ decreases, going towards the hydrodynamic regime, $C_{LiLi}^L(q, \omega)$ and $C_{NN}^L(q, \omega)$ develop two peaks, with the low-frequency peak being close to that of $C_{NaNa}^L(q, \omega)$, and the high-frequency one taking values similar to those of the pure Li system. This suggests that in the binary alloy the heavy Na ions always keep their characteristic low frequencies whereas the light Li ions have a much higher frequency which is largely maintained when approaching the hydrodynamic regime, although as $q$ decreases some Li ions adopt the low frequency of the heavy Na ions. Obviously, in the hydrodynamic ($q \to 0$) limit, all the particles oscillate with the same frequency and $C_{LiLi}^L(q, \omega)$ and $C_{NN}^L(q, \omega)$ only show the low-frequency peak; the high-frequency one will vanish.

As shown in Fig. 11, at low $q$ values $\omega_{NaNa}^L(q)$ has an initial linear increase up to a maximum followed by a minimum at $q = 2.0$ Å$^{-1}$ which corresponds to the main peak position of $S_{NaNa}(q)$. As $x_{Na}$ increases, the main peak of $S_{NaNa}(q)$ gets higher and narrower but at a fixed position; and therefore the first minimum of $\omega_{NaNa}^L(q)$ becomes more marked. The high-frequency branch of $\omega_{LiLi}^L(q)$ behaves similarly, with a maximum and minimum at $\sim 1.5$ Å$^{-1}$ and 2.3 Å$^{-1}$, respectively, which coincide with the first minimum and maximum of $S_{LiLi}(q)$. Moreover as $x_{Na}$ is increased the structure of $\omega_{LiLi}^L(q)$ becomes less marked as happens with the maxima and minima in $S_{LiLi}(q)$.

The $\omega_{NN}^L(q)$ dispersion curve has two branches for $x_{Na} = 0.39$ and 0.60, although the high-frequency branch has a very limited extent close to the hydrodynamic region (see Fig. 11). At these low $q$ values, the high-frequency branch is due to Li particles only, whereas the other comes from both Li and Na particles. For larger $q$, $C_{LiLi}^L(q, \omega)$ becomes the main contributor to $C_{NN}^L(q, \omega)$, and when Li is the majority component, $\omega_{LiLi}^L(q)$ and $\omega_{NN}^L(q)$ are rather close. In contrast, when Na is the majority component, $\omega_{NN}^L(q)$ lies between $\omega_{NaNa}^L(q)$ and $\omega_{LiLi}^L(q)$.

$\omega_{CC}^L(q)$ also has two branches because $C_{CC}^L(q, \omega)$, which is smaller than the other partial currents especially at low $q$, shows either one or two peaks which may be connected with propagating concentration modes. The high-frequency branch of $\omega_{CC}^L(q)$, which exists for all $q$ values, closely follows the high-frequency branch of $\omega_{NN}^L(q)$ and tends to a
served. For the specific case of an INS experiment, the ob-

tained to the intensity obtained in either INS or IXS experi-


te appears just outside the hydrodynamic regime and follows

finite value when \(q \rightarrow 0\), which is typical of kinetic modes.

On the other hand, the low-frequency branch of \(\omega_{LC}(q)\)

appears just outside the hydrodynamic regime and follows
\(\omega_{NaNa}(q)\) closely.

Dispersion relations for pure Li and Na at \(T = 590\) K are also

shown in Fig. 11. Notice that the dispersion relation for the

majority component in the alloy is very close to that of

the pure component; however, the dispersion relation of the

minority component has less structure than that of the corre-

sponding pure metal.

3. Total dynamic structure factor

The total dynamic structure factor \(S_T(q, \omega)\) is directly

related to the intensity obtained in either INS or IXS exper-

iments. For the specific case of an INS experiment, the ob-

served \(S_T^p(q, \omega)\) is given by

\[
\langle b^\dagger b \rangle S_T^p(q, \omega) = \sum_{i=1}^{2} \langle b_i^\dagger \rangle \langle b_i \rangle^2 c_{i} S_i^p(q, \omega)
\]

\[
+ \sum_{i,j=1}^{2} (c_{i} c_{j})^{12} \langle b_i \rangle \langle b_j \rangle S_{ij}(q, \omega),
\]

(15)

where \(S_{ij}(q, \omega)\) are AL partials, \(S_i^p(q, \omega)\) are the self-
dynamic partial structure factors, \(\langle b_i \rangle\) is the coherent

scattering length, 4 \(\pi(b_i^2)\) is the total scattering cross section, and

\(\langle b_i^2 \rangle = \sum_{j=1}^{2} c_{i} \langle b_j^2 \rangle\) is the average cross section per atom. The

first and second terms in Eq. (15) are the incoherent and

coherent contributions, respectively. In the case of IXS ex-

periments, the observed \(S_T^p(q, \omega)\) is given by a similar ex-

pression but with no incoherent contribution and scattering

lengths, \(b_i\), replaced by the \(q\)-dependent atomic scattering

factors, \(f_i(q)\).

The total dynamic structure factor has been measured

[29], using INS, for the zero alloy composition at \(T = 577\)

and 725 K, leading to a monotonous decaying shape. Our

simulations have confirmed this absence of side peaks which

we have explained as due to the cancellation between the

contributions from the LiNa partial structure factor and those

from the LiLi and NaNa partials structure factors [20]. The

simulation results for \(S_T^p(q, \omega)\) are slightly larger than the

experimental results. This behavior was noted earlier by

Anento et al. [39] in their CMD simulations with NPA po-

tentials, and explained in terms of the experimental uncer-

taincies (limited \(\omega\) range, inelasticity corrections) that led to

a certain inconsistency between the experimental dynamic

structure factor and the static counterpart. However, the IXS

results for the zero alloy obtained from the simulations did

show side peaks [20], mainly connected to those of the NaNa

partial structure factor because of the larger magnitude of its

prefactor.

Here we have extended these calculations to the other two

concentrations \(x_{Na} = 0.20, 0.60\) and the results are shown in

Fig. 12 for three \(q\) values. Two points are noteworthy: first,

the neutron total dynamic structure factor does show side

peaks in a limited \(q\) range, because the cancellation between the

like and unlike partial structure factors is not complete (note

the peak at \(q = 0.16\) Å\(^{-1}\) for both \(x_{Na} = 0.20\) and 0.60,

while there are no peaks at the larger wave vectors shown in

the figure) and second, the x-ray total dynamic structure fac-

tor also displays side peaks in a similar or wider \(q\) range

(note the peak at \(q = 0.16\) Å\(^{-1}\) for \(x_{Na} = 0.20\) and the clear

peaks at \(q = 0.16, 0.50\), and 0.91 Å\(^{-1}\) for \(x_{Na} = 0.60\)), which

depends on the concentration because of the previously dis-

cussed concentration dependence of the NaNa partial struc-

ture factor.

4. Transverse currents

The partial transverse current correlation functions,

\(C_{ij}^T(q, \omega)\), provide information about the existence of shear
modes in the system. There are few reports of studies of the transverse currents in liquids, and most of these have focused on one-component systems where $C(q, \omega)$ evolves [7] from a Gaussian, when $q \rightarrow \infty$, towards a Lorentzian curve when $q \rightarrow 0$. These extreme regimes preclude the propagation of transverse modes. However, at intermediate $q$ values above some $q_c$, $C(q, \omega)$ exhibits a peak at nonzero frequency, which is associated with propagating shear waves.

The first CMD simulations of transverse current correlations in binary systems were performed on molten salts [59], and showed that $C_{\text{LiNa}}^T(q, \omega)$ behaved similar to $C(q, \omega)$ in one-component liquids, with a peak at intermediate $q$ values. Moreover, the charge-charge transverse current correlation functions showed a peak at both low and intermediate $q$'s which was related to the existence of transverse optic modes whose frequencies take a finite value in the hydrodynamic ($q \rightarrow 0$) limit. Later CMD studies of transverse modes in binary Lennard-Jones [14] systems have found opticlike modes associated with $C_{\text{LiNa}}^T(q, \omega)$. Similar conclusions have also been reached by Anento and Padró [60] in their recent CMD studies of liquid Li-Mg, Li-Na, and Li-Pb alloys.

Results for $C_{ij}^T(q, \omega)$ are shown in Figs. 13 and 14. Neither $C_{\text{LiNa}}^T(q, \omega)$ nor $C_{\text{LiLi}}^T(q, \omega)$ have peaks at $q_{\min}$, although for larger $q$ a peak appears in both partial currents and persists for a limited range of $q$ values. Moreover, $C_{\text{LiNa}}^T(q, \omega)$ falls quickly as $q$ increases reflecting the rather weak coupling between the dynamics of the species. However, even at the corresponding $q_{\min}$, $C_{\text{LiLi}}^T(q, \omega)$ at $x_{\text{Na}} = 0.60$ already exhibits a high-frequency peak which persists up to $q \approx 4$ Å$^{-1}$. Figures 13 and 14 also show $C_{\text{LiNa}}^T(q, \omega)$ for which the three concentrations at their respective $q_{\min}$, decay monotonically, although a peak appears in a limited range at larger $q$.

The transverse dispersion relations, $\omega_{ij}^T(q)$, shown in Fig. 15, have been obtained from the peak positions of the corresponding $C_{ij}^T(q, \omega)$. For $q \approx 1$ Å$^{-1}$, $\omega_{\text{LiLi}}^T(q)$ and $\omega_{\text{LiNa}}^T(q)$, at the three concentrations, are roughly the same and the important changes appear at the low $q$ region. However, whereas for all concentrations $\omega_{\text{LiNa}}^T(q)$ goes to zero as $q \rightarrow 0$, when the lighter Li particles become the minority component $\omega_{\text{LiLi}}^T(q)$ tends to a finite frequency as $q \rightarrow 0$.

The dispersion curve, $\omega_{\text{LiLi}}^T(q)$, lies between $\omega_{\text{LiLi}}^T(q)$ and $\omega_{\text{NaNa}}^T(q)$ although closer to the majority component, and shows typical features of the one-component system, namely, it starts at a $q_c$ ($q_c \approx 0.50$ Å$^{-1}$ for $x_{\text{Na}} = 0.20$ and $q_c \approx 0.55$ Å$^{-1}$ for $x_{\text{Na}} = 0.60$), exhibits a linear behavior for low $q$ values and goes to zero as $q \rightarrow q_c$. The slope in the linear region assuming $\omega_{\text{LiLi}}^T(q) = c_T(q - q_c)$ yields an estimate of the velocity of propagation of the shear modes in the alloy: $c_T \approx 3650$ m/s for $x_{\text{Na}} = 0.20$, $c_T \approx 1900$ m/s for $x_{\text{Na}} = 0.39$, and $c_T \approx 1600$ m/s for $x_{\text{Na}} = 0.60$. For the limiting cases of pure Li and Na at $T = 590$ K, we have obtained $c_T \approx 3700$ m/s and $c_T \approx 1600$ m/s, respectively. For $x_{\text{Na}} = 0.20$ and 0.39, when the lighter Li particles are the majority, $\omega_{\text{NaNa}}^T(q)$ is close in the linear region to both $\omega_{\text{LiLi}}^T(q)$ and $\omega_{\text{LiNa}}^T(q)$, implying that the propagation of shear modes involves both species. However, for $x_{\text{Na}} = 0.60$, $\omega_{\text{LiLi}}^T(q)$ separa-
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**FIG. 13.** Partial transverse current correlation functions, $C_{ij}^T(q, \omega)$, at $q = 0.23$ Å$^{-1}$, for the liquid Li-Na alloy at $T = 590$ K and three concentrations. Full line—$C_{\text{LiLi}}^T(q, \omega)$, dashed line—$C_{\text{LiNa}}^T(q, \omega)$, dot-dashed line—$C_{\text{LiNaN}}^T(q, \omega)$, open circles—$C_{\text{LiNa}}^T(q, \omega)$, stars—$C_{\text{NC}}^T(q, \omega)$, and dotted line—$C_{\text{NC}}^T(q, \omega)$. Rates from the other two and is finite as $q \rightarrow 0$, which suggests that the shear modes will now propagate only through the heavier Na particles. This explains why $c_T$ in the alloy is the same as that of pure Na.

The small values taken by $C_{\text{NC}}^T(q, \omega)$ suggest weak couplings between density and concentration modes. The small magnitude of $C_{\text{CC}}^T(q, \omega)$, particularly at small $q$’s, also signals a weak contribution to the collective transverse dynamics. However, for the three concentrations we observe clear peaks in $C_{\text{CC}}^T(q, \omega)$ which already exist at $q_{\min}$, leading to an $\omega_{\text{CC}}^T(q)$ branch which takes a finite value as $q \rightarrow 0$. The peaks in $C_{\text{CC}}^T(q, \omega)$ are a result of a minimum in $C_{\text{LiNa}}^T(q, \omega)$ which is related to out-of-phase motion of particles of different species. Similar behavior in molten salts has been associated with transverse optic modes of kinetic character [14,59]. Analogous results have been obtained by Bryk and Mryglod in their GCM study of the transverse dynamics in some liquid alloys [14], and also by Anento and Padró [60] in their CMD simulations of liquid Li-Mg, Li-Na, and Li-Pb alloys. Our simulations also show another, low frequency,
$\omega_{CC}(q)$ branch starting well outside the linear region and associated with the shear modes, in accordance with the CMD results of Anento and Padró [60] for liquid Li$_{0.61}$Na$_{0.39}$. This suppression of the CC modes in the long-wavelength limit agrees with the predictions of the GCM model [14] for systems with a high mutual diffusion and a tendency towards homocoordination.

The alloy shear viscosity can be also derived from the previous results using the total transverse current correlation function $C_{TT}(q,t) = (j_1^T(q,t))$, where $j_1^T(q,t) = x_1^{1/2} m_1 j_1(q,t) + x_2^{1/2} m_2 j_2(q,t)$ is the total transverse current and $j_i^T(q,t)$ are defined according to Eq. (13). In the hydrodynamic limit [7]

$$C_{TT}(q \rightarrow 0,t) = (\bar{m}/\beta) \exp[-q^2 \eta(t)/\bar{m} \rho],$$  

where $\bar{m} = x_1 m_1 + x_2 m_2$ and $\eta$ is the alloy shear viscosity. In its memory function representation

$$C_{TT}(q,z) = \frac{1}{\beta \bar{m}} \left[ z + \frac{q^2}{pm} \bar{\eta}(q,z) \right]^{-1},$$

where the tilde denotes the Laplace transform, a generalized alloy shear viscosity coefficient $\bar{\eta}(q,z)$ is introduced. The area under the normalized $C_{TT}(q,t)$ gives $\beta \bar{m} \bar{C}_{TT}(q,z=0)$, from which values for $\bar{\eta}(q,z=0)$ are derived and, when extrapolated to $q=0$, give the alloy shear viscosity $\eta$. The calculated values for $\eta$ are shown in Table IV; those for pure Li and Na at $T=590$ K are in reasonable agreement with the experimental data [61] but no experimental data are yet available for the alloy.

For simple liquid alloys, $\eta$ shows either a linear variation with concentration or a small negative deviation from linearity. In contrast, large positive deviations are exhibited by those alloys with heterocoordinating tendencies. For liquid alloys with homocoordinating tendencies, the available experimental data [47,62] show a mixed behavior with a negative departure from linearity predominating. Also, some

<table>
<thead>
<tr>
<th>$x_{Na}$</th>
<th>$\eta$</th>
<th>$\eta_{exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>4.0±0.3</td>
<td>4.3±0.2$^a$</td>
</tr>
<tr>
<td>0.20</td>
<td>3.3±0.3</td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>3.1±0.3 (2.4±0.3)</td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>2.9±0.3</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>3.2±0.3</td>
<td>3.3±0.2$^a$</td>
</tr>
</tbody>
</table>

$^a$Reference [61].

FIG. 14. Same as the previous figure, but for $q=1.50$ Å$^{-1}$.

FIG. 15. Transverse dispersion relation of the partials, $\omega_{LiLi}^T(q)$ (open squares), $\omega_{NaNa}^T(q)$ (open circles), number-number, $\omega_{NN}^T(q)$ (open triangles), and concentration-concentration, $\omega_{CC}^T(q)$ (pluses) transverse modes for the Li-Na liquid alloy at $T=590$ K and three concentrations.
semiempirical models [53,62] give a connection between positive (negative) deviations from the linear law and a negative (positive) enthalpy of mixing in the alloy. Although no experimental data are available for the enthalpy of mixing, several theoretical calculations [31–33] have predicted positive values which, combined with the previous semiempirical models, would suggest a negative deviation of the alloy shear viscosity from a linear law. This is the trend in the results of the simulation shown in Table IV, in qualitative agreement with expectations for a homocoordinating tendency in the alloy.

IV. CONCLUSIONS

We have calculated several static and dynamic properties of the liquid Li$_{1-x}$Na$_x$ alloy at three concentrations. The simulations have been performed using the orbital-free ab initio molecular dynamics method combined with local pseudopotentials derived within the same framework. The method approximates the electron kinetic energy and in such is inferior to the full Kohn-Sham ab initio approach. However, it is very much faster allowing simulation of much larger systems for longer times. Several time correlation functions have been calculated and a comprehensive study of the dynamical properties of the binary alloy has been achieved. Similar molecular dynamics studies have been reported using interatomic pair potentials but these do not take into account effects of fluctuations in the electron density. The present approach takes account of these effects which will be considerable in the alloy we have studied because although Li and Na have the same valence they have very different sizes.

The results for static structural properties are in good agreement with the available experimental data, accounting satisfactorily for the homocoordinating tendencies in the alloy. The present calculations correctly give a high $S(q \to 0)$ as well as the splitting of the main peak appearing at $S_{Na} = 0.39$.

In studying the dynamical properties we have analyzed several time correlation functions, although comparison with experiment could only be made at the level of some transport coefficients. The calculated values for self-diffusion coefficients are in very good agreement with the available experimental data. The calculated partial dynamic structure factors, $S_{LiNa}(q,\omega)$ and $S_{NaNa}(q,\omega)$, show clear side peaks which extend far beyond the hydrodynamic regime and represent two nonhydrodynamic modes: the fast and slow sound modes, respectively. Although this phenomenon was predicted by the RET applied to a binary mixture of hard spheres [12], it was concluded that a mass ratio larger than 10 would be required for appearance of the nonhydrodynamic modes. The present calculations show that those modes may appear in systems with a smaller mass ratio, $\approx 3$. Furthermore, we find that as the wave vector $q$ approaches the hydrodynamic region, the fast sound mode smoothly merges into the hydrodynamic sound mode at around $0.2 \leq q \leq 0.4$ Å$^{-1}$.

The calculated longitudinal dispersion relation shows the existence of kinetic concentration modes. In addition, the calculated adiabatic sound velocity is in very good agreement with experiment for the limiting case of the pure components. Also noteworthy is the appearance of two branches in the transverse dispersion relation for $\omega_{CC}^T(q)$, with the high-frequency branch representing overdamped kinetic modes. The low-frequency $\omega_{CC}^T(q)$ branch appears just outside the linear region and does not exist for low $q$ values. This behavior is consistent with the predictions of the GCM model.

The total neutron dynamic structure factor for the zero alloy is in qualitative agreement with the measured one [29], but the possibility that the experimental data are somewhat low, is suggested. Moreover, we predict that measurements at other concentrations would reveal visible side peaks at small wave vectors. The total x-ray dynamic structure factor, on the other hand, shows clear side peaks for a similar or wider wave vector range following the behavior of the NaNa partial structure factor, and an IXS experiment should show the slow sound mode related to this peak.

The shear viscosity of the alloy has been estimated using its connection to the hydrodynamic limit of the total transverse current correlation function. The results are plausible in view of the homocoordinating tendencies of this alloy and the positive enthalpy of mixing obtained by several models.

The main approximations in the present orbital-free ab initio molecular dynamics method are in the electron kinetic energy functional and the local pseudopotentials describing the electron-ion interactions. Further improvements in this method will come from the development of more accurate kinetic energy functionals and accurately transferable local pseudopotentials.
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