Exploratory use of automatic prosodic labels for the evaluation of Japanese speakers of L2 Spanish
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Abstract

An automatic labeling system using SpToBI annotation conventions has been applied to both a non-native corpus of Japanese speakers using Spanish and to a reference corpus of Spanish speakers. A set of metrics based on conditional entropy is computed by using the output of an automatic labeler which happens to be highly correlated with the rates assigned by a team of subject evaluators. An analysis of the relative frequencies in the use of each of the SpToBI symbols permits to identify the recurrent mistakes in the productions of non-native speakers. It is discussed with the results that the majority of the observed prosodic deficits can be explained by the prosodic transference between the Japanese and Spanish systems as it had been previously reported in the state of art.

Index Terms: Prosody in language contact and second language acquisition, Prosodic ToBI labeling, Computer assisted pronunciation training.

1. Introduction

It is well known that to achieve a good competence in a second language, a crucial step concerns to the advances in the prosodic domain. Related to this, academic curriculum such as the proposed by the Cervantes Institute for Spanish [1] include prosody among the evaluation criteria that allows to assess the level of foreign language proficiency according to the Common European Framework of Reference for Languages: Learning, Teaching, Assessment (CEFR). We can agree then that if prosody is an evaluation indicator, the development of ICT tools to diagnose the prosodic limitations is justified. Within the framework of a larger project [1], this work presents an experiment to analyse mispronunciations of Japanese students of Spanish, with an automatic system that profits the ToBI labels to diagnose the deviations of the prosodic productions of non-native speakers. To do this, new metrics on the distance between native and non-native students are proposed.

Prosody is characterized by a high variability which difficult its study. In particular, evaluating the quality of a prosodic profile is a difficult task because two melodic contours that have the same function can have different shapes, and even more, two melodic contours that have a similar shape (for example with differences affecting only a single syllable) can be perceived very differently [2]. Under these conditions, it is risky to follow approximations for evaluating prosody consisting on computing the distances between the prosodic contours of non-native speakers with respect to the contours of reference speakers or golden speakers [3]. Two prosodic contours that are different in shape can be perceived as identical whereas two similar prosodic contours can be perceptually very different. To face up the high variability of prosodic contours we present here an approach that is based in prosodic labels. By labeling the prosodic contours we simplify its representation by means of symbolic information that specifies the relevant aspects in terms of communication. In line with other works in pronunciation assessment [4, 5, 6], the pitch contours of non-native Spanish speakers as well as those of the reference speakers are analysed following the Autosegmental-Metrical framework [7] and in particular the SpToBI labeling conventions.

Labeling utterances with any ToBI system is a costly job both in time and resources as it requires highly qualified personnel [8]. Fortunately, there are automatic tools that simplify the task [9]. This type of tool is also available for Spanish [10] with more than 80% of correct labeling rates. In contrast with manual labeling, these techniques have the advantage of reduced cost and offer repeatable results. They are supported by objective measurements that have to do with the temporal evolution of the signal and with the lexical-syntactic function of the words that compose the message. Labeling a reference corpus of native pronunciation like the Glissando corpus for Spanish [11] or a corpus including the voice of non-native students doing pronunciation exercises can be done automatically with a reduced cost. Even more, the labeling of the utterances of the students to be evaluated in terms of prosodic quality could be done in real time. In spite of this, the quality of the automatic prosodic labels could always be under doubt. In this work we show that these automatic labels permit to offer reliable indicators concerning the quality of prosody that are consistent with the judgments of human evaluators. Moreover, we show that they permit to give cues concerning the types of mistakes of the non-native speakers.

The prosodic labeling does not eliminate all the prosodic variability. Indeed, the same sentence can be uttered differently by associating boundaries and accents with different words resulting on different prosodic realizations for the same sentence, all of them correct. We do not use a single reference for each utterance but a set of them, uttered by different native speakers. An analysis based on conditional entropy is applied so as to
determine the degree of deviation of the non-native utterances with respect to the references.

In this paper we focus on Japanese speakers of L2 Spanish. It is known that most of the mistakes that non-native students commit when pronouncing L2 are due to prosodic transference [12]. In this work we show that using the Sp_TOBI labeling system, many of the detected mistakes are already reported in the state of art as typical mistakes of Japanese speakers having its origin in L1 pronunciation. We discuss about the possibilities of the proposed method for detecting these predictable mistakes and the implications for diagnostic evaluation of non-native speech.

First, we present the experimental procedure, including details of the corpus, the automatic prosodic labeling and the metrics that have been used. Next, we describe and discuss the results. The paper ends with the conclusions and future work.

2. Experimental procedure

2.1. The Corpus

In the framework of the SAMPLE research project, a corpus of spoken Spanish by non-native speakers was developed as a means to support future CAPT studies. The central part of the corpus includes a set of sentences and paragraphs selected from the news database of a popular Spanish radio news broadcasting station. The texts cover various information domains related to everyday’s life. They were obtained from the Glissando corpus, which was developed in connection to another project related to automatic prosodic labelling. The materials used in this study belong to the subset of prosodically balanced sentences in Glissando, which statistically resemble the prosodic variability found in Spanish [11].

The whole corpus is described in [13]. It contains different materials: read sentences, the Aesop’s Fable ‘The North Wind’ and news paragraphs. In this study, fifteen read sentences from the news paragraphs of the Glissando corpus [11] were selected to be read by a group of non-native Spanish speakers. The list of sentences is described in [13] (see table 1 of that paper). All sentences followed a phonetic coverage criterion. In this study we only focus on the Japanese speakers for the sake of simplicity. These speakers are referred as fj1, m03, fj2, fj4 and fj3 in the database where f means female and m means male.

The reference sentences of native pronunciation are the corresponding fifteen sentences extracted from the Glissando corpus. As the Glissando corpus recorded eight different professional speakers, we have more than one reference to contrast the variety observed in the non-native speakers as the variety observed in the native speakers as (H(R)). We can measure how different n is with respect to R by computing:

\[ I(n; R) = H(R) + H(n) - H(n, R) \]  

(1)

It is small if H(n, R) is approximately equal to H(R) + H(n) and it is large if H(n, R) is much smaller than H(R) + H(n). If we compute the entropies H by using the ToBI symbols, a large I(n; R) would indicate that the non-native speaker n is doing a similar use of the tones with respect to the R reference. On the contrary, a small I(n; R) indicates that they have very little in common.

2.2. Automatic prosodic labelling

For the labeling of the spoken material, the procedure described in [14] was used. An automatic labeling system was formerly trained with a subcorpus of the Glissando corpus consisting of a series of news recorded by two professional speakers (12 news were read by a female radio broadcaster and 12 other news were recorded by a male advertising professional). These news items include a total of 3202 words (7091 syllables) labeled with 2058 pitch accents, 1115 boundary tones and 1029 breaks.

The automatic system is a pairwise coupling classifier that combines evidences of three complementary types of classifiers such as artificial neural networks (NN), decision trees (DT), and support vector machines (SVM) [15]. In order to combine the three classification modules (DT, NN and SVM), we used the comprehensive fuzzy technique proposed in [10].

The reference unit for the automatic labeling system is the word. Every word is characterized in terms of prosodic information (F0, energy and duration features) and POS tags, as described in [15]. As a result, we obtain up to two Sp_TOBI labels per word: one for the pitch accent and another one for the boundary tone. We use the following Sp_TOBI pitch accents: H%, L%, L* = [L* U L* H U H+L*], L+->H%, L+H% = [L+H% U (L+H)+], L+H%= [L+H% U (L+H)* U *H%], L+H*= [L+H* U (L+)* H* U *H*]; and the following boundary tones: L%, H%, s%, !H%, LH% = [LH% U L!*H%]. Additionally, the label “none” represents the absence of tone.

2.3. Contrasting prosodic labels

Our proposal for contrasting the prosodic profiles of the different speakers is based on mutual information between the different speakers. Two groups of informants are involved in this study: a group of the native speakers used as a reference group (from now on R) and a group of non-native speakers whose productions have been evaluated (from now on n). We describe the variety observed in the reference by using the entropy as H(R) and the variety observed in the non-native speakers as H(n). We can measure how different n is with respect to R by computing:

\[ I(n; R) = H(R) + H(n) - H(n, R) \]  

Table 1: Contrast between the objective and the subjective metrics for each speaker.

<table>
<thead>
<tr>
<th>Spk</th>
<th>I(n,R:T)</th>
<th>Subjective metrics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>int</td>
<td>flu</td>
<td>pho</td>
</tr>
<tr>
<td>f11</td>
<td>0.0613</td>
<td>2.7</td>
<td>2.0</td>
</tr>
<tr>
<td>m03</td>
<td>0.0554</td>
<td>2.9</td>
<td>3.4</td>
</tr>
<tr>
<td>f12</td>
<td>0.0368</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>f14</td>
<td>0.0390</td>
<td>3.0</td>
<td>2.4</td>
</tr>
<tr>
<td>f13</td>
<td>0.0264</td>
<td>4.2</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Table 1: Contrast between the objective and the subjective metrics. In the subjective metrics int means intelligibility, flu is fluency, pho is phonetic correctness, acc means lexical accent correctness, rhy measures to what an extent the non-native prosody resembles that of the native speakers and dele indicates the level of proficiency in Spanish. The figures are mean values of the opinions of the four evaluators. More details can be found in [13]. I(n, R : T) is computed with the samples of the first repetition of the sentences.

As every speaker s is characterized by the distribution of tones t ∈ T obtained by the automatic labeling system, the computation of H(s) is

\[ H(s) = \sum_{t \in T} \frac{n_{at}}{n_s} \log_2 \frac{n_{at}}{n_s} = \sum_{s} p_{t_{i_s}} \log_2 p_{t_{i_s}} \]  

(2)

where n_{a,t} indicates the number of appearances of type t tones produced by the speaker s. By replacing s by n and R, H(n)
and $H(R)$ could be computed. However, in order to compute $H(n, R)$ paired data are required.

In computer assisted pronunciation training, paired data is difficult to obtain because non-native pronunciation can include disfluences with repetitions, so that the number of words in the reference sentences and in the non-native pronunciation can be different. In order to avoid this limitation, we use the information distance metric between $n$ and $R$ as proposed by Krippendorf in [16] which is computed as:

\[
I(n, R : T) = \sum_{t} p_{nt} \log_{2} \frac{p_{nt}}{p_{nt} + (\sum_{i} p_{ni} - p_{nt}) \log_{2} \frac{p_{nt} - p_{nt}}{(1 - p_{nt})p_{nt}}},
\]

(3)

This metric compares the distribution of tones $t \in T$ in $n$ with the distribution of tones in $R$. The higher the value the stronger the differences between the non-native speakers and the native speakers represented as the $R$ samples.

3. Results and discussion

Table 1 shows the mean values of the scores that the speakers obtained in the subjective test and the objective metric $I(n, R : T)$. In [13], we already discussed that the correlation between the subjective metrics is high. The figures of table 1 show that objective metrics are inversely correlated with the distribution of tones in $R$. The higher the value the more the native speakers are coincident for every Japanese speaker. For example, the pair of tones $L+H^*$-$L+H^*$ are the ones that have more confusion. It has been reported in the state of the art [18].

This metric compares the distribution of tones $t \in T$ in $n$ with the distribution of tones in $R$. The higher the value the stronger the differences between the non-native speakers and the native speakers represented as the $R$ samples.

Table 2: Count of the different tones. The speakers f16a, f11r, f13r, f15a, m09a, m10a, m12r, m14r are the native speakers $r \in R$ of the Glissando corpus [11].

Table 3 shows the most frequent confusions. We have aligned the tones of the sentences that have the same number of words (sentences without repetitions that appears as a consequence of disfluent speech). The words of the non-native utterances are paired with the corresponding ones of the eight native speakers. Due to space restrictions, we only include the results of the two best and the two worst non-native speakers according to the ranking displayed in table 1. The rows Coincidences and Confusions of table 3, could also be indicators of their quality since the worse the speaker, the lower the percentage of coincidences between the tones of the non-native speaker $n$ and those of the reference speakers $r \in R$. Again, the speaker f11 is the worst one if we take into account these rows of the table.

However, the most interesting results can be observed in the last rows of the table. First, there are frequent confusions that are coincident for every Japanese speaker. For example, the pair of tones $L+H^*-$-$L+H^*$ are the ones that have more confusion. It has been reported in the state of the art that a common default of Japanese students of Spanish is that they do not reproduce properly the typical Spanish intonation contours [17] but use a less melodic intonation [18]. The Castilian Spanish speakers of the reference corpus frequently use the $L+H^*$ tone as the typical falling intonation for the nuclear configuration of declarative sentences. In view of this fact, we could hypothesize that the Japanese students are not reproducing correctly this melodic pattern.

Other recurrent confusions are $H^%$-none, and $H^%$-none. Japanese students of Spanish tend to make small pauses between words resulting in a slow and paused discourse. These types of inconsistencies have also been reported in the state of the art [18].

Figure 1 shows the prosodic acoustic parameters and the Sp_ToBI labels for an utterance that contains some of the confusions that have been identified in table 3. More boundaries appear in the non-native version (after the word hoy and escuelas) evidencing a less fluent speech and a lower proficiency in the L2. Additionally, the native version ends with the typical Castilian Spanish declarative pattern $L+H^* L+H^*$ while the non-native end includes an atypical higher tone ($L+H^* L+H^* L+H^*$) before the boundary tone.

Along with those observations, another frequent inconsistence that can be observed in table 3 occurs when the non-native speakers use an accent when the native speakers do not (like $H^*$-none and $L+H^*-$none). Again, this is an expected mistake as the Japanese accent is determined by a high-low pitch in each
Table 3: Sentences is the number of pairs of sentences that have been contrasted. Coincidences is the number of tones that are equal in the utterances of the non-native speakers $n$ and in the equivalent utterances of the reference native speakers $r \in R$. Confusions is the number of tones that are different computed in the same conditions as Coincidences. The pair of tones that are computed in Confusions are listed in the last rows of the table sorted in term of frequency of appearance. Every confusion is expressed as $t_n - t_r$ so that $t_n$ is the tone in the non-native speaker’s utterance and $t_r$ is the tone in the reference speaker’s one.

<table>
<thead>
<tr>
<th></th>
<th>#</th>
<th>%</th>
<th></th>
<th>#</th>
<th>%</th>
<th></th>
<th>#</th>
<th>%</th>
<th></th>
<th>#</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>49</td>
<td>41</td>
<td>Sentences</td>
<td>67</td>
<td>56</td>
<td>Sentences</td>
<td>60</td>
<td>50</td>
<td>Sentences</td>
<td>49</td>
<td>41</td>
</tr>
<tr>
<td>Coincidences</td>
<td>583</td>
<td>56</td>
<td>Coincidences</td>
<td>1007</td>
<td>61</td>
<td>Coincidences</td>
<td>888</td>
<td>65</td>
<td>Coincidences</td>
<td>576</td>
<td>60</td>
</tr>
<tr>
<td>Confusions</td>
<td>451</td>
<td>44</td>
<td>Confusions</td>
<td>651</td>
<td>39</td>
<td>Confusions</td>
<td>488</td>
<td>35</td>
<td>Confusions</td>
<td>378</td>
<td>40</td>
</tr>
<tr>
<td>Others</td>
<td>209</td>
<td>46</td>
<td>Others</td>
<td>308</td>
<td>47</td>
<td>Others</td>
<td>249</td>
<td>51</td>
<td>Others</td>
<td>192</td>
<td>51</td>
</tr>
<tr>
<td>none-H%</td>
<td>13</td>
<td>2.9</td>
<td>L+H*-none</td>
<td>24</td>
<td>3.7</td>
<td>L+H*-none</td>
<td>17</td>
<td>3.5</td>
<td>L+H*-none</td>
<td>14</td>
<td>3.7</td>
</tr>
<tr>
<td>L+H*-none</td>
<td>18</td>
<td>4.0</td>
<td>H%-!H%</td>
<td>27</td>
<td>4.1</td>
<td>H%-!H%</td>
<td>17</td>
<td>3.5</td>
<td>H%-!H%</td>
<td>19</td>
<td>5.0</td>
</tr>
<tr>
<td>none-L+H*</td>
<td>19</td>
<td>4.2</td>
<td>L-H*-none</td>
<td>28</td>
<td>4.3</td>
<td>L-H*-none</td>
<td>20</td>
<td>4.1</td>
<td>L-H*-none</td>
<td>14</td>
<td>5.3</td>
</tr>
<tr>
<td>none-L+H*</td>
<td>22</td>
<td>4.9</td>
<td>L+H*-L+H*</td>
<td>28</td>
<td>4.3</td>
<td>none-H*</td>
<td>23</td>
<td>4.7</td>
<td>none-H*</td>
<td>14</td>
<td>5.8</td>
</tr>
<tr>
<td>H%-none</td>
<td>22</td>
<td>4.9</td>
<td>H%-none</td>
<td>29</td>
<td>4.5</td>
<td>none-H%</td>
<td>23</td>
<td>4.7</td>
<td>H%-!H%</td>
<td>19</td>
<td>5.0</td>
</tr>
<tr>
<td>!H%-none</td>
<td>27</td>
<td>6.0</td>
<td>none-H*</td>
<td>38</td>
<td>5.8</td>
<td>H*-none</td>
<td>26</td>
<td>5.3</td>
<td>H*-none</td>
<td>20</td>
<td>5.3</td>
</tr>
<tr>
<td>H*-none</td>
<td>30</td>
<td>6.7</td>
<td>H+L+!H*</td>
<td>46</td>
<td>7.1</td>
<td>none-H%</td>
<td>26</td>
<td>5.3</td>
<td>H%-none</td>
<td>22</td>
<td>5.8</td>
</tr>
<tr>
<td>H%-none</td>
<td>35</td>
<td>7.8</td>
<td>!H%-none</td>
<td>49</td>
<td>7.5</td>
<td>L+H*-L+H*</td>
<td>31</td>
<td>6.4</td>
<td>L+H*-H*</td>
<td>23</td>
<td>6.1</td>
</tr>
<tr>
<td>L+H*-L+H*</td>
<td>37</td>
<td>8.2</td>
<td>H%-none</td>
<td>49</td>
<td>7.5</td>
<td>L+H*-L+H*</td>
<td>41</td>
<td>8.4</td>
<td>L+H*-L+H*</td>
<td>35</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Figure 1: Sample of an utterance spoken by a non-native speaker (upper version) and by a native speaker (lower version). This corresponds to the utterance s15 and to speakers f11 and f16α.
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