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Abstract—Several studies have explored how to help teachers carry out learning situations involving Augmented Reality (AR), a
technology that has shown different affordances for learning. However, these works tend to rely on specific types of AR, focus on
particular types of spaces, and are generally disconnected from other technologies widely used in education, such as VLEs or Web 2.0
tools. These constraints limit the possible range of activities that can be conducted and their integration into the existing classroom
practice. GLUEPS-AR is a system that can help overcome these limitations, aiding teachers in the creation and enactment of learning
situations that may combine multiple types of AR with other common web tools. This paper presents an evaluation study conducted on
Game of Blazons, a learning situation carried out by two university teachers using GLUEPS-AR, and framed within two days of outdoor
activities in a village in Spain. The evaluation showed that GLUEPS-AR provided an affordable support to the participant teachers to
integrate several activities that made use of multiple types of AR, common web tools and augmented paper, into a unique learning
situation.

Index Terms—Learning Technologies, Virtual and augmented reality, Computer Uses in Education, Education, Ubiquitous computing,
Mobile environments, Authoring tools
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1. INTRODUCTION

AN Augmented Reality (AR) system combines and
aligns real and virtual objects in a physical environ-

ment, and runs interactively and in real time [1]. AR has
shown different affordances for learning. For instance, AR
can enable ubiquitous, contextual, collaborative and situ-
ated learning; may promote learners’ sense of immersion
and immediacy; is able to enrich physical spaces1 with
additional information (e.g., making visible the invisible); can
bridge formal and informal learning; or enable learning
from multiple perspectives [4], [5], [6]. Recent technological
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1. We consider a space as the dimensional environment in which

objects and events occur, and in which they have relative position and
direction [2]. This definition is not limited to the physical world, also
the virtual (computerized) one is considered. Thus, a space would be a
container for individuals and their tasks [3], and also for artifacts.

advances, especially in mobile devices such as tablets and
smartphones, are making AR widely accessible [7]. As a
consequence, during the last years, there has been a renewed
interest in researching the use of AR in education [5], [6].
Part of this interest focuses on how to help teachers conduct
learning situations that make use of AR. The Technology En-
hanced Learning research community, under the umbrella of
the “orchestration” metaphor [8], has addressed the difficul-
ties faced by teachers when carrying out learning situations
supported by complex technological settings. Thus, several
authors have explored some of these orchestration aspects,
such as how to help teachers create and enact learning
situations that make use of AR [9], [10], [6]. However,
the existing research works that explore the use of AR in
education tend to use only one specific type of AR (e.g.,
only markers, only geolocation, etc.) in only one specific
type of learning space (e.g., only physical augmented en-
vironments, only augmented paper, etc.). Such specificity
in the existing research works reduce the range of learning
situations that can benefit from the affordances of AR [11],
[12]. Another aspect important for the orchestration which
some authors highlight is how to embed AR into existing
classroom practice [13], [12]. Learning effectiveness of AR
activities depends on their integration into a heterogeneous
set of activities, pedagogies and technologies at different
levels (individual, group and class) [12]. Nevertheless, sev-
eral current research approaches propose AR solutions that
are disconnected from technologies commonly used in ed-
ucation such as Virtual Learning Environments [14] (VLEs,
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e.g., Moodle2) or Web 2.0 tools [15] (e.g., Google Docs3),
thus hampering the integration of such AR systems in the
everyday practice of many teachers and institutions. Some
authors stress the range of applicability - i.e., the range of
possible learning scenarios - as one of the factors to consider
for supporting orchestration when designing educational
technology [16]. Therefore, there is a need of proposals that
support a wider range of applicability of AR [12], and that
do not preclude the integration of different types of AR and
augmented spaces with other technologies commonly used
in the classroom. The research question that we explore in
this paper is how technology can help teachers affordably create
and enact authentic learning activities that may use different types
of AR, different kinds of augmented spaces, and combine AR with
other technologies commonly used by teachers.

In this line, GLUEPS-AR [17] is a system aimed at help-
ing teachers create and enact learning situations that can
make use of multiple web and AR technologies. GLUEPS-
AR can integrate multiple existing mobile AR clients (e.g.,
Layar4) and several web technologies commonly used in
education, such as VLEs and Web 2.0 tools. GLUEPS-AR
does not aim at providing novel AR technological features,
but rather at helping teachers in the integration of already
existing AR solutions into their teaching practice. Since
GLUEPS-AR does not oblige teachers to use one specific
type of AR, the learning situations deployed5 with GLUEPS-
AR can make use of different clients implementing different
types of AR and augmenting different kinds of spaces.
Previous evaluation studies around GLUEPS-AR involved
the use of particular types of AR in physical environments
[17], [18] and did not explore its range of applicability, i.e.,
whether GLUEPS-AR can support learning activities that
make use of multiple types of AR (also augmenting multiple
types of learning spaces), and that do not preclude the use of
existing learning tools such as those based on common web
technologies. Similarly, those previous studies did not tackle
the issue of integrating AR-based activities and tools with
recurrent technologies found in classrooms, such as those
based on common web technologies. Therefore, a new study
is required to understand whether GLUEPS-AR overcomes
those two limitations

In order to explore the research question, GLUEPS-AR
was used, in an evaluation study, to create and enact an
authentic learning situation, named “Game of Blazons”, by
the two teachers of the lecturing team of an undergraduate
course for pre-service teachers on Physical Education in the
Natural Environment. Game of Blazons was appropriate
for the evaluation of GLUEPS-AR, as it demanded the use
of marker-based AR and geolocation, the augmentation of
physical environment and paper, and the integration of
AR with web tools commonly used in education. Such
evaluation study is the main contribution of this paper.

The structure of the rest of the document is the following.
The next section outlines related approaches in the literature
to use AR in education. Section 3 describes the GLUEPS-AR

2. https://moodle.org. Last access December 2017.
3. http://www.google.es/docs/about/. Last access December 2017.
4. https://www.layar.com. Last access December 2017.
5. Throughout this document, we refer with deployment to the

setting up of the technological environment that will be used during
the enactment.

system, highlighting its features to support different types
of AR and spaces, as well as to integrate AR with other
tools common in education. Section 4 details the evaluation
carried out of the support provided by GLUEPS-AR to
conduct the Game of Blazons learning situation. Finally, the
main conclusions obtained in the study are summarized in
Section 5.

2. RELATED WORK

AR technologies can be classified into marker-based or
markerless, depending on how the virtual and the real ob-
jects are aligned with each other [11], [19]6. In marker-based
AR, markers (also referred as tags or labels) are detected by
AR devices and used as references to position the virtual
artifacts. In markerless AR, the location of the AR device
is recognized without using markers (e.g., using a GPS, a
wireless network or sensing the physical environment). Both
types of AR have been explored in the learning domain, and
each one has shown different affordances for learning [11],
[21]. For example, markerless AR is normally employed in
outdoor activities with mobile devices, offers a good sup-
port in collaborative inquiry-based learning [11], and it does
not require to prepare the physical setting previously to the
activity, such as placing the markers [21]. On the other hand,
marker-based AR may foster spatial ability, practical skills
in laboratories, or conceptual understanding [11], and it is
normally suitable when accuracy in the alignment between
the student and some position or object is necessary [21].
The different types of AR have been used in multiple types
of scenarios. Thus, several works have employed markerless
AR based in geolocation, augmenting geographical loca-
tions with virtual content for creating games [4], [22], [23],
[24], [25], [26], [27], field trips [28], [29], gymkhanas [30],
assessed routes [31], and other kinds of learning situations
[32], [33], [34].

Other studies have employed marker-based AR using
markers of different kinds for aligning real and virtual
objects with each other. Some markers are recognized and
identified by the AR system, which associate them with
virtual objects. That is the case of fiducial markers [35],
which are markers that can be recognized by an image
processing module of the AR system. The AR system then
tracks the 3D scene, detects the marker and carries out
the actual combination of the physical space with virtual
objects. Such markers can be of different shapes, such as cir-
cles, squares, or even complex images. Several approaches
have used fiducial markers to superimpose virtual objects,
e.g., text, 2D images or 3D models, to physical spaces for
learning mathematics [36], biology [37], logistic [13], art
[38], sciences [39], [40], [41], [42], physical education [43],
etc. In other cases, markers store the information (a text, a
URL, etc.) used to augment the physical objects or locations.
For example, some studies use radio markers based on
RFID/NFC or 2D barcodes such as QR codes, that contain
information used to augment a physical space for learning

6. Although Pence [19] and later Cheng and Tsai [11] base the
mentioned classification on the use of fiducial markers and visual see-
through displays (see van Krevelen and Poelman, 2010 [20], for details
about the types of displays), the same classification can be extended to
other kinds of markers and displays.
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art, sciences [44], zoology [45], history [46], [47], physical
education [48] or for knowing the services and resources
of a university campus [49], [50]. Due to the multiple ex-
isting definitions of AR in the fields of computing science
and educational technology [6], the use of these kinds of
markers (2D barcodes, RFIC/NFC) as mere links to virtual
content, without combining virtual objects with the physical
environment in a single display, is not always considered as
AR. Nevertheless, several authors in the literature include
such usage under the umbrella of AR [19], [49], [44].

In addition to augmenting physical environments (a
classroom, the street, a natural environment, etc.), it is inter-
esting the case of augmenting paper. Paper is an everyday
physical object with some characteristics that make it very
useful in education [51], [52]: paper is easily handled and an-
notated; it is easy to carry around, to take home, classroom
or outdoor, to pass from one student to another and to the
teacher; it affords tiny shifts in position and orientation, and
it is also flexible and mobile, thus enabling several kinds of
activities; paper is also cheap, and it is present everywhere
in multiple educational contexts. Due to the multiples affor-
dances of paper for learning, several research works have
explored the use of augmented paper in education during
the latest years [12]. For instance, some of these works have
augmented sheets or books for enriching them with 2D or
3D content, or for linking to additional material [32], [51],
[53], [54], [55], [12], [56], [57].

All these mentioned research efforts illustrate the interest
showed by the Technology Enhanced Learning community
during the latest years in the use of AR in education.
However, there is a dearth of works enabling teachers to
use different types of AR in their practice [11]. This forces
teachers to use multiple systems if they want to conduct
activities taking advantage of the different affordances of
each type of AR. Only some works enable the combined
use of QR codes, RFID tags, and geolocation [58], [59], [60],
[61], [62]. However, these systems do not integrate AR with
other technologies commonly used in education (e.g., VLEs,
Web 2.0 tools, etc.). Santos et al. [21] explored different types
of AR (with geolocation, RFID/NFC tags and QR codes),
but they used each type in a different study with different
systems, which were not integrated with other technologies
commonly used in education such as VLEs or Web 2.0
tools. In addition to this problems for augmenting physical
environments, augmented paper is scarcely employed in
authentic settings, and the existing solutions for its use
in education are ad-hoc works, disconnected from other
technologies already used by teachers in their practice, and
with a limited range of applicability [12]. The next section
describes GLUEPS-AR, a system that tries to help teachers
put into practice learning situations that integrate multiple
types of AR with other web tools widely used in education.

3. GLUEPS-AR

GLUEPS-AR [17] is a system aimed to help teachers
create and enact authentic learning situations that may
involve multiple types of AR, different kinds of spaces,
and several web tools widely used in education. GLUEPS-
AR relies on an architecture based on adapters to integrate

multiple systems of different types [17]. Thus, GLUEPS-
AR may integrate multiple learning design authoring tools,
multiple mobile AR clients, multiple VLEs and multiple
Web 2.0 tools (see Fig. 1 a). This multi-to-multi approach
enables teachers to design learning situations using any of
the learning design authoring tools7 [63] that GLUEPS-AR
can integrate, such as WebCollage [64], ediT2 [65] or Peda-
gogical Pattern Collector [66]. Using these authoring tools,
the teachers can define the different activities, participants,
groups and learning resources (depending on the features
of the tool used). Then, the teachers can use GLUEPS-AR to
import the learning design and specify, using the GLUEPS-
AR user interface (see Fig. 1 b), characteristics that were not
defined in the authoring tool (e.g., information regarding
the different spaces involved, such as the positioning of the
learning artifacts).

GLUEPS-AR extends to physical spaces the architecture
of its predecessor, GLUE!-PS [67], focused on web spaces.
The teachers can use GLUEPS-AR to deploy automatically
such learning situations in different Ubiquitous Learning
Environments (ULEs [68]) which span web and physical
spaces (see Fig. 1 a). These ULEs can be composed of
several AR systems, such as common mobile AR browsers
[69], [70] (e.g., Junaio8, Layar, etc.), as well as of multiple
web systems widely used in education, such as VLEs (e.g.,
Moodle), or Web 2.0 tools (e.g., Google Docs, MediaWiki9).
The integration of multiple mobile AR clients enables the
support of different types of AR. More precisely, the current
GLUEPS-AR prototype supports AR based on geolocation
(markerless), as well as in QR codes10 and fiducial markers
(marker-based). However, the GLUEPS-AR architecture is
not restricted to these ones, and the prototype could be
easily extended for supporting more types. Any learning
artifact in an activity (e.g., a Google Docs document) can
be positioned using any of the AR positioning types, and
be reused in a subsequent activity using another AR type,
or without using AR (e.g., accessing the Google Docs from
Moodle). In the GLUEPS-AR user interface (see Fig. 1 b),
the teachers can also manage the learning situation and
their resources and be aware of the students actions. This
awareness is complemented with information about the
location of the students during the enactment of the learn-
ing situation, which is provided to teachers by means of
mobile AR clients. In addition, aiming to help teachers use
markers in different spaces, such as in augmented paper, the
GLUEPS-AR user interface provides a final printable sheet
with the compilation of the markers of a learning situation.
It helps the teachers use such markers at enactment time
(by printing the sheet directly in order to cut out the
markers, or by copying and pasting them in a document).
GLUEPS-AR also automates the creation and deletion of
web tool instances by means of Tool Mediators [71] such

7. E.g., see a list of learning design authoring tools in the Learning
Design Grid website (http://www.ld-grid.org/resources/tools). Last
access December 2017.

8. https://en.wikipedia.org/wiki/Junaio. Last access December
2017.

9. https://www.mediawiki.org/wiki/MediaWiki. Last access De-
cember 2017.

10. We are adopting a wide conceptualization of AR that includes
under the umbrella of AR the basic use of QR codes as links to virtual
content.
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Figure 1. GLUEPS-AR multi-to-multi approach (a). GLUEPS-AR user interface (b), and Junaio user interface showing artifacts positioned in fiducial
markers (c) and geolocated (d), all of them captured during Game of Blazons

as GLUE! [72], the one implemented in the prototype. In
addition, GLUEPS-AR is designed to support collaborative
learning, even if the authoring tool or the web and AR
tools employed do not support it natively. Thus, by using
GLUEPS-AR, a class can be structured in groups of students.
Then, GLUEPS-AR deploys the learning situation in such a
way, that during the enactment, different groups can access
different tools and resources in the same space position (e.g.,
in the same fiducial marker or the same geolocation). Fig. 1
shows examples of the use of two different types of AR
in two spaces in the Game of Blazons learning situation:
marker-based AR with markers augmenting paper (Fig. 1
c), and markerless AR with a learning artifact geolocated in
a physical environment (Fig. 1 d). In both cases, AR enables
the access to Web 2.0 artifacts from such physical spaces (not
visible in the figure).

Table 1 shows the different features of GLUEPS-AR
that can aid teachers in the challenge of creating and en-
acting learning situations involving different types of AR,
augmenting different types of spaces, and integrating AR
activities into the existing classroom practice. As Table 1
illustrates, the GLUEPS-AR multi-to-multi approach is a
key factor in such challenge, helping teachers create and
combine multiple activities that may use different types
of AR and web tools, extending thus the possible range
of applicability with respect to alternative approaches. The
next section describes the evaluation carried out to assess
the support provided by GLUEPS-AR to this challenge.

4. EVALUATION

We have carried out an evaluation to explore the re-
search question that drives our work: how can technology help
teachers affordably create and enact authentic learning activities
that may use different types of AR, different kinds of augmented
spaces, and combine AR with other technologies commonly used
by teachers?

For the evaluation, we studied how a lecturing team,
with the help of GLUEPS-AR, created and enacted a learn-
ing situation called “Game of Blazons”. This section de-
scribes the learning situation carried out, as well as the
evaluation method and results.

4.1. Game of Blazons

Game of Blazons is a learning situation that was created
and enacted in October 2013 by the two teachers of an
undergraduate course on Physical Education in the Natural
Environment, corresponding to the last year (out of four) of
a Degree in Primary Education for pre-service teachers of a
Spanish university. The teachers were the main teacher of
the course and an assistant, with pedagogical background
and teaching expertise of 22 and 1,5 years respectively. The
learning situation was enacted with a class of 47 students.
The teachers used the WebCollage authoring tool to create
a sequence of collaborative learning activities, indicating
also the resources to use and the configuration of groups
of students. Then, they imported automatically such design
into GLUEPS-AR. Using the GLUEPS-AR user interface,
they fine-tuned the design (creating and configuring the
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Table 1
Specific GLUEPS-AR features to help overcome the challenge of using
multiple types of AR, augmenting different spaces and integrating AR

activities into the existing educational practice

Aspects of
the challenge

GLUEPS-AR features Current prototype
implementation

Creation and
enactment of
learning
situations
that use AR

Helping create and
deploy learning
situations in different
ULEs. Providing a user
interface and runtime
information to help
manage the learning
situations and be aware
of the students’ actions.

Integrates 3 authoring
tools (WebCollage, ediT2,
PPC) and any authoring
tool supporting IMS LDa

level A; provides a user
interface to manage the
learning situations;
provides AR user
awareness.

Use of
multiple
types of AR
and
augmented
spaces

Enabling the use of
multiple AR systems,
which can support
different types of AR
and can be suitable for
augmenting different
spaces.

Integrates 4 mobile AR
clients (Junaio, Layar,
Mixareb, any QR code
reader); supports 3 types
of AR (fiducial markers,
QR codes, geolocation);
provides a list of markers
ready to be
copied/pasted in paper.

Integration of
AR with
other
activities of
the existing
educational
practice

Enabling a seamless
integration of AR
systems with multiple
web tools, such as VLEs
or Web 2.0 tools.

Integrates 2 VLEs:
Moodle and Mediawikic;
Integrates more than 20
third party tools and
artifact types: Google
Docs, Google Slidesd,
several widgets, 3D
models, etc.

a. http://www.imsglobal.org/learningdesign/. Last access Decem-
ber 2017.

b. http://www.mixare.org. Last access December 2017.
c. http://www.mediawiki.org. Last access December 2017.
d. http://www.google.com/slides/about/. Last access December

2017.

different tool instances, defining the positioning type and
the specific position of the different learning artifacts, etc.).
Finally, using the “deploy” button provided by GLUEPS-
AR, they deployed the design into a ULE composed of
Moodle, some Web 2.0 tools, the Junaio mobile AR client,
and any common QR code reader.

Game of Blazons was carried out mainly in Cervera de
Pisuerga, a small village situated in a mountainous area in
northern Spain, which was a thriving town in the Medieval
times. Game of Blazons was part of a set of activities that
spanned two days of work with the students in the village
and its surroundings. Such work was focused on acquiring
skills for preparing physical education activities in the nat-
ural environment for Primary school pupils (e.g., camping
activities). Those two days also included several activities
besides Game of Blazons (ethnographic, cultural and social
activities, trekking, orienteering, canoeing, etc.). Moreover,
the multiple activities carried out in situ were preceded
by a lecture in the classroom, and by online work using
Moodle. The main teacher had conducted the previous years
a similar set of activities in the surroundings of Cervera
de Pisuerga, although this was the first time he carried
out Game of Blazons. During Game of Blazons, the use of
existing technologies was required because the teachers, in
addition to innovating and enriching the learning experi-
ence by using technology, aimed to show the students a

Figure 2. Game of Blazons: Orienteering map of Cervera de Pisuerga
and snapshots of the learning situation

possible range of tools they could use in the Primary school.
The enactment of the learning situation was led by the
assistant teacher, who explained what to do to the different
groups of students.

Game of Blazons was conducted in groups of three
students (and one group of two students since they were
47). The aim of the learning situation was to find, using
orienteering skills, seven stone blazons (i.e., coat of arms,
heraldic shields) chiseled in the walls of different village’s
buildings11, and perform close to each blazon a specific
activity, delivered to the students by means of AR. Such
activities were focused on acquiring and reinforcing knowl-
edge and skills about the natural, cultural and ethnographic
environment, as well as about physical education in the
natural environment. Also, the students had to find out the
names of the blazons on their own (e.g., searching in the
Web, or interacting with locals). The time assigned to each
group to complete the situation was 1,5 hours. Each group
received:

A tablet with 3G connection and with the following
installed apps: the Junaio AR browser, a QR code
scanner12, a geocaching13 app14, and a drawing app15

with the map of the Village. The students could also
use their own mobile phones (the tablets ensured
that each group was provided with a tested device,
with all the required apps and resources installed,
and good internet connectivity).

11. Cervera de Pisuerga preserves several stone blazons in its build-
ings since the Middle Ages.

12. http://www.neoreader.com. Last access December 2017.
13. Geocaching is a public gymkhana based in GPS coordinates.

People hide little “treasures” (called geocaches), and publish their
position in a website (there are various geocaching communities, such
as https://www.geocaching.com). The person who finds a treasure has
to write her name in a paper included in the treasure, and optionally,
replace an object of the treasure with another object.

14. Lookin4Cache (http://www.looking4cache.com) in iOS devices
and c:geo (http://www.cgeo.org) in android ones. Last access Decem-
ber 2017.

15. LINE Brush, available at http://line.me/es/family-apps. Last
access September 2016.
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Figure 3. Partial view of the activity paper sheet (translated from the
original in Spanish) with the three possible instructions to follow in a
blazon

An orienteering paper map of the village (see Fig. 2),
indicating the start and finish points, and the loca-
tion of the seven blazons.
A paper sheet (see Fig. 3, Fig. 1 c, and Fig. 2) with
the description of the learning situation and pictures
of the seven blazons (without indicating their loca-
tions). In each blazon, the sheet included: an empty
field to fill up with the name of the blazon; an empty
field to indicate the marker number in the paper map
corresponding to the blazon; instructions to perform
the activity.

Fig. 3 shows a piece of the paper sheet (the same for all
the groups), with the three possible procedures to follow
when a blazon was located. The teachers decided to use
the three types of AR (geolocation, QR code located close
to a blazon, fiducial marker in the paper sheet) in order
to illustrate to the students the different technological possi-
bilities for augmenting physical spaces with virtual learning
artifacts, as well as their advantages and disadvantages. The
geolocated artifacts were configured to be visible with AR
when the students were less than 20 meters away from the
blazons.

In order to foster the autonomous work of the different
groups, each group had to start the race in a different
blazon, and there were only four groups conducting Game
of Blazons simultaneously in each turn. Once a group found
a blazon, they had to identify it in the paper sheet, indicating
the corresponding marker number of the orienteering map,
finding out the blazon name (usually interacting with locals)
and performing the indicated activity. The activities that the
students had to conduct at the blazons were of the following
types:

Answering a web-based quiz (created with Google
Forms16) to reinforce and assess topics that had been
lectured in the classroom, worked in groups (both

16. http://www.google.com/forms/about/. Last access December
2017.

face-to-face and using Moodle), and/or experienced
during the two days in the village (e.g., related to
trekking, hiking, etc.).
Conducting a geocaching activity. The identifier of
a specific geocache (the geocaching “treasure”) was
given to the students in a Google Docs document,
and they had to find the geocache using the geo-
caching app installed in the tablet (or alternatively, a
geocaching app installed in their mobile phone).
A name of something popular in the village was
given in a Google Docs document, and the students
had to interact with the village’s inhabitants to find
out who or what it was. The students had to write
the answer in the Google Docs document.

The fiducial markers and geolocations pointed to dif-
ferent activities when accessed by different groups per-
forming the race simultaneously. For example, in the same
blazon, different groups accessed different quizzes, had to
find different geocaches, or had to find out information
regarding different characters. Once the activities in all the
blazons were completed, or when the time limit expired,
the students had to go to the finish point and draw the path
they had followed, in the village map loaded in the drawing
app of the tablet. Fig. 2 shows the orienteering map they
used and snapshots of the learning situation, illustrating the
different types of activities that the students carried out.

4.2. Method

We have followed the Evaluand-oriented Responsive
Evaluation Model (EREM) [73] to design and carry out the
evaluation. The EREM is an evaluation framework inspired
in the responsive evaluation approach [74], and framed
within the interpretive research paradigm [75]. This kind of
evaluation does not pursue statistical significant results or
generalizations, but it is aimed to the deep understanding
of the phenomenon under study, in this case by means of
the use of GLUEPS-AR by teachers in an authentic learning
situation.

During the evaluation we used multiple data gathering
techniques and sources (see Table 2), and we employed
the NVivo17 software and spreadsheets for the analysis of
the gathered data. In order to help illuminate the research
question that we posed, we conducted a data reduction pro-
cess [76] during the analysis (see Fig. 4). Thus, we defined
an issue (how does GLUEPS-AR help the participant teachers
create and enact Game of Blazons?) as the main conceptual
organizer of the evaluation, dividing it into four topics to
help understand the issue: the support provided for creating
and enacting Game of Blazons (topic 1); the support provided
for using different types of AR and augmenting different types
of spaces (topic 2); the support provided for integrating AR with
other activities of the teachers’ existing practice (topic 3); and
the affordability for creating and enacting Game of Blazons (topic
4). In the same fashion, each topic was explored through
different informative questions to help illuminate the topics.

We carried out different strategies to ensure the quality
and rigor of the evaluation [77]. Some of such strategies

17. http://www.qsrinternational.com. Last access December 2017.
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Table 2
Summary of the data gathering techniques employed

Technique Description
Collection of
participant-
generated
artifacts
[Art]

Collection of a diverse set of electronic artifacts
generated by the participant teachers. Types of data
collected include emails with teachers, learning
designs and products and educational materials.
Used for registering the learning design process, as
well as the use of the systems and tools by the
participants; being aware of the participants’
asynchronous activities; complementing the
observations with information of the generated
learning artifacts.

Screen
recording
[Screen]

Recording, using specialized software, of the actions
performed in (screen recording) and out (video and
audio) the computer by the participants during
different evaluation happenings. Used for
understanding the design and deployment
processes, and measuring the amount of time that
these processes require.

Observation
[Obs]

Naturalistic, semi-structured observations during
different evaluation happenings. The data collected
were audio/video recordings, pictures and
observation notes. Used for registering the actions,
impressions and other emergent issues of the
participants during different evaluation happenings.

Questionnaire
[Quest]

Web-based exploratory questionnaire, designed in
an iterative review process by the research team.
Composed of open-ended and closed items (6-point
scale [1=strongly disagree, 2=disagree, 3=somewhat
disagree, 4=somewhat agree, 5=agree, 6=strongly
agree] + Don’t know/No answer). Used for
collecting the opinions of the participants about a
wide range of matters.

Interview
[Int]

Semi-structured, face-to-face, one-to-one
conversation with the teachers (recorded and
transcribed). Used for capturing the opinions of the
teachers in depth, after an initial analysis of other
data sources (e.g., observation data, questionnaire
answers, etc.).

were triangulation of data sources, researchers and meth-
ods, as well as member checking, receiving feedback from
the involved teachers about the data and interpretations.

Fig. 5 illustrates the evaluation process, which has been
divided into happenings - evaluation events. The first hap-
pening (H1) consisted of preparation steps. It involved: a)
two testing sessions, one with each teacher, where they
tested GLUEPS-AR with the help of the research team; and
b) a conceptual design phase, including a preliminary visit
to the village. In a second happening (H2), the teachers used
the WebCollage authoring tool and GLUEPS-AR to author
the learning situation and deploy it in the web and AR tools.
During the session, the main teacher led the process, using
WebCollage and GLUEPS-AR, while the assisting teacher
helped him (e.g., creating the quizzes for the students). The
third happening (H3) consisted in the enactment of Game
of Blazons with 47 students in Cervera de Pisuerga. Finally,
in the last happening we gathered the teachers’ feedback
(H4): we recorded an evaluation meeting conducted just
after finishing Game of Blazons, in which the teachers
reflected about the result of the learning situation, and later
on, feedback from them was retrieved using a web-based
questionnaire followed by interviews.

Figure 4. Data reduction showing research question (RQ), issue (I),
topics and informative questions (IQ)

Figure 5. Evaluation happenings and data gathering techniques used
during the evaluation, as well as snapshots of the happenings

4.3. Results

This section describes the main findings obtained during
the evaluation process, structured using the topics of the
data reduction schema (see Fig. 4). Each finding is supported
with different excerpts of evidence gathered in the evalua-
tion. For a better readability, only a selection of excerpts
is presented, which is included in the Appendix. Table 3
summarizes the main results obtained in the evaluation,
indicating, using the same labels as in Fig. 5, the data
sources that support the results. This table exemplifies the
triangulation process followed in the study.

4.3.1. Topic 1. Creation and enactment

The evidence gathered during the evaluation indicates
that GLUEPS-AR helped the teachers create and enact the
Game of Blazons learning situation, as well as aided in
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Table 3
Main results of the evaluation process

Topic Results Supporting
Data

1. Creation
and
enactment

GLUEPS-AR helped the teachers create
and enact the Game of Blazons learning
situation, as well as aided in engaging
the students and achieving the learning
goals. GLUEPS-AR monitoring features
could be enhanced by adding a post-hoc
register of students actions in a map.

Art1-3,
Int1-2,
Obs1-4,
Quest1-2,
Screen1-2

2. Types of
AR

GLUEPS-AR helped the teachers use
different types of AR (geolocation,
fiducial markers and QR codes) and
augment different types of spaces
(physical environment and paper). Also,
GLUEPS-AR should support different
types of geographical coordinates.

Art1-3, Int1,
Obs1-4,
Quest1-2,
Screen2

3.
Integration
into the
existing
practice

GLUEPS-AR helped the teachers
integrate the use of AR with other
activities based on paper and pencil,
common web tools and mobile apps,
achieving continuity between the
different activities and tools. Also, the
teachers would need more experience
using GLUEPS-AR to create more
complex and significant pedagogical
scenarios.

Art1-3,
Int1-2,
Obs1-4,
Quest1-2,
Screen1-2

4. Afford-
ability

The use of GLUEPS-AR was affordable
for the teachers and they would use it in
their educational practice. However, it
required an initial training and some
practice. Also the use of an additional
authoring tool added extra complexity
and made the process long.

Art1, Int1-2,
Obs1-4,
Quest1-2,
Screen1-2

engaging the students and achieving the learning goals.
GLUEPS-AR helped the teachers create Game of Blazons
by enabling them to use an existing learning design au-
thoring tool (WebCollage) and to deploy the created design
in common mobile AR clients (Junaio and any QR code
reader), a VLE (Moodle) and Web 2.0 tools (Google Docs
and Google Forms) (see, e.g., Table 4, as well as [Quest1-2]A
and [Screen2] in Table A1 of the Appendix). The teachers’
process of creating and conceptualizing the design was
iterative, and such design was not completely finished until
the deployment session in which the technological resources
were set up (two days before the enactment) (see, e.g.,
[Art1] in Table A1 of the Appendix). GLUEPS-AR also
helped the teachers manage the different learning tools
and artifacts (see Table 4) by automating the creation of
tool instances and by organizing the resources in a control
panel: the GLUEPS-AR user interface (see, e.g., [Int2] and
[Quest1-2]B in Table A1 of the Appendix). With respect
to this aspect, a negative point was that the GLUEPS-AR
prototype employed by the teachers did not implement a
Google Forms adapter, which implied that quizzes had to
be created manually, and included in GLUEPS-AR using
their URLs. Regarding the management of groups, GLUEPS-
AR helped use collaborative learning, enabling the teachers
to configure groups of students, and allowing different
groups to access different artifacts in the same marker or
geolocation (see, e.g., [Int2] and [Obs4]A in Table A1 of
the Appendix). Another interesting aspect was that despite
groups mostly used the tablets provided by the evaluation

Table 4
Activities and artifacts created using GLUEPS-AR in Game of Blazons,
indicating in each activity the number of groups and artifacts, the tool

type, the AR type and the kind of augmented space

Activity No.
groups

No.
web
arti-
facts

Web
tool

AR type for
delivery to
students

Augmented
space

1. Group
management

16 2 Google
Forms

Fiducial
marker

Paper

2. Ethnographic
inquiry

16 16 Google
Docs

Geolocation Physical en-
vironment

3. The backpack 16 2 Google
Forms

Fiducial
marker

Paper

4. Calculate
distance

16 1 Google
Forms

QR code Physical en-
vironment

5. Geocaching 16 3 Google
Docs

Fiducial
marker

Paper

6. Enlivening
paths

16 1 Google
Forms

QR code Physical en-
vironment

7. Paths
network

16 2 Google
Forms

Geolocation Physical en-
vironment

TOTAL 16 27 2 web
tools

3 AR types 2
augmented
spaces

team (which favored the success of the learning situation
by avoiding burdening teachers with the multiple potential
issues that could arise in the students’ own devices), several
students used also their mobile phones. Such use of their
own device was promoted by the teachers in order to help
transfer the students’ learning to other formal and informal
contexts. The use of tablets also restricted the number of
students to three per group, although such number adjusted
well to the teachers’ aims (see, e.g., [Obs4]A in Table A1 of
the Appendix). GLUEPS-AR also allowed the teachers to
monitor with Junaio the location of the students during the
enactment (see in Fig. 6 a screenshot taken during the enact-
ment), but the teachers did not have enough time to use such
feature continuously during the learning situation, and they
just used it sporadically with the mobile device of a member
of the evaluation team (see, e.g., [Obs3] and [Obs4]B in
Table A1 of the Appendix). The evaluation showed that such
awareness feature could be enhanced with a map view to be
used after the end of the activities, including the registry of
the work performed by the students, indicating times and
locations. GLUESP-AR already stored such information, but
it was not provided to the teachers nor included in the user
interface. The teachers recognized that GLUEPS-AR helped
achieve the learning goals, while engaging and motivating
the students (see, e.g., [Quest1-2]C and [Obs4]C in Table A1
of the Appendix). Table A1 of the Appendix shows some
selected excerpts of evidence that illustrate these findings.

4.3.2. Topic 2. Types of AR
Regarding the types of AR supported, the main teacher

wanted to use all the possible options of AR, in order to
teach the students the different technological possibilities to
augment physical spaces (see, e.g., [Screen2]A,B in Table A2
of the Appendix). The evaluation suggests that GLUEPS-
AR helped the teachers use different types of AR and
augment different types of spaces (see Table 4). GLUEPS-
AR enabled the teachers to include in their design AR based
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on QR codes, fiducial markers and geolocation. GLUEPS-AR
also allowed the teachers and the students to use such types
of AR during the enactment by means of common mobile
AR clients such as Junaio and Neoreader (see, e.g., [Obs3]A,
[Quest1-2] and [Screen2]B in Table A2 of the Appendix). In
addition, GLUEPS-AR helped the teachers augment phys-
ical environments and paper. Thus, a paper sheet was an
instrument that enabled traditional work (reading, writing,
sharing it, etc.), while it also augmented digitally the stone
blazons (see, e.g., [Obs3]B and [Screen2]C in Table A2 of the
Appendix). In order to facilitate the handling of markers
(e.g., cut them out or copy and paste them in documents),
the GLUEPS-AR user interface provided a list of the mark-
ers used in the learning situation (QR codes and fiducial
markers) (see, e.g., [Screen2]D in Table A2 of the Appendix).
During Game of Blazons the different types of AR showed
different affordances. The use of geolocation and fiducial
markers enabled the teachers to provide different learning
artifacts to different groups of the students in the same
position (e.g., a geolocation or a marker). Also, the pre-
definition by the teachers of the geolocation of learning
artifacts, and the inclusion of fiducial markers in the paper
sheet, saved time in the preparation of the learning situation
in the village. This way, only two QR codes had to be
placed and removed in situ (which, in addition, had to
stay 5 hours in such locations, which was a risk of losing
them). On the other hand, placing the QR codes in situ
allowed a higher precision for locating them, which was
important in Game of Blazons for training orienteering skills
(a geolocated artifact was configured by the teacher to be
visible using AR when the students were less than 20 meters
away from the blazon, while the students had to find the
exact location of the QR codes). Also, including fiducial
markers in the paper sheet enabled the teachers to reuse the
paper template by giving a copy of the same paper sheet to
each group of students. Moreover, the sheet could be reused
in subsequent years, since GLUEPS-AR allows the teachers
to easily change in subsequent editions of the course the
virtual objects associated with the fiducial markers. Finally,
the usage of different types of AR facilitated the remote cre-
ation of the learning situation, being only necessary to know

Figure 6. Junaio map view showing the runtime location of a group of
students during the enactment of Game of Blazons [Obs3]

beforehand the exact position of some of the blazons (the
geolocated ones), and enabling last-time remote decisions
(see, e.g., [Art1], [Obs2] and [Screen2]B in Table A2 of the
Appendix).

A potential improvement to GLUEPS-AR was identified
during the evaluation, due to a problem in the format of the
geographical coordinates. While GLUEPS-AR used decimal
coordinates (the Google Maps format), the main teacher’s
GPS used UTM coordinates. This generated difficulties and
delays in the deployment process for converting the geo-
graphical coordinates that the teacher gathered in situ when
preparing the learning situation to the GLUEPS-AR format.
Table A2 of the Appendix shows a selection of excerpts of
evidence that illustrates the aforementioned findings.

4.3.3. Topic 3. Integration into the existing practice
In this topic we explored how AR is integrated with

other activities of the teachers’ practice. The evaluation
showed that GLUEPS-AR helped the teachers integrate the
use of AR with other activities based on paper and pencil,
common web tools and mobile apps, achieving continuity
between the different activities and tools. GLUEPS-AR
enabled the teachers to associate different Web 2.0 tools
(Google Docs and Google Forms) with different AR types
(see Table 4). This association enabled the access, using
AR, to Web 2.0 tool instances positioned in geolocations
and QR codes placed close to stone blazons, which al-
lowed teachers to know that the students had reached the
blazons, and to enrich the blazons with learning contents
(important aspects in orienteering activities). GLUEPS-AR
also enabled the access to Web 2.0 tool instances positioned
in fiducial markers included in the activity paper sheet
(see, e.g., [Obs2], [Obs3]A,B in Table A3 of the Appendix).
Thus, some activities conducted with the paper map and
the paper sheet (orienteering, identifying blazons), were
combined with other activities carried out using Web 2.0
tools and mobile apps (geocaching, drawing the followed
track, ethnographic inquiry, and quizzes related to topics
lectured in the classroom and experienced during the two
days in the village) (see, e.g., [Obs3]A,B in Table A3 of the
Appendix). The teachers highlighted the GLUEPS-AR aid
to the achievement of continuity between these activities
(see, e.g., [Quest1-2]A in Table A3 of the Appendix). The use
of AR was an important factor to attain the connection of
the different activities and tools. GLUEPS-AR also enabled
the teachers to integrate the AR activities with a VLE such
as Moodle (see, e.g., [Int2] and [Screen1] in Table A3 of
the Appendix). The paper sheet acted as a script for the
students, guiding them, together with the orienteering map,
over the different locations and activities (see, e.g., [Obs3]C
in Table A3 of the Appendix). Apart from the activities
carried out in Game of Blazons, the teachers recognized
that GLUEPS-AR may enable the carrying out of several
other types of activities in multiple spaces and social lev-
els (individual, group, class), as well as using different
pedagogical methodologies (see, e.g., [Int2] and [Quest1-
2]B,C,D,E in Table A3 of the Appendix). However, although
they thought that GLUEPS-AR could afford such range of
applicability, they acknowledged that they would need to
conduct more learning situations to confirm it (see, e.g.,
[Obs4]A in Table A3 of the Appendix). During the study,
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the teachers showed a major concern in being able to take
advantage of the possibilities of technology for enriching
learning in ULEs, without losing the essence of conducting
learning activities in nature. All in all, the teachers were
happy with the result of Game of Blazons and its connection
of different pedagogical dimensions, and they perceived
that the scenario would be easily transferable to other con-
texts (see, e.g., [Obs4]B in Table A3 of the Appendix). They
also recognized that the technological setting deployed with
GLUEPS-AR fitted very well with the contents of the course.
However, they would need more time to reflect about the
potential of GLUEPS-AR to create more complex, adjusted
and significant pedagogical scenarios, because the rhythm
of the course was very fast and they were very short of
time to prepare Game of Blazons and reflect about it (see,
e.g., [Int1] in Table A3 of the Appendix). Table A3 of the
Appendix shows a selection of excerpts that illustrate these
findings.

4.3.4. Topic 4. Affordability
In this topic, we explored the affordability for the teach-

ers to put into practice Game of Blazons using GLUEPS-AR.
The evaluation indicates that the teachers did not consider
GLUEPS-AR easy to use. However, they assessed its use
as affordable with an initial training and a little of
practice (see, e.g., [Int1]A, [Int2]A, [Quest1-2]A, [Obs1] and
[Screen1] in Table A4 of the Appendix). In addition to this
initial training, the teachers considered that it would be
necessary to raise awareness among some teachers about
the possibilities of the tool and the benefits that it could
provide in the learning process of their students, to convince
them to use it (see, e.g., [Int1]A,B and [Int2]B in Table A4 of
the Appendix). Also, the additional use of an authoring
tool (WebCollage) introduced extra complexity (see, e.g.,
[Int2]C in Table A4 of the Appendix) and caused some
problems (e.g., incoherences between the learning situation
in the authoring tool and in GLUEPS-AR, due to errors or
modifications of the design). The teachers considered the
time required to deploy Game of Blazons using GLUEPS-
AR (see Table 5) long. However, they judged such time
as affordable and they acknowledged that it would be
reduced with practice (see, e.g., [Quest1-2]B in Table A4 of
the Appendix). This time could be also severely reduced
by automating multiple repetitive operations that had to
be performed in the GLUEPS-AR user interface (see, e.g.,
[Screen2] in Table A4 of the Appendix). All in all, the
teachers recognized that they would use again GLUEPS-
AR in their practice, without saturating the course with
technological activities (see, e.g., [Quest1-2]C in Table A4 of
the Appendix).

During the enactment of Game of Blazons, we had
several minor problems related to the technology that were
easily solved with the help of the evaluation team or the
assistant teacher (sometimes checking with an evaluator by
phone). Some of those problems were: tablets not configured
to allow Junaio access the geolocation of the tablet; some
errors in Junaio that required to restart the app; a QR code
placed in a curved surface that made difficult the scanning;
some initial difficulties for the students to choose the correct
application (Junaio/neoreader) or the correct mode inside
Junaio (there were different modes to see marker based

Table 5
Time devoted by the teachers in the different deployments involved in

the study

Deployment Actor
Time
WebCollage GLUEPS-AR Total

Test design 1 Main
teacher

15 min 15 min

Test design 2 Assistant
teacher

23 min 10 min 33 min

Game of
Blazons

Main
teacher

1 h 30 min 2 h 48 mina 3 h 18 mina

a. Including 10 min of repetitive operations performed by a member
of the evaluation team

and geolocation based AR); a Google Docs requirement
for mobile devices to authenticate to access public shared
documents; and the necessity of loading the tablets’ batteries
during the lunch time (see, e.g., [Obs3] in Table A4 of the
Appendix). Table A4 of the Appendix shows some selected
excerpts of evidence gathered during the evaluation, which
can illustrate the mentioned findings.

5. CONCLUSIONS

Game of Blazons is a learning situation that was carried
out by two teachers of a course on Physical Education in the
Natural Environment for pre-service teachers. The situation
involved the use of different types of AR: QR codes and
geolocation, which augmented stone blazons chiseled in the
houses of a medieval Spanish village, as well as fiducial
markers, which augmented a paper sheet used as a script of
the learning situation. Game of Blazons included the use of
web tools, mobile apps and paper and pencil. The evidence
gathered during the evaluation shows that GLUEPS-AR
provided an affordable support to the teachers for creating
and enacting Game of Blazons. The evidence also suggests
that GLUEPS-AR could help teachers put into practice other
different learning situations that use multiple types of AR,
augment physical environments or paper, and integrate AR
with other tools commonly used in education, such as VLEs
and Web 2.0 tools. Thus, the GLUEPS-AR approach can be
a more general alternative to other works for using AR in
education that focus on specific technologies, activities or
pedagogies. On the other hand, although such more general
approach can extend the possible range of applicability, it
could also be less suitable for specific scenarios or purposes,
where an ad-hoc solution could be more appropriate. It is
also worth highlighting that the research presented in this
paper does not aim to improve the current state of the art of
AR, but it is focused on helping in the application of AR in
education. Research about AR technology is an interesting
avenue for further research.

With respect to the use of authoring tools, the evaluation
showed that although the use of WebCollage and GLUEPS-
AR enabled the teachers to create Game of Blazons, those
two tools added a significant complexity and effort to the
design process. In some cases, the complexity of the learn-
ing situation might be worth the effort (e.g., those using
collaborative patterns). But in other cases, this additional
effort could prevent teachers from using GLUEPS-AR (or



1939-1382 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TLT.2018.2808491, IEEE
Transactions on Learning Technologies

PRE-PRINT VERSION SUBMITTED TO IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES 11

at least, from using it repetitively). That could be the case
of teachers with little time available, or that plan to design
and set up the technological environment shortly before the
actual enactment. In this line, we are already exploring al-
ternatives for enabling teachers to create, directly from their
usual learning environments (and thus avoiding the use
of additional authoring tools), not very complex learning
situations that may include AR and web tools [78]. Also,
further research is necessary to implement in GLUEPS-AR
means for helping the teachers select the more suitable AR
tools for their educational goals.

During the evaluation, several minor technological prob-
lems arose, that were solved with the help of a member
of the evaluation team. However, in the context in which
the learning situation was carried out (an outdoor scenario
covering a whole village, with 47 students working in
groups), such problems could have overloaded a single
teacher. Thus, it is important for the teachers to anticipate
the maximum number of possible issues (e.g., by testing
part of the scenario in a nearby context), and explain the
students how to detect and solve the known issues. Com-
munication with students is also important in this kind of
scenarios. We used mobile devices and walkie-talkies, but
the means for communicating could also be a part of the
learning environment and it is a matter for further research.
In addition, the teacher should be ready for switching to
backup alternatives in the design, and even to put into
practice a backup plan if technology would not be available.
This is especially important in outdoor scenarios that can
be affected by issues related to the weather, the battery of
the devices, the Internet connection, the mobile coverage,
etc. During the enactment of Game of Blazons, the teachers
did not need to adapt the design at runtime, but it is a
feature that we consider important especially in these kind
of scenarios, and we plan to study it in the future.

We should also further explore how to improve the
monitoring features of GLUEPS-AR, since during the eval-
uation we verified that teachers need simple and efficient
instruments to be able to control and be aware of the stu-
dents’ actions. The GLUEPS-AR awareness features should
be enhanced to enable a simpler use by teachers with very
little time available during the enactment. Also, the positive
feedback received by the teachers to the use of augmented
reality for providing runtime user awareness encourages us
to continue in this line of research [79], without forgetting
about the ethical and privacy issues that might derive from
such monitoring [80].

Another issue that needs further research is the necessity
of allowing the students to participate in the creation of the
learning situations, in order to enable them not only to be
passive receptors of contents, but also creators, something
especially important in this case in the training of the stu-
dents as future teachers. However, GLUEPS-AR, like other
approaches based on the use of authoring tools, forces the
teacher to predefine all the tools and artifacts to be used by
the students during the enactment. We are also exploring
how GLUEPS-AR could implement features to improve the
flexibility offered to the students in this aspect [81].

We plan to study the use of GLUEPS-AR in other
contexts, and with other teachers, in order to investigate
in depth the GLUEPS-AR range of applicability and the

support provided for different kind of scenarios. In this line,
a possible future work is the comparison of the support
provided by different systems to the creation and enactment
of a range of non-trivial learning situations with a clear
need for the integration of AR-based activities, as well as
the comparison of the educational results using and not
using GLUEPS-AR. In addition, further research would be
necessary to explore in detail the GLUEPS-AR support to
different pedagogical approaches. A particular pedagogy
which we are already investigating is game-based learning.
Although the teachers considered Game of Blazons as a
kind of educational game, we would like to explore how
GLUEPS-AR supports game-based learning, and how it
could enable teachers a gamification of their usual learning
situations that involve multiple physical and virtual spaces
[82]. We also plan to study the learning effects of the use
of GLUEPS-AR from the point of view of the students, an
important aspect that we have not dealt with in this study.

ACKNOWLEDGEMENTS

This research has been partially supported by the Span-
ish Ministry of Economy and Competitiveness (projects
TIN2011-28308-C03-02 and TIN2014-53199-C3-2-R) and the
Regional Government of Castilla y León (projects VA277U14
and VA082U16). The authors thank the rest of the
GSIC/EMIC research team for their ideas and support.

REFERENCES

[1] R. Azuma, Y. Baillot, R. Behringer, S. Feiner, S. Julier, and B. Mac-
Intyre, “Recent advances in augmented reality,” IEEE Computer
Graphics and Applications, vol. 21, no. 6, pp. 34–47, 2001.

[2] S. Harrison and P. Dourish, “Re-place-ing space: the roles of
place and space in collaborative systems,” in ACM Conference
on Computer Supported Cooperative Work, ser. CSCW ’96. Boston,
Massachusetts, USA: ACM, November 1996, pp. 67–76.

[3] L. Ciolfi, “Understanding spaces as places: Extending interaction
design paradigms,” Cognition, Technology and Work, vol. 6, no. 1,
pp. 37–40, Feb. 2004.

[4] M. Dunleavy, C. Dede, and R. Mitchell, “Affordances and
limitations of immersive participatory augmented reality
simulations for teaching and learning,” Journal of Science
Education and Technology, vol. 18, no. 1, pp. 7–22, 2009.

[5] K. Sheehy, R. Ferguson, and G. Clough, Augmented Education:
Bringing Real and Virtual Learning Together (Digital Education and
Learning). New York, NY, USA: Palgrave Macmillan, 2014.

[6] H.-K. Wu, S. W.-Y. Lee, H.-Y. Chang, and J.-C. Liang, “Current
status, opportunities and challenges of augmented reality in
education,” Computers & Education, vol. 62, pp. 41–49, 2013.

[7] G. Papagiannakis, G. Singh, and N. Magnenat-Thalmann, “A
survey of mobile and wireless technologies for augmented reality
systems,” Computer Animation and Virtual Worlds, vol. 19, no. 1,
pp. 3–22, February 2008.

[8] L. P. Prieto, M. H. Dlab, I. Gutiérrez, M. Abdulwahed, and
W. Balid, “Orchestrating technology enhanced learning: A
literature review and a conceptual framework,” International
Journal of Technology Enhanced Learning, vol. 3, no. 6, pp. 583–598,
2011.

[9] P. Dillenbourg and P. Jermann, “Technology for classroom
orchestration,” in New Science of Learning Cognition Computers and
Collaboration in Education, M. S. Khine and I. M. Saleh, Eds. New
York, NY: Springer New York, 2010, pp. 1–20.

[10] E. Klopfer, J. Sheldon, J. Perry, L. Rosenheck, K. Squire, J. Mathews,
R. B. Shapiro, B. Coulter, and M. Dunleavy, “Augmented reality
games: Place-based digital learning,” in 9th International Computer-
Supported Collaborative Learning Conference, Hong Kong, China, July
2011, pp. 1023–1028.



1939-1382 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TLT.2018.2808491, IEEE
Transactions on Learning Technologies

PRE-PRINT VERSION SUBMITTED TO IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES 12

[11] K.-H. Cheng and C.-C. Tsai, “Affordances of augmented reality
in science learning: Suggestions for future research,” Journal of
Science Education and Technology, vol. 22, no. 4, pp. 449–462, 2013.

[12] L. P. Prieto, Y. Wen, D. Caballero, and P. Dillenbourg, “Review
of augmented paper systems in education: An orchestration
perspective,” Journal of Educational Technology & Society, vol. 17,
no. 4, pp. 169–185, 2014.

[13] S. Cuendet, Q. Bonnard, S. Do-Lenh, and P. Dillenbourg,
“Designing augmented reality for the classroom,” Computers &
Education, vol. 68, pp. 557–569, 2013.

[14] C. Keller, “Virtual learning environments: Three implementation
perspectives,” Learning, Media and Technology, vol. 30, no. 3, pp.
299–311, 2005.

[15] G. Conole and P. Alevizou, “A literature review of the use of
web 2.0 tools in higher education,” The Open University, A
report commissioned by the Higher Education Academy, 2010.
[Online]. Available: https://www.heacademy.ac.uk/resource/
literature-review-use-web-20-tools-higher-education

[16] J. Niramitranon, M. Sharples, C. Greenhalgh, and C.-P. Lin,
“Orchestrating learning in a one-to-one technology classroom,” in
6th IEEE International Conference on Wireless, Mobile and Ubiquitous
Technologies in Education (WMUTE), Kaohsiung, Taiwan, April
2010, pp. 96–103.
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Jorrı́n-Abellán, A. Martı́nez-Monés, and Y. Dimitriadis, “Sharing
the burden: Introducing student-centered orchestration in across-
spaces learning situations,” in 8th European Conference on Technol-
ogy Enhanced Learning (EC-TEL 2013), Paphos, Cyprus, September
2013, pp. 621–622.
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APPENDIX
SELECTION OF EXCERPTS OF EVIDENCE GATHERED
IN THE EVALUATION

Table A1
Selected excerpts of evidence related to the Topic 1 (creation and

enactment)

Data
source

Excerpts

[Art1] [Mail from main teacher] I see you tomorrow for
deploying, but sincerely, I don’t think I will have
everything finished (. . . )

[Screen2] The main teacher reviews what he did yesterday. The
first two activities are created in GLUEPS-AR. It is
pending to cut and paste the content of the Google
Docs in the second activity. He starts to do it

[Obs3] In the Poets Avenue’s geocaching, the main teacher
arrives with a group of students. He asks me to show
the students the feature of seeing with Junaio where
the students are and monitor them. I show it with my
mobile

[Obs4] A I think it [the number of students per group] has not
been so limiting. Indeed, I think it has been the perfect
group, three people

B [Asked about the awareness feature the main teachers
answered] “Impressive. But impressive [also] for
interesting usages that I have into my mind (. . . ).
When you design an orienteering activity for children,
there are basic security issues”

C [Assistant teacher] “(. . . ) and today, they [the
students] told us “we have realized what this is for.
That doing this gymkhana-style quest, we have
realized what this is used for, . . . , the learning
contents studied [in the course]. . . ”. So, they were
reflecting “so, this has an application”, and several
people said “I would like to work on this and to know
how to do this” (. . . ) they were very motivated; I
think everything came out very well in general”

[Quest1-2] A To the assertion “With GLUEPS-AR I was able to
deploy learning designs involving multiple physical
and web spaces (web, VLE, classroom, physical
environment, etc.)”, both main and assistant teachers
answered 6, “Strongly agree”

B To the assertion “GLUEPS-AR helped in the
management of the learning situation from the design
to the enactment” both main and assistant teachers
answered 5, “Agree”

C To the assertion “GLUEPS-AR helped achieve the
learning goals” both main and assistant teachers
answered 5, “Agree”

[Int2] “(. . . ) with WebCollage and GLUEPS-AR I have seen
with the main teacher that for creating a document
several times in different groups, it is easier, because
you don’t have to create a new one. It does help there!
(. . . )”

Table A2
Selected excerpts of evidence related to the Topic 2 (types of AR)

Data
source

Excerpts

[Art1] [Mail from main teacher] (. . . ) the sheet they will
carry in the activity to associate the real blazon with
the one of the picture and scan the corresponding QR.
[Answer from assistance teacher] At the end you
mention that with QR code. Since finally they will
carry a tablet. . . Do we geoposition them without QR?
On the downside, we lose precision

[Screen2] A The main teacher wants to geoposition also artifacts.
He says that aiming to [improve] the student’s
experience he wants to try the maximum number of
things. One is to arrive and see it without scanning
anything. Another one is to arrive and scan the paper
(. . . )

B [Main teacher] (. . . ) It is just to include variety. The
objective is to include variety. I mean, where there
aren’t a lot of nearby blazons (. . . ) we put Junaio
[geopositioned], and they do it with Junaio, and in
addition we don’t need to put a physical thing in a
place, that, if we had to put it, it would require work,
and it’s ugly, because it’s going to be there 5 hours.
But if you put it in a paper, which doesn’t make ugly
an environment, the people say “I’m going to scan”
and you include some variety

C The main teacher explains how the students would
use the sheet with the blazons (if there is a marker,
they scan it, if there isn’t, they know that it is
geopositioned)

D (. . . ) A member of the evaluation team shows to the
main teacher the GLUEPS-AR button to obtain a list
with all the markers and QRs used

[Obs2] The main teacher and a member of the evaluation
team discuss about the procedure for using QR codes
in the game of blazons. The idea is that the students
need to get to the blazons to answer the questions

[Obs3] A In each blazon, the possible activity to carry out is: to
scan a QR code they will find close to the blazon and
follow the instructions (2 QR codes), to scan with
Junaio a marker that appears in the activity sheet next
to the blazon’s picture and follow the instructions (3
markers), to search with Junaio a geopositioned tool
close to the blazon and follow the instructions (2
geopositions)

B The assistant teacher explains the activity without
[giving them] the tablets, distributing the activity
sheet (a laminated one, in case it rains, and another
not laminated, to enable them to write on it)

[Quest1-2] To the assertion “I think that GLUEPS-AR allows
teachers to take advantage of the geopositioning and
the detection of markers that the mobile devices
implement” both main and assistant teachers
answered 6, “Strongly agree”
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Table A3
Selected excerpts of evidence related to the Topic 3 (integration into

the existing practice)

Data
source

Excerpts

[Screen1] The assistant teacher clicks in “deploy”. The design is
deployed into Moodle

[Obs2] There is a long discussion to decide whether to create
16 quizzes with Google Forms or to do the activity
with Google Docs

[Obs3] A In a new blazon, they have to investigate who is a
character indicated in a geopositioned Google Docs

B They arrive at a blazon corresponding to Junaio
marker, and everything works fine. One of them
seems to be a little distracted, but when the quiz
appears, all of them answer it together

C The groups of students receive a paper sheet with the
description of the activity, a tablet and a Cervera’s
orienteering map. They have to find 7 blazons

[Obs4] A [Main teacher] “(. . . ) We have to see how we can use
it. For me it is clear [that I want to use it], and I like it,
and I want to use it, but it is still difficult for me to
propose more educational applications
powerful-powerful-powerful. But, ok, it is a matter of
time”

B [Main teacher] “(. . . ) It combines skills and
knowledge of several types. Historic, observation,
cultural heritage, augmented reality, orienting oneself
in the time and space, . . . I think it is an activity with
a lot of possibilities, and it is super-replicable, for
instance in the city, (. . . ). Replicable from millions of
points of view. Museums, sculptures, libraries, games,
etc. And very transferable to children”

[Quest1-2] A To the assertion “GLUEPS-AR may enable continuity
between the activities conducted in the different
physical and virtual spaces (classroom, natural
environment, web tools, Moodle, etc.)” both main and
assistant teachers answered 6, “Strongly agree”

B To the assertion “I think that GLUEPS-AR may allow
teachers to put into practice a wide range of learning
activities” both main and assistant teachers answered
6, “Strongly agree”

C To the assertion “I think that GLUEPS-AR may allow
to put into practice learning situations in several social
levels (individual, group, class)” both main and
assistant teachers answered 6, “Strongly agree”

D To the assertion “I consider that GLUEPS-AR may
allow to use multiple pedagogical approaches, such as
collaborative, non-collaborative, game-based learning,
project-based learning, etc.” the main teacher
answered 4, “Somewhat agree” and the assistant
teacher 5, “Agree”. Also, the main teacher clarified
that “In the cases that I answered 4 it was because I
haven’t corroborated it totally”

E To the assertion “I think that GLUEPS-AR may allow
to put into practice learning activities in different
spaces (web, VLE, classroom, natural environment,
etc.” the main teacher answered 5, “Agree” and the
assistant teacher 6, “Strongly agree”

[Int1] “What I need is sitting down and saying: now I
already know this resource, this is what I want to do,
I’m going to try to do it (. . . )”

[Int2] To a question regarding if GLUEPS-AR enables the
carrying out of activities in different spaces, the
assistant teacher answered “Yes, in different
technological spaces, as well as, if you want to use
Moodle, a wiki, etc.”

Table A4
Selected excerpts of evidence related to the Topic 4 (affordability)

Data
source

Excerpts

[Screen1] [Assistant teacher] No, it is not complicated, but there
are some things that you have to know (. . . ) what is
destined to the teacher and what to the student (. . . )
and also, to understand all the terms (. . . ), such as the
multiple positioning types. . . but I think that it is easy
to use

[Screen2] The main teacher is reusing a tool instance in the even
groups. At a given time, he asks if he has to do it in
the even or in the odd groups. It seems that the
repetitive operations bore him

[Obs1] [Main teacher after using GLUEPS-AR] “Yes, I see this
part very easy”

[Obs3] Another group arrives. They say that Junaio doesn’t
work. I look at it, and it is because instead of being in
the correct Junaio channel, they are connected to a
Chinese one. I tell them how to detect it and solve it

[Quest1-2] A To the assertion “I think that GLUEPS-AR is easy to
use for non-ICT-expert teachers”, the main teacher
answered 3, “Somewhat disagree”, and the assistant
teacher answered 2, “Disagree”

B To the assertion “I think that the time devoted to the
deployment using GLUEPS-AR was affordable”, the
main teacher answered 4, “Somewhat agree”, and he
specified that “Maybe with more training in
GLUEPS-AR, which we have used very little, my
answer would be different”

C To the assertion “I would use GLUEPS-AR in my
educational practice”, the main teacher answered 5,
“Agree”, and the assistant teacher answered 4,
“Somewhat agree”

[Int1] A [Asked about if GLUEPS-AR is easy to use] “I go back
to the training. To the training, and to the raising of
awareness”

B “(. . . ) the problems to implement this are the available
time, or the difficulty, or the skills that each teacher
has with this kind of things”

[Int2] A “With respect to the GLUEPS-AR [user interface], I
haven’t used it a lot, and due to it, maybe it seems to
be more difficult to me. But I saw with the main
teacher that, in a moment, once you got it, it is the
same design, so you just copy 20 times and you have
it, it is not complicated. Then, you deploy it and here
it goes”

B “At the beginning, it is going to be super-strange for
the teachers. And afterwards, it depends on the
technological competence of each teacher”

C “If I have to start with WebCollage, I think that the
process is too long”
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