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#### Abstract

In this paper we consider inf-sup stable finite element discretizations of the evolutionary Boussinesq equations with a grad-div type stabilization. We prove error bounds for the method with constants independent on the Rayleigh numbers
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## 1 Introduction

Let $\tilde{\Omega} \subset \mathbb{R}^{d}, d \in\{2,3\}$, be a convex bounded domain with polyhedral and Lipschitz boundary $\partial \tilde{\Omega}$. We consider weakly non-isothemal flows following the OberbeckBoussinesq approximation for the the density $\left(\rho / \rho_{0}\right)=1-\alpha\left(\tilde{\mathcal{T}}-\tilde{\mathcal{T}}_{0}\right)$. where $\alpha$ is the thermal expansion coefficient and $\rho_{0}$ the density at reference temperature $\tilde{\mathcal{T}}_{0}$, which in this paper we take as the minimum value of the temperature $\tilde{\mathcal{T}}$ on $\partial \tilde{\Omega}$. The governing equations are

$$
\begin{align*}
\tilde{\boldsymbol{u}}_{\tilde{t}}-\nu \Delta \tilde{\boldsymbol{u}}+(\tilde{\boldsymbol{u}} \cdot \nabla) \tilde{\boldsymbol{u}}+\nabla \tilde{p}+\alpha \boldsymbol{g}\left(\tilde{\mathcal{T}}-\tilde{\mathcal{T}}_{0}\right) & =\tilde{\boldsymbol{f}}_{\tilde{u}}, \\
\nabla \cdot \tilde{\boldsymbol{u}} & =0,  \tag{1}\\
\tilde{\mathcal{T}}_{\tilde{t}}-\kappa \Delta \tilde{\mathcal{T}}+\tilde{\boldsymbol{u}} \cdot \nabla \tilde{\mathcal{T}} & =\tilde{f}_{\tilde{\mathcal{T}}} .
\end{align*}
$$

together with initial and boundary conditions. Here $\tilde{\boldsymbol{u}}$ denotes the velocity, $\nu>0$ the kinematic viscosity, $\kappa>0$ the thermal diffusivity, $\boldsymbol{g}=-g \boldsymbol{e}_{d}$, the acceleration due to gravity, $\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{d}$ being the coordinate vectors in $\mathbb{R}^{d} ; \tilde{\boldsymbol{f}}_{\tilde{u}}$ are other external accelerations and $\tilde{f}_{\tilde{\mathcal{T}}}$ is the rate of production of temperature due to external sources

[^0]of heat. The function $\tilde{p}$ is given by $\tilde{p}=\left(\tilde{\tilde{p}}+\rho_{0} g \tilde{z}\right) / \rho$, where $\tilde{\tilde{p}}$ is the pressure and $-\rho_{0} g \tilde{z}$ the hydrostatic pressure. For simplicity we only consider no slip boundary conditions for the velocity
$$
\tilde{\boldsymbol{u}}=0, \quad \text { on } \partial \Omega,
$$
and for the temperature, both prescribed values and and no flux,
$$
\tilde{\mathcal{T}}=\tilde{\mathcal{T}}_{b}, \quad \text { on } \partial \tilde{\Omega}_{D}, \quad \nabla \tilde{\mathcal{T}} \cdot \tilde{\boldsymbol{n}}=0, \quad \text { on } \partial \tilde{\Omega}_{N},
$$
where $\tilde{\boldsymbol{n}}$ denotes the exterior unit normal vector and $\partial \tilde{\Omega}=\partial \tilde{\Omega}_{D} \cup \partial \tilde{\Omega}_{N}$.
In this paper we consider inf-sup stable mixed finite element approximations to the model (2) with grad-div stabilization. Our aim is to prove error bounds with constants independent on inverse powers of the viscosity $\nu$ and the thermal diffusivity $\kappa>0$, or independent of Prandl and Rayleigh numbers (see (3) below). To this end we add to the Galerkin formulation a grad-div stabilization term. In [10] error bounds for the time-dependent Navier-Stokes equations with only grad-div stabilization and constants independent on inverse powers of the viscosity are obtained. The idea is to extend those bounds to the natural convection flow described by (2). The role of the grad-div stabilization term is explained in detail in the error analysis in the present paper (see Remark 1 below).

There are several related works that should be mentioned. In [9] the authors prove error bounds for inf-sup stable mixed finite element approximations to the model (2) with both grad-div stabilization and local projection stabilization (LPS) of streamline-upwind (SUPG)-type for both the velocity and the temperature. The authors prove bounds for the velocity and the temperature with constants independent on inverse powers of $\nu$ and $\kappa$. The main drawback of [9] is that for proving the error bounds of the method the assumption $\left\|\nabla \boldsymbol{u}_{h}\right\|_{\infty}$ bounded ( $\boldsymbol{u}_{h}$ being the approximation to the velocity) is needed and no proof for this a priori bound is included. In [10] weaker assumptions (norms $\left\|\boldsymbol{u}_{h}\right\|_{\infty}$ and $\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{L^{2 d /(d-1)}}$ bounded) are needed to get the error bounds for the pressure once the bounds for the velocity are already obtained. However in [10] these a priori bounds are proved. Let us observe that bounds on the velocity are obtained in [10] whenever finite elements other than linears are used for the velocity in the case $d=3$ so that the assumption $\left\|\nabla \boldsymbol{u}_{h}\right\|_{\infty}$ bounded for $h \rightarrow 0$ appearing in [9] may not be valid for lower order finite elements. Error bounds for the pressure are missing in reference [9]. In this paper we get error bounds for the velocity, temperature and the pressure, without assuming a priori bounds for the velocity approximations and with only grad-div stabilization. The rate of convergence we prove is the same obtained in [9] for a scheme that apart from grad-div stabilization includes LPS-SUPG stabilization for the velocity and the temperature. In [9], also numerical experiments are presented. The authors notice that the grad-div term with an $O(1)$ parameter is essential to enforce mass conservation and to obtain good numerical results. In [15] the authors consider grad-div stabilized approximations to the model problem (2) with stabilized equal order discontinuous Galerkin methods. In this reference no error bounds are proved for the method. In agreement with the results in [9], the numerical experiments in $[15$ show the benefits of the increment in the mass conservation due to grad-div stabilization. Finally, in reference [5] an LPS finite element method is applied to time dependent Boussinesq equations. Several terms are added to stabilize the standard Galerkin approximation including LPS stabilization of the convective terms in
the velocity and temperature equations and LPS grad-div stabilization. In [5] the weak convergence of the method is obtained but no error bounds for the method are proved. In particular, since no bounds are proved for the rate of convergence of the method the question of the dependence on the constants in the bounds on the Rayleigh numbers is not considered. Our aim in the present paper is, on the one hand, proving error bounds for the methods with constants that do not deteriorate for increasing values of the Rayleigh numbers and, on the other hand, doing this with the fewest possible stabilization terms. As a consequence, error bounds are obtained with constants independent on inverse powers of $\nu$ and $\kappa$ in formulation (2) with only grad-div stabilization.

## 2 Preliminaries and notation

We consider the following nondimensional form of (1) (see e. g. [17])

$$
\begin{align*}
\boldsymbol{u}_{t}-\frac{\operatorname{Pr}}{\sqrt{\operatorname{RaPr}}} \Delta \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla p & =\theta \boldsymbol{e}_{d}+\boldsymbol{f}_{\boldsymbol{u}} \\
\nabla \cdot \boldsymbol{u} & =0  \tag{2}\\
\theta_{t}-\frac{1}{\sqrt{\operatorname{RaPr}}} \Delta \theta+\boldsymbol{u} \cdot \nabla \theta+\boldsymbol{c} \cdot \boldsymbol{u} & =f_{\theta}
\end{align*}
$$

where the Prandl number Pr and Rayleigh number Ra are given by

$$
\begin{equation*}
\operatorname{Pr}=\frac{\nu}{\kappa}, \quad \operatorname{Ra}=\frac{\alpha g l^{3}\left(\tilde{\mathcal{T}}_{1}-\tilde{\mathcal{T}}_{0}\right)}{\nu \kappa} \tag{3}
\end{equation*}
$$

$l$ being a characteristic length (for example, the diameter of $\tilde{\Omega}$ or an appropriate fraction of it) and $\tilde{\mathcal{T}}_{1}$ the maximum value of the the temperature. Equations (2) are obtained from (11) by taking as temperature scale $\tilde{\mathcal{T}}_{1}-\tilde{\mathcal{T}}_{0}$, and as time and velocity scales $\tilde{t}_{0}$ and $\tilde{v}_{0}$, respectively, given by

$$
\tilde{t}_{0}=\frac{l^{2}}{\kappa \sqrt{\operatorname{RaPr}}}, \quad \tilde{v}_{0}=\frac{l}{t_{0}}=\frac{\kappa}{l} \sqrt{\operatorname{RaPr}} .
$$

toghether with expressing the scaled temperature as

$$
\frac{\tilde{\mathcal{T}}-\tilde{\mathcal{T}}_{0}}{\tilde{\mathcal{T}}_{1}-\tilde{\mathcal{T}}_{0}}=\theta+\theta_{b},
$$

where $\theta_{b}$ is the conductive state in the absence of heat sources, that is, the solution of

$$
-\Delta \theta_{b}=0, \quad \text { in } \Omega, \quad \theta_{b}=\frac{\tilde{\mathcal{T}}-\tilde{\mathcal{T}}_{0}}{\tilde{\mathcal{T}}_{1}-\tilde{\mathcal{T}}_{0}}, \quad \text { on } \partial \Omega_{D}, \quad \nabla \theta_{b} \cdot \boldsymbol{n}=0, \quad \text { on } \partial \Omega_{N},
$$

so that $\theta$ satisfies homogeneous boundary conditions

$$
\begin{equation*}
\theta=0, \quad \text { on } \partial \Omega_{D}, \quad \nabla \theta \cdot \boldsymbol{n}=0, \quad \text { on } \partial \Omega_{N} . \tag{4}
\end{equation*}
$$

For example, in rectangular cavities of size $l_{x} \times l_{y}, \theta_{b}=-\boldsymbol{e}_{1} \cdot \boldsymbol{x} / l_{x}$ for natural convection with constant temperatures on vertical walls and isolated horizontal
walls (e.g., [14), or $\theta_{b}=-\boldsymbol{e}_{d} \cdot \boldsymbol{x} / l_{y}$ for Rayleigh-Bénard convection with constant temperatures in horizontal walls and isolated lateral walls. With this value of $\theta$ notice that $f_{u}$ and $\boldsymbol{c}$ are given by

$$
\boldsymbol{f}_{u}=\frac{\tilde{t}_{0}}{\tilde{v}_{0}} \tilde{\boldsymbol{f}}_{\tilde{\boldsymbol{u}}}+\theta_{b} \boldsymbol{e}_{d}, \quad \boldsymbol{c}=\nabla \theta_{b}
$$

In this paper we will assume that Pr is of moderate size but $\mathrm{Ra} \gg 1$ in (2). This corresponds for example to the fluid being a gas similar to air (at $20^{\circ} \mathrm{C}, \alpha=$ $\left.3.43 \times 10^{-3} 1 /{ }^{\circ} \mathrm{C}, \nu=1.51 \times 10^{-5} \mathrm{~m} / \mathrm{s}^{2}, \kappa=1.01 \times 10^{-5} \mathrm{~m} / \mathrm{s}^{2}\right)$ or a liquid like water (at $20^{\circ} \mathrm{C}, \alpha=2.03 \times 10^{-4} 1 /{ }^{\circ} \mathrm{C}, \nu=1.0 \times 10^{-6} \mathrm{~m} / \mathrm{s}^{2}, \kappa=7.08 \times 10^{-6} \mathrm{~m} / \mathrm{s}^{2}$ ), so that the Prandl numbers are 0.713 for air and 7.01 for water, and, consequently, in the corresponding Rayleigh numbers the quantities $l^{3}\left(\mathcal{T}_{1}-\mathcal{T}_{0}\right)$ in ${ }^{\circ} \mathrm{C} \mathrm{m}^{3}$ are multiplied by factors of $2.07 \times 10^{8}$ and $2.78 \times 10^{8}$ for air and water respectively. That is, a difference of a few degrees between the coolest and hottest parts of the fluid implies Rayleigh numbers several orders or magnitude larger. Consequently, in the present paper we assume that the diffusion coefficients in (2), which in the rest of the paper we will denote by

$$
\varepsilon=\frac{\operatorname{Pr}}{\sqrt{\mathrm{RaPr}}}, \quad \hat{\varepsilon}=\frac{1}{\sqrt{\mathrm{RaPr}}}
$$

satisfy that $\varepsilon \ll 1$ and $\hat{\varepsilon} \ll 1$.
Throughout the paper, $W^{s, p}(D)$ will denote the Sobolev space of real-valued functions defined on the domain $D \subset \mathbb{R}^{d}$ with distributional derivatives of order up to $s$ in $L^{p}(D)$. These spaces are endowed with the usual norm denoted by $\|\cdot\|_{W^{s, p}(D)}$. If $s$ is not a positive integer, $W^{s, p}(D)$ is defined by interpolation [1]. In the case $s=0$, it is $W^{0, p}(D)=L^{p}(D)$. As it is standard, $W^{s, p}(D)^{d}$ will be endowed with the product norm and, since no confusion can arise, it will be denoted again by $\|\cdot\|_{W^{s, p}(D)}$. The case $p=2$ will be distinguished by using $H^{s}(D)$ to denote the space $W^{s, 2}(D)$. The space $H_{0}^{1}(D)$ is the closure in $H^{1}(D)$ of the set of infinitely differentiable functions with compact support in $D$. For simplicity, $\|\cdot\|_{s}$ (resp. $|\cdot|_{s}$ ) is used to denote the norm (resp. seminorm) both in $H^{s}(\Omega)$ or $H^{s}(\Omega)^{d}$. The exact meaning will be clear by the context. The inner product of $L^{2}(\Omega)$ or $L^{2}(\Omega)^{d}$ will be denoted by $(\cdot, \cdot)$ and the corresponding norm by $\|\cdot\|_{0}$. The norm of the space of essentially bounded functions $L^{\infty}(\Omega)$ will be denoted by $\|\cdot\|_{\infty}$. For vector-valued functions, the same conventions will be used as before. The norm of the dual space $H^{-1}(\Omega)$ of $H_{0}^{1}(\Omega)$ is denoted by $\|\cdot\|_{-1}$. As usual, $L^{2}(\Omega)$ is always identified with its dual, so one has $H_{0}^{1}(\Omega) \subset L^{2}(\Omega) \subset H^{-1}(\Omega)$ with compact injection.

In the sequel for simplicity we will consider problem (2) with homogeneous Dirichlet boundary conditions. Using the function spaces $V=H_{0}^{1}(\Omega)^{d}$,

$$
Q=L_{0}^{2}(\Omega)=\left\{q \in L^{2}(\Omega):(q, 1)=0\right\}
$$

and $H_{0}^{1}(\Omega)$ the weak formulation of problem (2) is as follows: Find $(\boldsymbol{u}, p, \theta) \in$ $V \times Q \times H_{0}^{1}(\Omega)$ such that for all $(\boldsymbol{v}, q, w) \in V \times Q \times H_{0}^{1}(\Omega)$,

$$
\begin{array}{r}
\left(\partial_{t} \boldsymbol{u}, \boldsymbol{v}\right)+\varepsilon(\nabla \boldsymbol{u}, \nabla \boldsymbol{v})+((\boldsymbol{u} \cdot \nabla) \boldsymbol{u}, \boldsymbol{v})-(\nabla \cdot \boldsymbol{v}, p)+(\nabla \cdot \boldsymbol{u}, q)-\left(\theta, v^{d}\right)=\left(\boldsymbol{f}_{u}, \boldsymbol{v}\right),  \tag{5}\\
\left(\partial_{t} \theta, w\right)+\hat{\varepsilon}(\nabla \theta, \nabla w)+((\boldsymbol{u} \cdot \nabla) \theta, w)+(\boldsymbol{c} \cdot \boldsymbol{u}, w)=\left(f_{\theta}, w\right),
\end{array}
$$

where $v^{d}$ denotes the last component of $\boldsymbol{v}$. We will denote by

$$
H^{\mathrm{div}}=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d}|\nabla \cdot \boldsymbol{u}=0, \boldsymbol{u} \cdot \mathbf{n}|_{\partial \Omega}=0\right\}
$$

and

$$
V^{\mathrm{div}}=\{\boldsymbol{u} \in V \mid \nabla \cdot \boldsymbol{u}=0\} .
$$

From Helmholzt decomposition we can write

$$
L^{2}(\Omega)^{d}=H^{\mathrm{div}}+\left(H^{\mathrm{div}}\right)^{\perp}
$$

where

$$
\left(H^{\mathrm{div}}\right)^{\perp}=\left\{\boldsymbol{v} \in L^{2}(\Omega)^{d} \mid \boldsymbol{v}=\nabla q, q \in H^{1}(\Omega)\right\}
$$

We will denote by $\Pi: L^{2}(\Omega)^{d} \rightarrow H^{\text {div }}$ the orthogonal projector (known as Leray projector) that maps each function in $L^{2}(\Omega)^{d}$ onto its divergence-free part, so that $\boldsymbol{u} \in L^{2}(\Omega)^{d}$ can be decomposed as $\boldsymbol{u}=\Pi \boldsymbol{u}+\nabla q, q \in H^{1}(\Omega)$. The Stokes operator in $\Omega$ is given by

$$
A: \mathcal{D}(A) \subset H^{\text {div }} \rightarrow H^{\text {div }}, \quad A=-\Pi \Delta, \quad \mathcal{D}(A)=H^{2}(\Omega)^{d} \cap V^{\text {div }}
$$

The following Sobolev's embedding [1] will be used in the analysis: For $1 \leq p<d / s$ let $q$ be such that $\frac{1}{q}=\frac{1}{p}-\frac{s}{d}$. There exists a positive constant $C$, independent of $s$, such that

$$
\begin{equation*}
\|v\|_{L^{q^{\prime}}(\Omega)} \leq C\|v\|_{W^{s, p}(\Omega)}, \quad \frac{1}{q^{\prime}} \geq \frac{1}{q}, \quad v \in W^{s, p}(\Omega) \tag{6}
\end{equation*}
$$

If $p>d / s$ the above relation is valid for $q^{\prime}=\infty$. A similar embedding inequality holds for vector-valued functions.

Let $V_{h} \subset V, Q_{h} \subset Q$ and $W_{h} \subset H_{0}^{1}(\Omega)$ be families of finite element spaces composed of piecewise polynomials containing those of degrees at most $k$ for velocity and temperature and $l$ for the pressure, that correspond to a family of partitions $\mathcal{T}_{h}$ of $\Omega$ into mesh cells $K$ with diameter $h_{K}$ and maximal contained ball of radius $\rho_{K}$ and with maximal diameter $h$, satisfying the regularity assumption

$$
\begin{equation*}
\max _{K \in \mathcal{T}_{h}} \frac{h_{K}}{\rho_{K}} \leq c_{0} \tag{7}
\end{equation*}
$$

for some $c_{0}>1$. As a consequence of (7), there exist a positive constant $C_{\text {inv }}$ such that the following inverse inequality holds for each $\boldsymbol{v}_{h} \in V_{h}$, and each $K \in \mathcal{T}_{h}$, (see e.g., [4, Theorem 3.2.6])

$$
\begin{equation*}
\left\|\boldsymbol{v}_{h}\right\|_{W^{m, p}(K)} \leq C_{\mathrm{inv}} h_{K}^{n-m-d\left(\frac{1}{q}-\frac{1}{p}\right)}\left\|\boldsymbol{v}_{h}\right\|_{W^{n, q}(K)} \tag{8}
\end{equation*}
$$

where $0 \leq n \leq m \leq 1,1 \leq q \leq p \leq \infty$. We will further assume that the meshes are quasi-uniform so that, at the price of a larger $C_{\text {inv }}$, we can replace $h_{K}$ by $h$ and $K$ by $\Omega$ in (8).

In this paper, we will only consider finite element spaces satisfying the discrete inf-sup condition,

$$
\begin{equation*}
\inf _{q_{h} \in Q_{h}} \sup _{\boldsymbol{v}_{h} \in V_{h}} \frac{\left(\nabla \cdot \boldsymbol{v}_{h}, q_{h}\right)}{\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}\left\|q_{h}\right\|_{0}} \geq \beta_{0} \tag{9}
\end{equation*}
$$

with $\beta_{0}>0$, a constant independent of the mesh size $h$. For example, for the MINI element it is $k=l=1$ and for the Hood-Taylor element one has $l=k-1$. Since error bounds for the pressure depend both on $l$ and the regularity of the pressure and we will assume $p \in H^{k}(\Omega)$ and $l \geq k-1$ (in (46) below we apply (13) with $j=k-1$ ) in the sequel the error bounds will be written depending only on $k$. Apart from this continuous pressure spaces, other mixed finite elements such as the Crouzeix-Raviart element are covered by the analysis in the present paper, since we do not assume continuity of the pressure approximation.

The space of discrete divergence-free functions is denoted by

$$
V_{h}^{\mathrm{div}}=\left\{\boldsymbol{v}_{h} \in V_{h} \mid\left(\nabla \cdot \boldsymbol{v}_{h}, q_{h}\right)=0 \quad \forall q_{h} \in Q_{h}\right\}
$$

and by $A_{h}: V_{h}^{\text {div }} \rightarrow V_{h}^{\text {div }}$ is denoted the following linear operator

$$
\begin{equation*}
\left(A_{h} \boldsymbol{v}_{h}, \boldsymbol{w}_{h}\right)=\left(\nabla \boldsymbol{v}_{h}, \nabla \boldsymbol{w}_{h}\right) \quad \forall \boldsymbol{v}_{h}, \boldsymbol{w}_{h} \in V_{h}^{\text {div }} . \tag{10}
\end{equation*}
$$

Note that from this definition, it follows for $\boldsymbol{v}_{h} \in V_{h}^{\text {div }}$ that

$$
\left\|A_{h}^{1 / 2} \boldsymbol{v}_{h}\right\|_{0}=\left\|\nabla \boldsymbol{v}_{h}\right\|_{0}, \quad\left\|\nabla A_{h}^{-1 / 2} \boldsymbol{v}_{h}\right\|_{0}=\left\|\boldsymbol{v}_{h}\right\|_{0}
$$

In what follows, $P_{h}, P_{h}^{0}$ and $\Pi_{h}^{\text {div }}$ denote the standard $L^{2}$ projection onto $W_{h}$, $Q_{h}$ and $V_{h}$, which satisfy the following error bounds for $m=0,1$,

$$
\begin{align*}
\left\|\theta-P_{h} \theta\right\|_{m} \leq C h^{j+1-m}\|\theta\|_{j+1}, & \forall \theta \in H^{j+1}(\Omega) \cap H_{0}^{1}(\Omega), \quad j=0, \ldots, k,  \tag{11}\\
\left\|q-P_{h}^{0} q\right\|_{m} \leq C h^{j+1-m}\|q\|_{j+1}, & \forall q \in Q \cap H^{j+1}(\Omega), \quad j=0, \ldots, l,  \tag{12}\\
\left\|\left(I-\Pi_{h}^{\mathrm{div}}\right) \boldsymbol{v}\right\|_{m} \leq C h^{j+1-m}\|\boldsymbol{v}\|_{j+1}, & \forall \boldsymbol{v} \in V^{\mathrm{div}} \cap H^{j+1}(\Omega)^{d}, \quad j=0, \ldots, k, \tag{13}
\end{align*}
$$

the case $m=1$ in the three estimates above being true due to the assumption that the meshes are quasi-uniform. We denote by $I_{h}$ the Clément [7] interpolant taking value 0 on $\partial \Omega$, which, for a constant $C_{I}>0$ satisfies that

$$
\begin{equation*}
\left\|\theta-I_{h} \theta\right\|_{W^{m, p}} \leq C_{I} h^{j+1-m}\|\theta\|_{W^{j+1, p}}, \quad j=0, \ldots, k, \quad m=0,1 \tag{14}
\end{equation*}
$$

For $k=1$ and $d=3$ we will use the the elliptic projection $\pi_{h} \theta \in W_{h}$ of a function $\theta \in H^{k+1}(\Omega) \cap H_{0}^{1}(\Omega)$ satisfying

$$
\left(\nabla \pi_{h} \theta, \nabla w_{h}\right)=\left(\nabla \theta, \nabla w_{h}\right), \quad \forall w_{h} \in W_{h},
$$

one has for $0 \leq m \leq 1$

$$
\begin{equation*}
\left\|\theta-\pi_{h} \theta\right\|_{m} \leq C h^{j+1-m}\|\theta\|_{j+1}, \quad j=0, \ldots, k \tag{15}
\end{equation*}
$$

And, also (see [16])

$$
\begin{equation*}
\log (1 / h)^{-\bar{k}}\left\|\theta-\pi_{h} \theta\right\|_{\infty}+h\left\|\nabla\left(\theta-\pi_{h} \theta\right)\right\|_{\infty} \leq C h\|\theta\|_{W^{1, \infty}(\Omega)}, \tag{16}
\end{equation*}
$$

where $\bar{k}=1$ if $k=1$ and $\bar{k}=0$ otherwise. Finally, following [10] we consider a special Stokes projection of the velocity field that we will denote by $s_{h}$ defined by

$$
\left(\nabla s_{h}, \nabla \boldsymbol{v}_{h}\right)=\left(\nabla \boldsymbol{u}, \nabla \boldsymbol{v}_{h}\right), \quad \forall \boldsymbol{v}_{h} \in V_{h}^{\text {div }} .
$$

More precisely, considering the Stokes problem

$$
\begin{aligned}
-\varepsilon \Delta \boldsymbol{v}+\nabla q & =\boldsymbol{f} \\
\boldsymbol{v} & \text { in } \Omega \\
\nabla \cdot \boldsymbol{0} & \text { on } \partial \Omega \\
\nabla & \text { in } \Omega
\end{aligned}
$$

with right-hand side $\boldsymbol{f}=-\epsilon \Delta \boldsymbol{u}=\boldsymbol{f}_{\boldsymbol{u}}-\partial_{t} \boldsymbol{u}-(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-\nabla p+\theta \boldsymbol{e}_{d}$ and solution $(\boldsymbol{v}, q)=(\boldsymbol{u}, 0)$ the pair $\left(s_{h}, l_{h}\right) \in V_{h} \times Q_{h}$ is the mixed finite element approximation to this Stokes problem and satisfies the bounds

$$
\begin{align*}
\left\|\boldsymbol{u}-\boldsymbol{s}_{h}\right\|_{0}+h\left\|\boldsymbol{u}-\boldsymbol{s}_{h}\right\|_{1} & \leq C h^{j+1}\|\boldsymbol{u}\|_{j+1},
\end{aligned} \begin{aligned}
\left\|l_{h}\right\|_{0} & \leq C \varepsilon h^{j}\|\boldsymbol{u}\|_{j+1}, \tag{17}
\end{align*} \quad 0 \leq j \leq k, ~ \$
$$

where the constant $C$ does not depend on $\varepsilon$, see [10]. Following [6], one can also obtain the following bound for $s_{h}$

$$
\begin{equation*}
\left\|\nabla\left(\boldsymbol{u}-\boldsymbol{s}_{h}\right)\right\|_{\infty} \leq C\|\nabla \boldsymbol{u}\|_{\infty} \tag{19}
\end{equation*}
$$

where $C$ does not depend on $\varepsilon$.
In the sequel, we will also need $L^{\infty}$ bounds of $P_{h} \theta$ that we obtain now. Let us observe that by writing $P_{h} \theta=I_{h} \theta+\left(P_{h} \theta-I_{h} \theta\right)$, where $I_{h}$ is the standard Lagrange interpolant and applying (8),

$$
\left\|P_{h} \theta\right\|_{\infty} \leq\left\|I_{h} \theta\right\|_{\infty}+C_{\mathrm{inv}} h^{-d / 2}\left\|P_{h} \theta-I_{h} \theta\right\|_{0} \leq C\|\theta\|_{\infty}+C_{\mathrm{inv}} h^{-d / 2}\left\|P_{h} \theta-I_{h} \theta\right\|_{0}
$$

where in the last inequality we have bounded $\left\|I_{h} \theta\right\|_{\infty} \leq C\|\theta\|_{\infty}$. We write $\| P_{h} \theta-$ $I_{h} \theta\left\|_{0} \leq\right\| P_{h} \theta-\theta\left\|_{0}+\right\| \theta-I_{h} \theta\left\|_{0} \leq 2\right\| \theta-I_{h} \theta \|_{0}$ and then

$$
\begin{aligned}
\left\|I_{h} \theta-\theta\right\|_{0} & \leq\left\|I_{h} \theta-\theta\right\|_{0}^{2-d / 2}\left\|I_{h} \theta-\theta\right\|_{0}^{d / 2-1} \leq C\left(\|\theta\|_{1} h\right)^{2-d / 2}\left(\|\theta\|_{2} h^{2}\right)^{d / 2-1} \\
& =C\|\theta\|_{1}^{2-d / 2}\|\theta\|_{2}^{d / 2-1} h^{d / 2}
\end{aligned}
$$

where in the last inequality we have applied (14) with $j=0$ and $j=1$. Thus, it follows that

$$
\begin{equation*}
\left\|P_{h} \theta\right\|_{\infty} \leq C\|\theta\|_{\infty}+C\|\theta\|_{1}^{2-d / 2}\|\theta\|_{2}^{d / 2-1} \leq C\|\theta\|_{d-2}^{1 / 2}\|\theta\|_{2}^{1 / 2} \tag{20}
\end{equation*}
$$

where in the last inequality, for $d=2$, we have applied the standard interpolation inequality $\|\theta\|_{1} \leq C\left(\|\theta\|_{0}\|\theta\|_{2}\right)^{1 / 2}$, and for $d=2,3$ we have applied Agmon's inequality [2], [8, Lemma 4.10], [11]

$$
\begin{equation*}
\|\theta\|_{\infty} \leq C\|\theta\|_{d-2}^{1 / 2}\|\theta\|_{2}^{1 / 2} \tag{21}
\end{equation*}
$$

Arguing similarly, we also have

$$
\begin{gather*}
\left\|\pi_{h} \theta\right\|_{\infty} \leq C\|\theta\|_{d-2}^{1 / 2}\|\theta\|_{2}^{1 / 2}  \tag{22}\\
\left\|\Pi_{h}^{\operatorname{div}} \boldsymbol{u}\right\|_{\infty} \leq C\|\boldsymbol{u}\|_{d-2}^{1 / 2}\|\boldsymbol{u}\|_{2}^{1 / 2}, \quad\left\|\boldsymbol{s}_{h}\right\|_{\infty} \leq C\|\boldsymbol{u}\|_{d-2}^{1 / 2}\|\boldsymbol{u}\|_{2}^{1 / 2} \tag{23}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\nabla P_{h} \theta\right\|_{\infty} \leq C\|\theta\|_{d-1}^{1 / 2}\|\theta\|_{3}^{1 / 2}, \quad\left\|\nabla \Pi_{h}^{\mathrm{div}} \boldsymbol{u}\right\|_{\infty} \leq C\|\boldsymbol{u}\|_{d-1}^{1 / 2}\|\boldsymbol{u}\|_{3}^{1 / 2} \tag{24}
\end{equation*}
$$

where the estimates (24) are valid for $d=2, k \geq 1$ and for $d=3$ and $k \geq 2$ only. For this reason, for $k=1$, we will use the following estimates, which are consequence of $(16)$ and $\sqrt{19})$.

$$
\begin{equation*}
\left\|\nabla \pi_{h} \theta\right\|_{\infty} \leq C\|\theta\|_{W^{1, \infty}}, \quad\left\|\nabla \boldsymbol{s}_{h}\right\|_{\infty} \leq C\|\boldsymbol{u}\|_{W^{1, \infty}} \tag{25}
\end{equation*}
$$

The method we consider to approximate equations (2) with homogeneous Dirichlet boundary condition is the standard Galerkin method with grad-div stabilization that reads as follows: Find $\left(\boldsymbol{u}_{h}, p_{h}, \theta_{h}\right):(0, T] \rightarrow V_{h} \times Q_{h} \times W_{h}$ such that

$$
\begin{align*}
&\left(\partial_{t} \boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+\varepsilon\left(\nabla \boldsymbol{u}_{h}, \nabla \boldsymbol{v}_{h}\right)+b\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)-\left(p_{h}, \nabla \cdot \boldsymbol{v}_{h}\right)+\left(\nabla \cdot \boldsymbol{u}_{h}, q_{h}\right) \\
&+\mu\left(\nabla \cdot \boldsymbol{u}_{h}, \nabla \cdot \boldsymbol{v}_{h}\right)-\left(\theta_{h}, v_{h}^{d}\right)=\left(\boldsymbol{f}_{\boldsymbol{u}}, \boldsymbol{v}_{h}\right)  \tag{26}\\
&\left(\partial_{t} \theta_{h}, w_{h}\right)+\hat{\varepsilon}\left(\nabla \theta_{h}, \nabla w_{h}\right)+b\left(\boldsymbol{u}_{h}, \theta_{h}, w_{h}\right)+\left(\boldsymbol{c} \cdot \boldsymbol{u}_{h}, w_{h}\right)=\left(\boldsymbol{f}_{\theta}, w_{h}\right) \tag{27}
\end{align*}
$$

for all $\left(\boldsymbol{v}_{h}, q_{h}, w_{h}\right) \in V_{h} \times Q_{h} \times W_{h}$, with $\boldsymbol{u}_{h}(0)=I_{h} \boldsymbol{u}_{0}$. Here, and in the rest of the paper, $v_{h}^{d}$ denotes the last component of $\boldsymbol{v}_{h}$. The trilinear form $b$ is defined by

$$
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=(B(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}) \quad \forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in H_{0}^{1}(\Omega)^{d}
$$

where,

$$
B(\boldsymbol{u}, \boldsymbol{v})=(\boldsymbol{u} \cdot \nabla) \boldsymbol{v}+\frac{1}{2}(\nabla \cdot \boldsymbol{u}) \boldsymbol{v} \quad \forall \boldsymbol{u}, \boldsymbol{v} \in H_{0}^{1}(\Omega)^{d}
$$

Notice the well-known property

$$
\begin{equation*}
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=-b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v}) \quad \forall \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in V \tag{28}
\end{equation*}
$$

such that, in particular, $b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{w})=0$ for all $\boldsymbol{u}, \boldsymbol{w} \in V$.
Before getting the error bounds of the method we will prove the existence and uniqueness of the solution of (26)-(27). We will argue as in [12, Lemma 7.12], see also [9, Theorem 1]. We observe that (26)-(27) is a system of ordinary differential equations in which the right-hand side belongs to $L^{2}(0, T)$. In case the right-hand side is continuous in $[0, T]$ we can apply Peano theorem for existence and if not one has to resort to the Carathéodory theorem. Since on the right-hand side functions appear linearly and quadratically, the Lipschitz condition is satisfied. Then, the local existence and uniqueness in some maximal interval inside $[0, T]$ can be concluded. The existence of the solution in the time interval $[0, T]$ can be achieved proving that the solution is bounded in such interval. We bound the velocity and the temperature in the following theorem. Bounds for the pressure can be easily obtained using the inf-sup condition (9)

Theorem 1 Let $\boldsymbol{u}_{h}, \theta_{h}$ be the velocity and temperature approximations in equations (26)-(27). Then, for $K$ defined in (30) the following bounds hold

$$
\begin{align*}
& \left\|\boldsymbol{u}_{h}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)}^{2}+\left\|\theta_{h}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)}^{2}+2 \varepsilon\left\|\nabla \boldsymbol{u}_{h}\right\|_{L^{2}\left(0, T ; L^{2}\right)}^{2} \\
& \quad+2 \mu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{L^{2}\left(0, T ; L^{2}\right)}^{2}+2 \hat{\varepsilon}\left\|\nabla \theta_{h}\right\|_{L^{2}\left(0, T ; L^{2}\right)}^{2}  \tag{29}\\
& \quad \leq e^{K T}\left(\left\|\boldsymbol{u}_{h}(0)\right\|_{0}^{2}+\left\|\theta_{h}(0)\right\|_{0}^{2}\right)+\frac{1}{K}\left(e^{K T}-1\right)\left(\left\|\boldsymbol{f}_{\boldsymbol{u}}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)}^{2}+\left\|\boldsymbol{f}_{\theta}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)}^{2}\right)
\end{align*}
$$

Proof We take in (26)-27) $\boldsymbol{v}_{h}=\boldsymbol{u}_{h}$ and $w_{h}=\theta_{h}$. Using the skew-symmetric property 28 of the bilinear term we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2}+\varepsilon\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}+\mu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2} \leq & \frac{1}{2}\left\|\theta_{h}\right\|_{0}^{2}+\frac{1}{2}\left\|\boldsymbol{f}_{\boldsymbol{u}}\right\|_{0}^{2}+\left\|\boldsymbol{u}_{h}\right\|_{0}^{2} \\
\frac{1}{2} \frac{d}{d t}\left\|\theta_{h}\right\|_{0}^{2}+\hat{\varepsilon}\left\|\nabla \theta_{h}\right\|_{0}^{2} \leq & \frac{1}{2}\|\boldsymbol{c}\|_{\infty}\left\|\boldsymbol{u}_{h}\right\|_{0}^{2}+\frac{1}{2}\|\boldsymbol{c}\|_{\infty}\left\|\theta_{h}\right\|_{0}^{2} \\
& +\frac{1}{2}\left\|\boldsymbol{f}_{\theta}\right\|_{0}^{2}+\frac{1}{2}\left\|\theta_{h}\right\|_{0}^{2}
\end{aligned}
$$

Multiplying by 2 , adding the above equations and denoting by

$$
\begin{equation*}
K=2+\|\boldsymbol{c}\|_{L^{\infty}\left(0, T ; L^{\infty}\right)}, \quad a(t)=\left\|\boldsymbol{u}_{h}\right\|_{0}^{2}+\left\|\theta_{h}\right\|_{0}^{2} \tag{30}
\end{equation*}
$$

we obtain

$$
\frac{d}{d t} a(t)+2 \varepsilon\left\|\nabla \boldsymbol{u}_{h}\right\|_{0}^{2}+2 \mu\left\|\nabla \cdot \boldsymbol{u}_{h}\right\|_{0}^{2}+2 \hat{\varepsilon}\left\|\nabla \theta_{h}\right\|_{0}^{2} \leq K a(t)+\left\|\boldsymbol{f}_{\boldsymbol{u}}\right\|_{0}^{2}+\left\|\boldsymbol{f}_{\theta}\right\|_{0}^{2}
$$

Multiplying by $e^{-K t}$ and integrating in time we reach

$$
\begin{aligned}
& \left\|\boldsymbol{u}_{h}(t)\right\|_{0}^{2}+\left\|\theta_{h}(t)\right\|_{0}^{2}+\int_{0}^{t} 2 \varepsilon\left\|\nabla \boldsymbol{u}_{h}(s)\right\|_{0}^{2}+2 \mu\left\|\nabla \cdot \boldsymbol{u}_{h}(s)\right\|_{0}^{2}+2 \hat{\varepsilon}\left\|\nabla \theta_{h}(s)\right\|_{0}^{2} d s \\
\leq & e^{K t}\left(\left\|\boldsymbol{u}_{h}(0)\right\|_{0}^{2}+\left\|\theta_{h}(0)\right\|_{0}^{2}\right)+\frac{1}{K}\left(e^{K t}-1\right)\left(\left\|\boldsymbol{f}_{\boldsymbol{u}}\right\|_{L^{\infty}\left(0, t ; L^{2}\right)}^{2}+\left\|\boldsymbol{f}_{\theta}\right\|_{L^{\infty}\left(0, t ; L^{2}\right)}^{2}\right)
\end{aligned}
$$

## 3 Error analysis of the method

### 3.1 Error bounds for the velocity and the temperature

Because of the estimates $(24)$ are not valid when $k=1$ and $d=3$, we will deal with the case $k=1$ differently. Let us then define

$$
\bar{k}= \begin{cases}1, & \text { if } k=1  \tag{31}\\ 0, & \text { otherwise }\end{cases}
$$

and let us denote by

$$
\hat{\boldsymbol{u}}_{h}=\left\{\begin{array}{ll}
\boldsymbol{s}_{h}, & \text { if } k=1, \\
\Pi_{h}^{\text {div }} \boldsymbol{u}, & \text { otherwise },
\end{array} \quad \hat{\theta}_{h}= \begin{cases}\pi_{h} \theta, & \text { if } k=1 \\
P_{h} \theta, & \text { otherwise }\end{cases}\right.
$$

and

$$
\boldsymbol{e}_{h}=\boldsymbol{u}_{h}-\hat{\boldsymbol{u}}_{h}, \quad \eta_{h}=\theta_{h}-\hat{\theta}_{h}
$$

We concentrate first in the case $k \geq 2$. Then, for $\boldsymbol{v}_{h} \in V_{h}^{\text {div }}$ we get

$$
\begin{align*}
& \left(\partial_{t} \boldsymbol{e}_{h}, \boldsymbol{v}_{h}\right)+\varepsilon\left(\nabla \boldsymbol{e}_{h}, \nabla \boldsymbol{v}_{h}\right)+b\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)-b\left(\hat{\boldsymbol{u}}_{h}, \hat{\boldsymbol{u}}_{h}, \boldsymbol{v}_{h}\right)+\mu\left(\nabla \cdot \boldsymbol{e}_{h}, \nabla \cdot \boldsymbol{v}_{h}\right) \\
& \quad-\left(\eta_{h}, v_{h}^{d}\right)=\varepsilon\left(\nabla \boldsymbol{\tau}_{1}, \nabla \boldsymbol{v}_{h}\right)+\left(\boldsymbol{\tau}_{2}, \boldsymbol{v}_{h}\right)+\left(\tau_{3}+\tau_{4}, \nabla \cdot \boldsymbol{v}_{h}\right)-\left(\tau_{5}, v_{h}^{d}\right), \tag{32}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{\tau}_{1}=\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}, \quad \boldsymbol{\tau}_{2}=B(\boldsymbol{u}, \boldsymbol{u})-B\left(\hat{\boldsymbol{u}}_{h}, \hat{\boldsymbol{u}}_{h}\right), \\
\tau_{3}=p-P_{h}^{0} p, \quad \tau_{4}=\mu\left(\nabla \cdot\left(\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right)\right), \quad \tau_{5}=\theta-\hat{\theta}_{h} \tag{33}
\end{align*}
$$

And, for $w_{h} \in W_{h}$

$$
\begin{align*}
& \left(\partial_{t} \eta_{h}, w_{h}\right)+\hat{\varepsilon}\left(\nabla \eta_{h}, \nabla w_{h}\right)+b\left(\boldsymbol{u}_{h}, \eta_{h}, w_{h}\right)+\left(\boldsymbol{c} \cdot \boldsymbol{e}_{h}, w_{h}\right)= \\
& \quad b\left(\boldsymbol{u}, \theta, w_{h}\right)-b\left(\boldsymbol{u}_{h}, \hat{\theta}_{h}, w_{h}\right)+\left(\boldsymbol{c} \cdot\left(\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right), w_{h}\right)+\hat{\varepsilon}\left(\nabla \tau_{5}, \nabla w_{h}\right) . \tag{34}
\end{align*}
$$

Now we will take $\boldsymbol{v}_{h}=\boldsymbol{e}_{h}$ in (32) and $w_{h}=\eta_{h}$ in (34). To bound the nonlinear term we argue as in [10] and apply the skew-symmetric property (28) to get

$$
b\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}, \boldsymbol{e}_{h}\right)-b\left(\hat{\boldsymbol{u}}_{h}, \hat{\boldsymbol{u}}_{h}, \boldsymbol{e}_{h}\right)=b\left(\boldsymbol{e}_{h}, \hat{\boldsymbol{u}}_{h}, \boldsymbol{e}_{h}\right)+b\left(\boldsymbol{u}_{h}, \boldsymbol{e}_{h}, \boldsymbol{e}_{h}\right)=b\left(\boldsymbol{e}_{h}, \hat{\boldsymbol{u}}_{h}, \boldsymbol{e}_{h}\right)
$$

And

$$
\begin{align*}
\left|b\left(\boldsymbol{e}_{h}, \hat{\boldsymbol{u}}_{h}, \boldsymbol{e}_{h}\right)\right| & \leq\left\|\nabla \hat{\boldsymbol{u}}_{h}\right\|_{\infty}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{1}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}\| \| \boldsymbol{e}_{h} \|_{0} \\
& \leq\left\|\nabla \hat{\boldsymbol{u}}_{h}\right\|_{\infty}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{\mu}{4}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}}{4 \mu}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2} . \tag{35}
\end{align*}
$$

Remark 1 Notice that the grad-div stabilization term is essential in the above error bound since the second term on the right-hand side of (35) will be absorbed into the left-hand side of the error equation thanks to the grad-div term. Also, the chosen skew-symmetric form of the nonlinear term is essential since in case one considers the standard convective form of the nonlinear term the contribution $b\left(\boldsymbol{u}_{h}, \boldsymbol{e}_{h}, \boldsymbol{e}_{h}\right)$ would be equal to ( $\boldsymbol{u}_{h} \cdot \nabla \boldsymbol{e}_{h}, \boldsymbol{e}_{h}$ ) instead of zero. Then, one needs to handle this term which seems not to be easy with the error analysis we apply.

Then, we get for the first error equation

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{\varepsilon}{2}\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{\mu}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2} \leq\left(1+\left\|\nabla \hat{\boldsymbol{u}}_{h}\right\|_{\infty}+\frac{\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}}{4 \mu}\right)\left\|\boldsymbol{e}_{h}\right\|_{0}^{2} \\
+\frac{1}{2}\left\|\eta_{h}\right\|_{0}^{2}+\frac{\varepsilon}{2}\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2}+\left\|\boldsymbol{\tau}_{2}\right\|_{0}^{2}+\frac{1}{\mu}\left\|\tau_{3}+\tau_{4}\right\|_{0}^{2}+\left\|\tau_{5}\right\|_{0}^{2} \tag{36}
\end{array}
$$

For the second error equation, since applying (28) we get $b\left(\boldsymbol{u}_{h}, \eta_{h}, \eta_{h}\right)=0$ and then

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|\eta_{h}\right\|_{0}^{2}+\frac{\hat{\varepsilon}}{2}\left\|\nabla \eta_{h}\right\|_{0}^{2} \leq \\
\quad\left|b\left(\boldsymbol{u}, \theta, \eta_{h}\right)-b\left(\boldsymbol{u}_{h}, \hat{\theta}_{h}, \eta_{h}\right)\right|+\frac{\hat{\varepsilon}}{2}\left\|\nabla \tau_{5}\right\|_{0}^{2}+\frac{\|\boldsymbol{c}\|_{\infty}}{2}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}  \tag{37}\\
\\
\quad\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0}^{2}+\|\boldsymbol{c}\|_{\infty}\left\|\eta_{h}\right\|_{0}^{2}
\end{gather*}
$$

We only need to bound the first term on the right hand side of (37). Then, we observe that

$$
\begin{equation*}
b\left(\boldsymbol{u}, \theta, \eta_{h}\right)-b\left(\boldsymbol{u}_{h}, \hat{\theta}_{h}, \eta_{h}\right)=\left(\boldsymbol{u} \cdot \nabla \theta, \eta_{h}\right)-\left(\boldsymbol{u}_{h} \cdot \nabla \hat{\theta}_{h}, \eta_{h}\right)-\frac{1}{2}\left(\left(\nabla \cdot \boldsymbol{u}_{h}\right) \hat{\theta}_{h}, \eta_{h}\right) . \tag{38}
\end{equation*}
$$

For the first two terms on the right-hand side of (38) adding and subtracting $\hat{\boldsymbol{u}}_{h}$ and applying Sobolev inequality (6) we get

$$
\begin{align*}
& \left(\boldsymbol{u} \cdot \nabla \theta, \eta_{h}\right)-\left(\boldsymbol{u}_{h} \cdot \nabla \hat{\theta}_{h}, \eta_{h}\right)=\left(\left(\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right) \cdot \nabla \theta, \eta_{h}\right)+\left(\hat{\boldsymbol{u}}_{h} \cdot \nabla \tau_{5}, \eta_{h}\right)-\left(\boldsymbol{e}_{h} \cdot \nabla \hat{\theta}_{h}, \eta_{h}\right) \\
& \quad \leq\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{L^{2 d}}\|\nabla \theta\|_{L^{2 d /(d-1)}}\left\|\eta_{h}\right\|_{0}+\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}\left\|\tau_{5}\right\|_{1}\left\|\eta_{h}\right\|_{0}+\left\|\boldsymbol{e}_{h}\right\|_{0}\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}\left\|\eta_{h}\right\|_{0} \quad(39)  \tag{39}\\
& \quad \leq C\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2}\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{2}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2}+\left\|\eta_{h}\right\|_{0}^{2}+\frac{1}{2}\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}\left(\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\left\|\eta_{h}\right\|_{0}^{2}\right) .
\end{align*}
$$

For the third term on the right-hand side of (38) arguing similarly we reach

$$
\begin{align*}
\left(\left(\nabla \cdot \boldsymbol{u}_{h}\right) \hat{\theta}_{h}, \eta_{h}\right) & =\left(\left(\nabla \cdot \boldsymbol{e}_{h}\right) \hat{\theta}_{h}, \eta_{h}\right)+\left(\left(\nabla \cdot\left(\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right)\right) \hat{\theta}_{h}, \eta_{h}\right) \\
& \leq\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}\left\|\hat{\theta}_{h}\right\|_{\infty}\left\|\eta_{h}\right\|_{0}+\left\|\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right\|_{1}\left\|\hat{\theta}_{h}\right\|_{\infty}\left\|\eta_{h}\right\|_{0}  \tag{40}\\
& \leq \frac{\mu}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2}+\frac{1}{2} \frac{\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}}{\mu}\left\|\eta_{h}\right\|_{0}^{2}+\frac{1}{2}\left\|\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right\|_{1}^{2}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}+\frac{\left\|\eta_{h}\right\|_{0}^{2}}{2}
\end{align*}
$$

Inserting (39) and (40) in (38) we reach

$$
\begin{aligned}
\left|b\left(\boldsymbol{u}, \theta, \eta_{h}\right)-b\left(\boldsymbol{u}_{h}, \hat{\theta}_{h}, \eta_{h}\right)\right| \leq( & \left.\frac{5}{4}+\frac{1}{2}\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}+\frac{\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}}{4 \mu}\right)\left\|\eta_{h}\right\|_{0}^{2}+\frac{1}{2}\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}\left\|\boldsymbol{e}_{h}\right\|_{0}^{2} \\
& +\frac{\mu}{4}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2}+\left(C\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{4}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}\right)\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2} \\
& +\frac{1}{2}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2} .
\end{aligned}
$$

Going back to (37) we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\eta_{h}\right\|_{0}^{2}+\frac{\hat{\varepsilon}}{2}\left\|\nabla \eta_{h}\right\|_{0}^{2} \leq( \frac{5}{4} \\
&\left.+\|\boldsymbol{c}\|_{\infty}+\frac{1}{2}\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}+\frac{\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}}{4 \mu}\right)\left\|\eta_{h}\right\|_{0}^{2} \\
&+\frac{1}{2}\left(\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}+\|\boldsymbol{c}\|_{\infty}\right)\left\|\boldsymbol{e}_{h}\right\|_{0}^{2} \\
&+\frac{\mu}{4}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2}+\left(C\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{4}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}\right)\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2}  \tag{41}\\
&+\frac{1}{2}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2}+\frac{\hat{\varepsilon}}{2}\left\|\nabla \tau_{5}\right\|_{0}^{2}+\frac{\|\boldsymbol{c}\|_{\infty}}{2}\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0}^{2} .
\end{align*}
$$

Adding equations (36) and (41) and multiplying by 2 we get

$$
\begin{align*}
& \frac{d}{d t}\left(\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\left\|\eta_{h}\right\|_{0}^{2}\right)+\varepsilon\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}^{2}+\hat{\varepsilon}\left\|\nabla \eta_{h}\right\|_{0}^{2}+\frac{\mu}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2} \leq h(t)\left(\left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\left\|\eta_{h}\right\|_{0}^{2}\right) \\
& \quad+\varepsilon\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2}+2\left\|\boldsymbol{\tau}_{2}\right\|_{0}^{2}+\frac{2}{\mu}\left\|\tau_{3}+\tau_{4}\right\|_{0}^{2}+2\left\|\tau_{5}\right\|_{0}^{2}+\|\boldsymbol{c}\|_{\infty}\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0}^{2} \\
& \quad+\left(C\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{2}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}\right)\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2}+\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2}+\hat{\varepsilon}\left\|\nabla \tau_{5}\right\|_{0}^{2} \tag{42}
\end{align*}
$$

where

$$
\begin{gathered}
h(t)=\max \left(2+2\left\|\nabla \hat{\boldsymbol{u}}_{h}\right\|_{\infty}+\frac{1}{2 \mu}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}+\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}+\|\boldsymbol{c}\|_{\infty}\right. \\
\left.\frac{7}{2}+2\|\boldsymbol{c}\|_{\infty}+\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}+\frac{1}{2 \mu}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}\right)
\end{gathered}
$$

Observe that in view of $L^{\infty}$ bounds (20,24), except when $d=3$ and $k=1$, we have that $h(t)$ is in $L^{1}(0, T)$ if $\|\theta\|_{2}$ and $\|\boldsymbol{u}\|_{2}$ are bounded and $\|\theta\|_{W^{1, \infty}}$ and $\|\boldsymbol{u}\|_{W^{1, \infty}}$ (or $\|\theta\|_{3}^{1 / 2}$ and $\|\boldsymbol{u}\|_{3}^{1 / 2}$ ) are in $L^{1}(0, T)$, which is the case if both $\theta$ and $\boldsymbol{u}$ are sufficiently regular. Let us also observe that from (20) and Sobolev inequality (6) we get for the first term on the last line of (42)

$$
C\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{2}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2} \leq C\left(\|\theta\|_{2}+\|\theta\|_{d-2}^{1 / 2}\|\theta\|_{2}^{1 / 2}\right) \leq C\|\theta\|_{2} .
$$

Let us denote by

$$
\begin{aligned}
a(t)= & \left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\left\|\eta_{h}\right\|_{0}^{2} \\
b(t)= & \varepsilon\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}^{2}+\hat{\varepsilon}\left\|\nabla \eta_{h}\right\|_{0}^{2}+\frac{\mu}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2} \\
c(t)= & \varepsilon\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2}+2\left\|\boldsymbol{\tau}_{2}\right\|_{0}^{2}+\frac{2}{\mu}\left\|\tau_{3}+\tau_{4}\right\|_{0}^{2}+2\left\|\tau_{5}\right\|_{0}^{2}+\|\boldsymbol{c}\|_{\infty}\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0}^{2} \\
& +\left(C\|\nabla \theta\|_{L^{2 d /(d-1)}}^{2}+\frac{1}{2}\left\|\hat{\theta}_{h}\right\|_{\infty}^{2}\right)\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2}+\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2}+\hat{\varepsilon}\left\|\nabla \tau_{5}\right\|_{0}^{2} .
\end{aligned}
$$

With the above notation we write (42) as

$$
\frac{d}{d t} a(t)+b(t) \leq h(t) a(t)+c(t) .
$$

Then denoting by

$$
K(t, s)=\int_{s}^{t} h(r) d r,
$$

multiplying by the integrating factor $\exp (-K(t, 0))$ the error equation (42) we get

$$
\frac{d}{d t}\left(e^{-K(t, 0)} a(t)\right)+e^{-K(t, 0)} b(t) \leq e^{-K(t, 0)} c(t)
$$

Integrating in time and multiplying by $\exp (K(t, 0))$ we reach

$$
\begin{align*}
& \left\|\boldsymbol{e}_{h}\right\|_{0}^{2}+\left\|\eta_{h}\right\|_{0}^{2}+\int_{0}^{t} e^{K(t, s)}\left(\varepsilon\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}^{2}+\hat{\varepsilon}\left\|\nabla \eta_{h}\right\|_{0}^{2}+\frac{\mu}{2}\left\|\nabla \cdot \boldsymbol{e}_{h}\right\|_{0}^{2}\right) d s \\
& \quad \leq e^{K(t, 0)}\left(\left\|\boldsymbol{e}_{h}(0)\right\|_{0}^{2}+\left\|\eta_{h}(0)\right\|_{0}^{2}\right)  \tag{43}\\
& \quad+\int_{0}^{t} e^{K(t, s)}\left(\varepsilon\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2}+2\left\|\boldsymbol{\tau}_{2}\right\|_{0}^{2}+\frac{2}{\mu}\left\|\tau_{3}+\tau_{4}\right\|_{0}^{2}+2\left\|\tau_{5}\right\|_{0}^{2}+\|\boldsymbol{c}\|_{\infty}\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0}^{2}\right) d s \\
& \quad+\int_{0}^{t} e^{K(t, s)}\left(C\|\theta\|_{2}\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1}^{2}+\left\|\hat{\boldsymbol{u}}_{h}\right\|_{\infty}^{2}\left\|\tau_{5}\right\|_{1}^{2}+\hat{\varepsilon}\left\|\nabla \tau_{5}\right\|_{0}^{2}\right) d s .
\end{align*}
$$

To conclude we only need to bound the truncation errors on the right-hand side of (43). To bound $\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}$ we apply (13) to get

$$
\begin{equation*}
\varepsilon\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2} \leq C \varepsilon h^{2 k}\|\boldsymbol{u}\|_{k+1}^{2} . \tag{44}
\end{equation*}
$$

For the next truncation error we argue as in [10, (38)] applying (13) to get

$$
\begin{equation*}
\left\|\boldsymbol{\tau}_{2}\right\|_{0}^{2} \leq C h^{2 k}\|\boldsymbol{u}\|_{2}^{2}\|\boldsymbol{u}\|_{k+1}^{2} . \tag{45}
\end{equation*}
$$

And for the next term applying (12) with $m=0$ and $j=k-1$ and (13) we obtain

$$
\begin{equation*}
\left\|\tau_{3}+\tau_{4}\right\|_{0}^{2} \leq C h^{2 k}\left(\|p\|_{k}^{2}+\mu^{2}\|\boldsymbol{u}\|_{k+1}^{2}\right) . \tag{46}
\end{equation*}
$$

Finally $\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{1} \leq C h^{k}\|\boldsymbol{u}\|_{k+1}$ and $\left\|\boldsymbol{u}-\hat{\boldsymbol{u}}_{h}\right\|_{0} \leq C h^{k}\|\boldsymbol{u}\|_{k}$ from (13) and $\left\|\tau_{5}\right\|_{j} \leq$ $C h^{k+1-j}\|\theta\|_{k+1}$ for $j=0,1$ and $\hat{\varepsilon}\left\|\nabla \tau_{5}\right\|_{0} \leq C \hat{\varepsilon} h^{k}\|\theta\|_{k+1}$ from (11).

We deal now with the case $k=1$. Here we must take $\hat{\boldsymbol{u}}_{h}=s_{h}$ and $\hat{\theta}_{h}=\pi_{h} \theta$. Then, in the error equations (32) and (34) the terms $\varepsilon\left(\nabla \tau_{1}, \nabla \boldsymbol{v}_{h}\right)$ and $\hat{\varepsilon}\left(\nabla \tau_{5}, \nabla w_{h}\right)$
must be replaced by $\left(\partial_{t} \boldsymbol{\tau}_{1}, \boldsymbol{v}_{h}\right)$ and $\left(\partial_{t} \tau_{5}, w_{h}\right)$, respectively. Repeating the arguments from (34) onwards (with some obvious changes) we arrive to (43) with $h(t)$ replaced by $1+h(t)$, and $\varepsilon\left\|\nabla \boldsymbol{\tau}_{1}\right\|_{0}^{2}$ and $\hat{\varepsilon}\left\|\nabla \tau_{5}\right\|_{0}^{2}$ replaced by $\left\|\partial_{t} \boldsymbol{\tau}_{1}\right\|_{0}^{2}$ and $\left\|\partial_{t} \tau_{5}\right\|_{0}^{2}$, respectively. Notice also that

$$
\begin{equation*}
\left\|\partial_{t} \boldsymbol{\tau}_{1}\right\|_{0}^{2} \leq C h^{2}\left\|\partial_{t} \boldsymbol{u}\right\|_{1}^{2}, \quad\left\|\partial_{t} \tau_{5}\right\|_{0}^{2} \leq C h^{2}\left\|\partial_{t} \theta\right\|_{1}^{2} \tag{47}
\end{equation*}
$$

Notice also that, applying (25) to bound $\left\|\nabla \hat{\theta}_{h}\right\|_{\infty}$ and $\left\|\nabla \hat{\boldsymbol{u}}_{h}\right\|_{\infty}$, we have that when $k=1 h(t)$ is in $L^{1}(0, T)$ under the same conditions as in the rest of the cases.

Let us also observe that for $d=2,3$ and $k \geq 1$ one has $1 \leq \exp (K(t, s)) \leq$ $\exp (L(T))$ with

$$
\begin{align*}
L(T)=\bar{k} T+\max & \left(\int _ { 0 } ^ { T } \left(2+C\|\boldsymbol{u}\|_{W^{1, \infty}}+\frac{C}{2 \mu}\left(\|\boldsymbol{u}\|_{d-2}\|\boldsymbol{u}\|_{2}\right.\right.\right. \\
& +C\left(\|\theta\|_{W^{1, \infty}}+\|\boldsymbol{c}\|_{L^{\infty}(\Omega)}\right) d s  \tag{48}\\
& \int_{0}^{T}\left(\frac{7}{2}+2\|\boldsymbol{c}\|_{L^{\infty}(\Omega)}+C\left(\|\theta\|_{W^{1, \infty}}+\frac{C}{2 \mu}\|\theta\|_{d-2}\|\theta\|_{2}\right) d s\right)
\end{align*}
$$

where $C$ is independent of $\varepsilon$. Then, by expressing $\boldsymbol{u}_{h}-\boldsymbol{u}=\boldsymbol{e}_{h}+\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}, \theta_{h}-\theta=$ $\eta_{h}-\hat{\theta}_{h}-\theta$ and recalling bounds 11 we arrive to the following result.

Theorem 2 For $T>0$ let us assume for the solution (u, $p, \theta$ ) of (2) that

$$
\begin{gathered}
\boldsymbol{u} \in L^{2}\left(0, T, H^{k+1}(\Omega)^{d}\right) \cap L^{2}\left(0, T, W^{1, \infty}\left(\Omega^{d}\right)\right) \cap L^{\infty}\left(0, T, H^{2}(\Omega)^{d}\right), \\
\theta \in L^{2}\left(0, T, H^{k+1}(\Omega)\right) \cap L^{2}\left(0, T, W^{1, \infty}(\Omega)\right),
\end{gathered}
$$

$\boldsymbol{u}(0) \in H^{k}(\Omega), \theta(0) \in H^{k}(\Omega), \partial_{t} \boldsymbol{u} \in L^{2}\left(0, T, H^{1}(\Omega)^{d}\right), \partial_{t} \theta \in L^{2}\left(0, T, H^{1}(\Omega)\right)$ and $p \in L^{2}\left(0, T, H^{k}(\Omega)\right)$ with $k \geq 1$. Then there exists a positive constant $C$ depending on

$$
\begin{aligned}
& \max _{t \in[0, T]}\left(\|\boldsymbol{u}(t)\|_{k}^{2}+\|\theta(t)\|_{k}^{2}\right) \\
& +\int_{0}^{T}\left(\frac{\|p(t)\|_{H^{k}}^{2}}{\mu}+\bar{k}\left\|\partial_{t} \boldsymbol{u}(t)\right\|_{1}^{2}+\left((1-\bar{k}) \varepsilon+\mu+\|\boldsymbol{u}(t)\|_{2}^{2}\right)\|\boldsymbol{u}(t)\|_{k+1}^{2}\right) d t \\
& +\int_{0}^{T}\left(\left(\|\theta(t)\|_{k}^{2}+\left(\|\theta(t)\|_{2}+\|\theta(t)\|_{W^{1, \infty}(\Omega)}\right)\|\boldsymbol{u}(t)\|_{k+1}^{2}\right)+\|\boldsymbol{c}\|_{\infty}\|\boldsymbol{u}\|_{k}^{2}\right) d t \\
& +\int_{0}^{T}\left(\left(\|\boldsymbol{u}(t)\|_{2}^{2}+\|\boldsymbol{u}(t)\|_{W^{1, \infty}(\Omega)^{2}}^{2}+(1-\bar{k}) \hat{\varepsilon}\right)\|\theta(t)\|_{k+1}^{2}+\bar{k}\left\|\partial_{t} \theta(t)\right\|_{1}^{2}\right) d t
\end{aligned}
$$

but not directly on inverse powers of $\varepsilon$ and $\hat{\varepsilon}$ such that the following bound holds for $\boldsymbol{e}_{h}=\boldsymbol{u}_{h}-\hat{\boldsymbol{u}}_{h}, \eta_{h}=\theta_{h}-\hat{\theta}_{h}$ and $t \in[0, T]$

$$
\begin{align*}
& \left\|\boldsymbol{u}_{h}(t)-\boldsymbol{u}(t)\right\|_{0}^{2}+\left\|\theta_{h}(t)-\theta(t)\right\|_{0}^{2} \\
& \quad+\int_{0}^{t}\left(\varepsilon\left\|\nabla\left(\boldsymbol{u}_{h}(s)-\boldsymbol{u}(s)\right)\right\|_{0}^{2}+\hat{\varepsilon}\left\|\nabla\left(\theta_{h}(s)-\theta(s)\right)\right\|_{0}^{2}+\mu\left\|\nabla \cdot\left(\boldsymbol{u}_{h}(s)-\boldsymbol{u}(s)\right)\right\|_{0}^{2}\right) d s \\
& \quad \leq C \exp (L(T)) h^{2 k}, \tag{49}
\end{align*}
$$

where $L(T)$ is defined in (48) and $\bar{k}$ in (31).

Remark 2 Observe that due to Agmon's inequality, when $k \geq 2$ the hypotheses on $\boldsymbol{u}$ and $\theta$ in Theorem (2) can be simplified to

$$
\begin{aligned}
& \boldsymbol{u} \in L^{2}\left(0, T, H^{k+1}(\Omega)^{d}\right) \cap L^{\infty}\left(0, T, H^{2}(\Omega)^{d}\right), \\
& \theta \in L^{2}\left(0, T, H^{k+1}(\Omega)\right), p \in L^{2}\left(0, T, H^{k}(\Omega)\right) .
\end{aligned}
$$

$\boldsymbol{u}(0) \in H^{k}(\Omega), \theta(0) \in H^{k}(\Omega)$.
Remark 3 It is well known that unless the forcing term $\boldsymbol{f}_{\boldsymbol{u}}$ in (2) and $\boldsymbol{u}$ satisfy certain nonlocal compatibility conditions at the initial time, the solution of the Navier-Stokes equations cannot be expected to have bounded derivatives of order higher than two up to the initial time, and indeed, for $\boldsymbol{u}(0) \in H^{s}(\Omega)^{d}$, with $s \geq 2$ and $\boldsymbol{f}_{\boldsymbol{u}}$ sufficiently regular, one can only expect $\boldsymbol{u} \in L^{\infty}\left(0, T, H^{2}\right) \cap L^{2}\left(0, T, H^{3}\right)$ and $\boldsymbol{u}_{t} \in L^{\infty}\left(0, T, L^{2}\right) \cap L^{2}\left(0, T, H^{1}\right)$ (see e. g., [13]). In this case, the analysis in the present section shows that one can expect $O(h)$ and $O\left(h^{2}\right)$ errors for elements of degree $k \geq 1$ and $k \geq 2$, respectively. Notice however that the above-mentioned nonlocal compatibility conditions are indeed satisfied if the initial velocity is on a periodic orbit or in an invariant torus, a very common situation in practical numerical studies of thermal convection problems modelled by (1), [14, [17.

### 3.2 Error bound for the pressure

For the error bound of the pressure we follow the error analysis in 10. Take $\boldsymbol{v}=$ $\boldsymbol{v}_{h} \in V_{h}$ in the first equation in (5), subtract from (26), add $\pm\left(P_{h}^{0} p, \nabla \cdot \boldsymbol{v}_{h}\right)$ and apply the inf-sup condition (9) so that after some rearrangements we get

$$
\begin{align*}
\beta_{0}\left\|p_{h}-P_{h}^{0} p\right\|_{0} & \leq \varepsilon\left\|\nabla\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}+\left\|B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u})\right\|_{-1} \\
& +\left\|\partial_{t} \boldsymbol{e}_{h}\right\|_{-1}+\mu\left\|\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{u}_{h}\right)\right\|_{0}+\left\|\partial_{t} \boldsymbol{\tau}_{1}\right\|_{-1}  \tag{50}\\
& +\left\|\tau_{3}\right\|_{0}+\left\|\theta_{h}-\theta\right\|_{-1}
\end{align*}
$$

We observe that the terms $\varepsilon\left\|\nabla\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}$ and $\mu\left\|\nabla \cdot\left(\boldsymbol{u}-\boldsymbol{u}_{h}\right)\right\|_{0}$ are bounded due to Theorem 2. This is also the case of the last term on the right-hand side of (50) if we take into account that $\left\|\theta_{h}-\theta\right\|_{-1} \leq\left\|\theta_{h}-\theta\right\|_{0}$. The same applies to $\left\|\partial_{t} \boldsymbol{\tau}_{1}\right\|_{-1}$ using estimate (47) The term $\left\|\tau_{3}\right\|_{0}=\left\|P_{h}^{0} p-p\right\|_{0}$ is estimated in (12). For the second term on the right-hand side of 50 we argue by duality. For $\varphi \in H_{0}^{1}(\Omega)^{d}$, using the skew symmetry property (28) we write

$$
\left(B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u}), \boldsymbol{\varphi}\right)=-b\left(\boldsymbol{u}_{h}-\boldsymbol{u}, \boldsymbol{\varphi}, \boldsymbol{u}_{h}\right)-b\left(\boldsymbol{u}, \boldsymbol{\varphi}, \boldsymbol{u}_{h}-\boldsymbol{u}\right),
$$

so that applying Hölder's inequality we may write

$$
\begin{aligned}
\left|\left(B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u}), \boldsymbol{\varphi}\right)\right| \leq & \left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{L^{p}}\|\nabla \boldsymbol{\varphi}\|_{0}\left\|\boldsymbol{u}_{h}\right\|_{L^{q}} \\
& +\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}\|\boldsymbol{\varphi}\|_{L^{2 d}}\left\|\boldsymbol{u}_{h}\right\|_{L^{2 d /(d-1)}} \\
& +\|\boldsymbol{u}\|_{\infty}\|\nabla \boldsymbol{\varphi}\|_{0}\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0} .
\end{aligned}
$$

where $\frac{1}{p}+\frac{1}{q}=\frac{1}{2}$. Since by Sobolev's inequality (6) we have $\|\boldsymbol{\varphi}\|_{L^{2 d}} \leq\|\boldsymbol{\varphi}\|_{1}$, it follows that

$$
\begin{aligned}
\left\|B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u})\right\|_{-1} \leq & \left\|\boldsymbol{u}_{h}\right\|_{L^{q}}\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{L^{p}}+\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}\| \| \boldsymbol{u}_{h} \|_{L^{2 d /(d-1)}} \\
& +\|\boldsymbol{u}\|_{\infty}\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0} .
\end{aligned}
$$

By writing $\boldsymbol{u}_{h}=\left(\boldsymbol{u}_{h}-\hat{\boldsymbol{u}}_{h}\right)+\hat{\boldsymbol{u}}_{h}$ and applying the inverse inequality (8) Sobolev's inequality (6) and standard interpolation estimates we have

$$
\left\|\boldsymbol{u}_{h}\right\|_{L^{2 d /(d-1)}} \leq C h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\left\|\hat{\boldsymbol{u}}_{h}\right\|_{1 / 2} \leq C h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\left(\left\|\hat{\boldsymbol{u}}_{h}\right\|_{0}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{1}\right)^{1 / 2}
$$

For $k \geq 2$ we write $\left\|\hat{\boldsymbol{u}}_{h}\right\|_{0}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{1} \leq\|\boldsymbol{u}\|_{0}\left(\left\|\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right\|_{1}+\|\boldsymbol{u}\|_{1}\right) \leq C\|\boldsymbol{u}\|_{0}\|\boldsymbol{u}\|_{1}$ where in the last inequality we have applied (13) with $j=0$ and $m=1$. For $k=1$ we write $\left\|\hat{\boldsymbol{u}}_{h}\right\|_{0}\left\|\hat{\boldsymbol{u}}_{h}\right\|_{1} \leq\left(\left\|\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right\|_{0}+\|\boldsymbol{u}\|_{0}\right)\|\boldsymbol{u}\|_{1} \leq C\left(\|\boldsymbol{u}\|_{1} h+\|\boldsymbol{u}\|_{0}\right)\|\boldsymbol{u}\|_{1}$, where in the last inequality we have applied (17) with $j=0$. Thus, we may write

$$
\left\|\boldsymbol{u}_{h}\right\|_{L^{2 d /(d-1)}} \leq C h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+\left(\left(\bar{k} h\|\boldsymbol{u}\|_{1}+\|\boldsymbol{u}\|_{0}\right)\|\boldsymbol{u}\|_{1}\right)^{1 / 2}
$$

and taking $q=2 d$ if $k=1$ and $q=\infty$ otherwise we have

$$
\left\|\boldsymbol{u}_{h}\right\|_{L^{q}} \leq \begin{cases}C h^{-(d-1) / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\|\boldsymbol{u}\|_{1} \leq C h^{-1}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\|\boldsymbol{u}\|_{1}, & k=1 \\ C h^{-d / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\left(\|\boldsymbol{u}\|_{d-2}\|\boldsymbol{u}\|_{2}\right)^{1 / 2}, & k \geq 2,\end{cases}
$$

and, arguing similarly

$$
\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{L^{p}} \leq \begin{cases}C h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+C\|\boldsymbol{u}\|_{1} h^{1 / 2}, & k=1 \\ \left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0}, & k \geq 2\end{cases}
$$

Thus, we have

$$
\begin{aligned}
\left\|B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u})\right\|_{-1} & \leq C\left(h^{-d / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+\left(\|\boldsymbol{u}\|_{d-2}\|\boldsymbol{u}\|_{1}\right)^{1 / 2}\right)\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0} \\
& \left.+C\left(h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}+\left(\|\boldsymbol{u}\|_{d-2}\|\boldsymbol{u}\|_{1}\right)^{1 / 2}\right)\right)\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}
\end{aligned}
$$

if $k \geq 2$ and, if $k=1$,

$$
\begin{aligned}
\left\|B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u})\right\|_{-1} \leq & C\left(\|\boldsymbol{u}\|_{1}+h^{-1}\left\|\boldsymbol{e}_{h}\right\|_{0}\right) h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0} \\
& +C h^{1 / 2}\|\boldsymbol{u}\|_{1}^{2}+C h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0} \\
& +C\left(\left(\|\boldsymbol{u}\|_{1} h+\|\boldsymbol{u}\|_{0}\right)\|\boldsymbol{u}\|_{1}\right)^{1 / 2}\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0} \\
& +C\left(\|\boldsymbol{u}\|_{1}\|\boldsymbol{u}\|_{2}\right)^{1 / 2}\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0} .
\end{aligned}
$$

Observe that the quantities multiplying $\left\|\boldsymbol{u}_{h}-\boldsymbol{u}\right\|_{0}$ or $h^{-1 / 2}\left\|\boldsymbol{e}_{h}\right\|_{0}$ and $\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0}$ in these last two estimates are bounded, either by the smoothness assumed on $\boldsymbol{u}$ or as a consequence of Theorem 2.

To bound $\left\|\partial_{t} \boldsymbol{e}_{h}\right\|_{-1}$ we also argue as in [10]. From [3, Lemma 3.11] it holds

$$
\begin{equation*}
\left\|\partial_{t} \boldsymbol{e}_{h}\right\|_{-1} \leq C h\left\|\partial_{t} \boldsymbol{e}_{h}\right\|_{0}+C\left\|A^{-1 / 2} \Pi \partial_{t} \boldsymbol{e}_{h}\right\|_{0}, \tag{51}
\end{equation*}
$$

and from [3, (2.15)]

$$
\begin{equation*}
\left\|A^{-1 / 2} \Pi \partial_{t} e_{h}\right\|_{0} \leq C h\left\|\partial_{t} e_{h}\right\|_{0}+\left\|A_{h}^{-1 / 2} \partial_{t} \boldsymbol{e}_{h}\right\|_{0} \tag{52}
\end{equation*}
$$

Applying now (51), (52), the symmetry of the operator $A_{h}$ and inverse inequality (8) we reach

$$
\begin{aligned}
\left\|\partial_{t} e_{h}\right\|_{-1} & \leq C h\left\|\partial_{t} e_{h}\right\|_{0}+C\left\|A_{h}^{-1 / 2} \partial_{t} e_{h}\right\|_{0} \\
& =C h\left\|A_{h}^{1 / 2} A_{h}^{-1 / 2} \partial_{t} e_{h}\right\|_{0}+C\left\|A_{h}^{-1 / 2} \partial_{t} e_{h}\right\|_{0} \\
& =C h \mid \nabla\left(A_{h}^{-1 / 2} \partial_{t} e_{h}\right)\left\|_{0}+C\right\| A_{h}^{-1 / 2} \partial_{t} e_{h} \|_{0} \\
& \leq C\left\|A_{h}^{-1 / 2} \partial_{t} e_{h}\right\|_{0} .
\end{aligned}
$$

Taking into account that $\left\|A_{h}^{-1 / 2} \Pi_{h}^{\mathrm{div}} \mathbf{g}\right\|_{0} \leq\|\mathbf{g}\|_{-1}$, for all $\mathbf{g} \in L^{2}(\Omega)^{d}$, see [3, (2.16)] and arguing as in [10] we get

$$
\begin{align*}
\left\|A_{h}^{-1 / 2} \partial_{t} \boldsymbol{e}_{h}\right\|_{0} & \leq \varepsilon\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}+\left\|B\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{h}\right)-B(\boldsymbol{u}, \boldsymbol{u})\right\|_{-1}+C \mu\left\|\nabla \cdot\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)\right\|_{0} \\
& +(1-\bar{k}) \varepsilon\left\|\nabla\left(\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right)\right\|_{0}+\bar{k}\left\|\partial_{t} \boldsymbol{\tau}_{1}\right\|_{-1}+C\left\|\tau_{3}\right\|_{0}  \tag{53}\\
& +C\left\|\theta-\theta_{h}\right\|_{-1} .
\end{align*}
$$

Observe that all the the terms on the right-hand side of (53) are also present on the right-hand side of (50) except $\varepsilon\left\|\nabla \boldsymbol{e}_{h}\right\|_{0}$ and $\varepsilon\left\|\nabla\left(\hat{\boldsymbol{u}}_{h}-\boldsymbol{u}\right)\right\|_{0}$ which are estimated in Theorem 2 and 131, respectively. Finally, by the splitting $p_{h}-p=\left(p_{h}-P_{h}^{0} p\right)+$ $\left(P_{h}^{0} p-p\right)$ we arrive to the following result

Theorem 3 Under the assumptions of Theorem 园 and assuming also that $\partial_{t} \boldsymbol{u} \in$ $L^{2}\left(0, T, H^{k}(\Omega)^{d}\right)$, there exists a positive constant $C$ such that the following bound holds

$$
\begin{equation*}
\beta_{0}^{2} \int_{0}^{T}\left\|\left(p_{h}-p\right)(t)\right\|_{0}^{2} d t \leq C h^{2 k-\bar{k}} \tag{54}
\end{equation*}
$$
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