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Abstract. Multi-Access Edge Computing (MEC) and Network Func-
tion Virtualization (NFV) have emerged as promising technologies for
providing low-latency and high-bandwidth services to mobile users through
Service Function Chains (SFCs) consisting of Virtual Network Functions
(VNFs). However, the efficient utilization of network resources and opti-
mal placement of MECs to host VNFs remain challenging issues in NFV-
based dynamic networks. Since the proximity of MEC nodes to end-users
and the availability of resources at the location impact the blocking ratio
in VNF placement, in this paper we analyze the impact of the location
of the set of MEC resources in the network. Thus, starting from the
work previously done related to the VNF placement scheme with dif-
ferent protection methods to accommodate services in MEC nodes, we
conduct a simulation to evaluate the impact of different MEC locations
on the blocking ratio. Our results demonstrate that strategic placement
of MEC locations can significantly reduce the blocking ratio.

Keywords: VNF Placement · MEC Location · Blocking Ratio.

1 Introduction

Network Function (NF) refers to a component or application that performs a
specific networking task within a larger network infrastructure. Despite the fact
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953442. It is also supported by Consejeŕıa de Educación de la Junta de Castilla y
León and the European Regional Development Fund (Grant VA231P20), and the
Spanish Ministry of Science of Innovation and the State Research Agency (Grant
PID2020-112675RB-C42 funded by MCIN/AEI/10.13039/501100011033).



2 M. Masoumi et al.

that these components are created to enhance network security and efficiency,
they come with a high price tag, limited adaptability, and pose operational chal-
lenges [9]. Network Function Virtualization (NFV) is introduced to address these
challenges by virtualizing and consolidating network functions onto commodity
servers, storage, and switches. This approach replaces traditional dedicated net-
work hardware with software-based virtualized network functions (VNFs) run-
ning on standard IT infrastructure [10] and [14]. Multi-Access Edge Computing
(MEC) is another technology that is predicted to have a significant influence on
5G networks by fulfilling the demand for ultra-low latency in specific applica-
tions and services and minimizing transport network congestion [11]. In order
to have more services, Service Function Chaining (SFC) can be employed. This
involves processing a sequence of VNFs in a specific order to provide a particular
service. As a result, a crucial concern is determining the appropriate placement
of the VNFs in the predefined sequence to fulfill the service requirements [9].

VNF placement refers to the process of selecting the optimal locations to
deploy VNFs within a network infrastructure. To enhance customers’ Quality
of Experience (QoE), VNFs need to be dynamically relocated between network
nodes. One of the challenges concerns the placement of VNFs in edge nodes con-
sisting of selecting the most suitable edge (MEC) nodes to deploy VNFs- SFCs
to meet service requests. Reliability is also an important criterion for select-
ing a service provider, which prompts them to seek NFV deployment algorithms
that maintain reliability above specific standards. Sometimes, networks are faced
with increased computing loads, hardware failures, or malicious attacks. To en-
sure a desired level of reliability, protection schemes are commonly employed,
with dedicated or shared backup being the two types of protection methods [3].
This is necessary to ensure the reliability of each request. Therefore, in all the
protection strategies, a primary SFC is set up to provide the related service in
normal conditions and is protected by a backup SFC that has its VNFs located
in distinct physical positions [1].

Network operators strive to boost the service acceptance ratio by accommo-
dating as many SFC requests as possible and minimizing the blocking probabil-
ity. Previous research has investigated different techniques for protecting SFCs
for static traffic. However, our research focuses on the challenge of ensuring reli-
able SFC mapping in dynamic settings. In our previous study [7], we conducted
an investigation into the VNF Placement problem, specifically focusing on VNF
Placement at the Edge and dynamic control and resource allocation for CPU and
RAM. Our approach involved identifying MEC locations that would minimize
communication delays between nodes and MEC sites. We then implemented and
compared different scenarios with varying numbers of MEC sites. For this aim,
we compared 3-MEC, 5-MEC and 7-MEC scenarios.

The results indicated that concentrating computing resources in a smaller
number of MEC sites rather than dispersing them across multiple locations re-
sults in decreased probabilities of blocking. To enhance network resiliency against
a single failure, we proposed two protection methods: dedicated and shared pro-
tection. A dedicated approach can be effective in providing high levels of pro-
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tection for VNFs, but can also be costly due to the need for additional resources
while the shared approach can be more cost-effective than dedicated protection,
but may not provide the same level of protection as dedicated resources. Since
the location of MECs is of great importance in service blocking, in this current
paper we aim at considering the impact of the locations of the MEC on the
blocking ratio. Moreover, we focus on the significance of MEC node placement
in relation to service blocking. The primary objective of this paper is to analyze
and understand how the locations of MECs influence the blocking ratio. In our
previous study, we made certain assumptions about the placement of 5 MEC
nodes.

In this current research, we are taking a further step by exploring the impli-
cations of keeping the same number of MEC nodes but locating them in different
positions. This is a contribution compared to our previous work. Additionally,
we are also considering a more realistic assumption regarding service chains.
Essentially, this paper has a two-fold objective. Firstly, it aligns with the Io-
Talentum project [5], specifically addressing one of the research topics focused
on integrating NFV in a distributed computing resources in MEC by means of
SDN-based control mechanism and determining the optimal locations for MEC
nodes. Secondly, it aims to provide updates and enhancements to our previous
research, which are being presented in this paper.

The main contributions of this paper can be summarized as follows: Several
possibilities for the 5-MEC locations are taken into account and then to assess
and compare the blocking rate of different locations for 5MEC configuration, a
real-world network topology is employed.

The remainder of this paper is as follows: In Section 2, we provide a back-
ground on VNF placement and MEC location problems. Section 3 discusses the
problem addressed in our previous paper. In Section 4 an overview of our pre-
vious work is given followed by an explanation of VNF placement algorithm in
4.1. We present the main contribution of this work by providing the different as-
sumptions for MEC locations in 4.2. Section 5 is our numerical results obtained
by simulation. Finally, Section 6 concludes the paper and explains the potential
direction of future research.

2 Background Works

MEC utilizes the characteristics of NFV, SDN, and NS (Network Slicing)
to provide delay-sensitive services dynamically as requested. As a result, MEC
has become a critical component for future 5G networks and beyond [4]. Due to
its importance as a 5G technology enabler alongside NFV and SDN, there has
been interest from both industry and academia in addressing issues related to
MEC technology. Dash et al in [2] propose an efficient clustering-based approach
to locate MEC servers and associate them with RANs. The approach uses a
greedy-based algorithm called MEC Placement and Association (MEC PA) to
minimize the number of required MEC servers while satisfying the propagation
delay constraint of all RANs. Under this approach, each MEC server acts as a
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cluster head, and each RAN is treated as a member of the cluster that meets
the propagation delay constraint. This placement strategy not only meets the
propagation delay requirement but also balances the workload.

In [12], an algorithm is proposed for selecting a few MEC locations from a
set of base stations in order to establish MEC infrastructure and address the
user requirements of delay-sensitives services. In this paper, a set of BS nodes
are selected as potential MEC locations based on high Closeness Centrality (CC)
values. So, the high-CC value BSs are selected as potential MEC locations. How-
ever, the aspects of resiliency and service continuity have not been adequately
explored in resource-limited MEC-enabled 5G networks to ensure that latency
requirements and service continuity are maintained even in the event of failures.
This section will examine previous studies that have focused on the deployment
of VNFs in MEC-enabled networks with the aim of enhancing system perfor-
mance and network efficiency. [6] addresses the problem of VNF placement and
resource allocation in MEC networks enabled by NFV/SDN, with the objec-
tive of minimizing both the overall placement and resource cost. However, it
does not take into account the latency requirements of users, failures of network
components, or resiliency aspects.

The issue of VNF placement in a MEC-NFV environment is addressed in [13],
with a focus on minimizing costs by taking into account both latency and re-
source availability. However, the study does not address backup methods or
resiliency aspects, which are necessary to ensure service continuity in the case of
failures. Furthermore, the study only considers a single VNF placement for slice
creation. [8] is the most closely related prior studies to previous and current
work. The issue of resilient VNF placement in 5G networks is addressed, with
the objective of minimizing the impact caused by network component failures.
This paper aims to explore how the blocking ratio is impacted by varying MEC
node locations in a network that will have five MEC nodes.

3 Problem Description

In this paper, an analysis of a 5G network is presented, which employs a
distributed MEC infrastructure with virtualization at each site to handle service
requests. However, this network faces limitations in computational and storage
capacities as well as bandwidth. VNF failures can lead to disruptions in VNF-
dependent services, and multiple VNF operations are vulnerable to interruptions,
causing various services to fail. Therefore, the necessity arises to identify a solu-
tion for mapping dynamic service requests onto MECs while considering protec-
tion schemes. To reduce communication delays between nodes and their nearest
MEC site, strategically chosen MEC sites are utilized. The dynamic resource
allocation problem is formulated in this paper without protection methods, and
then dedicated VNF backup and shared VNF backup protection methods are
applied to ensure the resilience, security, and availability of established services.
The objective of this paper is to minimize the blocking ratio of a given service
request while focusing on protection against single failures.
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4 A Summary of our Proposed VNF Placement Method

The network is represented as an undirected graph with base stations and
physical links. MEC locations are set up by selecting a small subset of base
stations and assigning a finite number of servers at each MEC location to ac-
commodate services for user requests. Each server is equipped with computing
capacity with a certain number of CPU cores and RAM. Physical links have
a specific bandwidth capacity and introduce latency consisting of propagation
and processing delay. Three scenarios are considered: unprotected operation,
dedicated SFC protection, and shared VNF protection.

4.1 VNF Placement Algorithm

In this part, we provide a brief explanation of the method for VNF placement
that we previously introduced in our work [7]. We assume dynamically arriving of
SFC requests. In order to set up a service function chain, we must allocate all of
its VNFs on MEC nodes and direct the traffic between them. Each SFC needs a
certain amount of bandwidth and has a maximum latency limit. Additionally, the
VNFs associated with each SFC require a particular amount of computational
resources, which is measured in terms of CPU core usage and RAM. Each SFC
is modeled based on some specifications including the source base station from
which the user requests service, the number of VNF, the required bandwidth,
the maximum allowed end-to-end latency, the time of arrival, and the lifetime
of the SFC request.

Our algorithm includes two phases:

1. Phase I: The placement of the whole SFC in a single MEC site is consid-
ered for service provisioning. In the first scenario (unprotected operation), a
primary SFC is established for each request (with no backup SFC), and the
MEC node closest to the user requesting the service is selected to host the
SFC. The service is provided by selecting the first server within the MEC
site that has sufficient available CPU and RAM capacity, and the required
CPU and RAM are reserved during the service duration. If no server is found
with available resources in this MEC, the other nearest MECs are consid-
ered so as to find a server with enough capacity. The request will be blocked
if no server can be found with enough resources (or if bandwidth or delay
constraints are not met).
In the second and third scenarios (when dedicated and shared protection are
applied), the primary MEC is selected as the first nearest MEC to the user,
and the backup MEC is considered to be the second closest one. If there
are insufficient resources in the preferred MEC site, the algorithm considers
the other nearest MEC. In dedicated protection, one backup SFC protects
one primary SFC in a single MEC site using the first-fit policy. In contrast,
shared protection allows one backup VNF to protect multiple primary VNFs
located in different MEC sites. If a suitable backup VNF cannot be found for
shared protection, a new instance of the VNF is created. When the lifetime
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of a request expires, all resources are released except for shared protection,
where backup VNF resources are released only when the last SFC using them
is released.

2. Phase II: During this phase, the total time it takes for both the primary and
backup routes to transmit data is computed, considering both the propaga-
tion and processing times. The end-to-end delay for the primary route and
the backup route is calculated based on the distance between the source base
station and the primary MEC and backup MEC respectively. Moreover, each
VNF introduces an additional delay which should be taken into account in
each SFC.
After meeting the latency criteria, the SFC is provisioned and the compu-
tational resources are then allocated. The purpose of this mechanism is to
ensure that the backup VNF is available for use in case of a failure of any
primary VNF in any of the SFC instances that use it.

4.2 Different Assumptions for MEC Locations

In our previous study, we proposed concentrating computing resources in a
smaller number of MEC sites, rather than spreading them across a larger number
of locations, as it demonstrated better performance. Building upon that research,
this paper investigates the influence of different MEC locations on the blocking
ratio while utilizing a shared protection mechanism. We present a scenario with
5 MECs and introduce three distinct sets of MEC node locations to evaluate
their impact on service availability.

5 Simulation Results

To obtain numerical results we develop a discrete event-driven simulator in
Python. We consider a reference metro regional network of Italy similar with
51 nodes, out of which 5 nodes are MEC, each one has 315 servers which are
equipped with 512 CPU cores and RAM. In this network, there are 61 bidirec-
tional links enabling communication in both directions. The longest among these
links measures 101.46 kilometers in length. The SFCs considered in this paper,
their VNFs as well as their latency and bandwidth requirements are depicted in
Table 1 while computational requirements of VNFs are shown in Table 2. We
consider that incoming SFC requests are selected with the possibility of 25%
among those. SFC requests are generated at MEC nodes dynamically.

The SFC requests are generated with an inter-arrival rate λ that follows a
Poisson distribution and a lifetime according to negative-exponential distribu-
tion, with mean lifetime µ = 60 seconds. All the results are obtained with a
confidence level of 95% with at most 5% confidence interval on blocking proba-
bility. The load is determined based on the average lifetime of each request, the
average inter-arrival time, and the number of nodes in the topology as follows:

load =
λ ∗ µ

N(N − 1)
(1)
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Table 1. Services Function Chain Requirements [15].

Services Service-Chain-VNFs Banddwidth(Mbps) Delay(ms)

Cloud Gaming 4 NAT, FW, VOC, WO, IDPS 80
Augmented Reality 200 NAT, FW, TM, VOC, IDPS 2

MIoT 100 NAT, FW, IDPS 5
Video Streaming 4 NAT, FW, TM, VOC, IDPS 100

Table 2. CPU Core and RAM Usage For Various VNFs [15].

VNF CPU RAM

NAT 2 4
FW 1 4
IDPS 1 2
TM 1 2
VOC 2 4
WO 1 2

The unit of load is typically expressed as Erlang. In order to measure the
latency, the nodes are linked together using optical fibers, which leads to a
propagational delay. Moreover, each VNF add a value of 0.050 milliseconds to
the total delay.

Fig. 1. Comparison in Blocking Ratio between Different Location Sets with Shared
Protection



8 M. Masoumi et al.

For the purpose of this study, we make the simplifying assumption that the
constraints are only due to computing resources and delay, and we do not con-
sider any bandwidth requirements. We consider a scenario with 5 MECs and
introduce three sets of MEC node locations, denoted as location set 1, location
set 2, and location set 3. Each set consists of 5 MEC locations. In location set 1,
the MEC nodes are situated at nodes 1, 7, 23, 36, and 47. Location set 2 places
the MECs at nodes 1, 10, 21, 36, and 47, while location set 3 consists of nodes 1,
7, 10, 36, and 47. The performance, specifically the blocking probability, varies
depending on the MEC location.

The graph in Fig. 1 illustrates the blocking ratio for these proposed node
sets. Location set 3, with MEC nodes placed at nodes 1, 7, 10, 36, and 47,
exhibits superior performance in terms of blocking probability. On the other
hand, configuring the network according to the location set 1 results in a higher
blocking ratio, particularly for lighter loads. This discrepancy can be attributed
to the distribution of the loads handled by each server, as MEC nodes in certain
locations may serve a larger number of nodes. Location set 3 appears to have a
more homogeneous distribution of workloads. As we transition from set 1 to set
2 and finally to set 3, the blocking rate decreases, indicating a more balanced
workload in set 3, where MECs are positioned at nodes 1, 7, 10, 36, and 47.

6 Conclusion

To conclude, this paper provides an overview of the approach proposed in
our previous work for dynamically placing VNFs in a MEC-enabled environ-
ment. The approach aims to minimize communication delays and introduces
two protection methods to enhance network resiliency against single failures. We
concluded that locating computing resources in fewer MEC sites rather than dis-
tributing them in a higher number of MEC locations shows better performance
in terms of blocking ratio. In our previous work, we focused on the blocking rate
with 5 MEC nodes. However, in this present paper, we investigate the placement
of 5 MECs using realistic VNF specifications. We recognize the significance of
the MEC location and its relationship with load distribution. Our next step in-
volves analyzing the underlying factors contributing to different blocking rates,
leveraging the static context, and ultimately identifying optimal methods for
locating MECs. Furthermore, we are going to analyze the workload and traffic
patterns of the network to identify the optimal MEC locations for specific use
cases and traffic profiles.
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