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Abstract
This study explores workplace gender bias in images generated by DALL-E 2, an application for synthesising images ba-
sed on artificial intelligence (AI). To do this, we used a stratified probability sampling method, dividing the sample into 
segments on the basis of 37 different professions or prompts, replicating the study by Farago, Eggum-Wilkens and Zhang 
(2020) on gender stereotypes in the workplace. The study involves two coders who manually input different professions 
into the image generator. DALL-E 2 generated 9 images for each query, and a sample of 666 images was collected, with a 
confidence level of 99% and a margin of error of 5%. Each image was subsequently evaluated using a 3-point Likert scale: 
1, not stereotypical; 2, moderately stereotypical; and 3, strongly stereotypical. Our study found that the images generated 
replicate gender stereotypes in the workplace. The findings presented indicate that 21.6% of AI-generated images depicting 
professionals exhibit full stereotypes of women, while 37.8% depict full stereotypes of men. While previous studies conduc-
ted with humans found that gender stereotypes in the workplace exist, our research shows that AI not only replicates this 
stereotyping, but reinforces and increases it. Consequently, while human research on gender bias indicates strong stereo-
typing in 35% of instances, AI exhibits strong stereotyping in 59.4% of cases. The results of this study emphasise the need 
for a diverse and inclusive AI development community to serve as the basis for a fairer and less biased AI.
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1. Introduction
Artificial Intelligence (AI) has significantly influenced society in recent years, transforming task execution and deci-
sion-making across diverse fields, such as legal (Sourdin, 2018), health (Loftus et al., 2020), business (Nica et al., 2022; 
Belhadi et al., 2022) and education (Porayska-Pomsta; Rajendran, 2019). However, concerns have arisen regarding 
potential gender biases in AI systems. 

One issue contributing to gender bias in AI is the lack of diversity in the data used to train the models. If the data used 
to train an AI model lacks sufficient representation of the population’s diversity, the model may inadvertently learn and 
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perpetuate gender stereotypes (Leavy, 2018). One of the recent developments in AI is the DALL-E 2 (2021) language 
generator, developed by OpenAI. Although DALL-E 2 has demonstrated impressive content generation capabilities, ack-
nowledging and addressing potential manifestations of gender biases in its use is essential.
https://openai.com/dall-e-2

The model’s training data primarily originates from the internet, resulting in the potential inclusion of gender stereotypes 
prevalent in online culture. Taking into account these types of limitations when designing a rigorous study is important.

So is accounting for how gender biases might manifest in the data generated by DALL-E 2. For instance, a study by 
Buolamwini and Gebru (2018) found that commercial facial recognition systems had a higher error rate in classifying 
individuals of colour and gender non-binary individuals, indicating that AI systems can perpetuate existing gender biases 
in society. Due to the swift adoption of applications like DALL-E 2, ChatGPT, and other OpenAI systems (Vincent, 2020), 
recognising and addressing the gaps and limitations that perpetuate models and stereotypes becomes essential. In re-
cent years, various publications, including articles, books, and documentaries, have highlighted the presence of gender, 
race, and class biases in new digital technologies (D’Ignazio; Klein, 2020; Criado-Pérez, 2020).

To mitigate gender biases in DALL-E 2, establishing stereotype-free databases to train the model has been suggested. 
This would reduce biases and foster gender equality. Further suggestions include using debiasing techniques to elimina-
te gender biases in the results generated by DALL-E 2 (Caliskan; Bryson; Narayanan, 2017). 

Considering possible gender biases in its use is important. AI systems have the potential to replicate prevailing gender 
stereotypes in society if the data used to train the models lacks sufficient diversity (Leavy et al., 2020). Addressing 
these biases requires the implementation of data diversification and debiasing techniques. Continued research and 
monitoring of potential gender biases in DALL-E 2 and other AI systems, along with their associated benefits and risks 
(De-Carvalho, 2021), are vital. These systems will have diverse applications and may directly or indirectly influence our 
interpersonal relationships. Ensuring fairness, equity, and ethical usage of these systems is paramount (Cortina, 2019).

2. Theoretical framework
2.1. OpenAI and generative Artificial Intelligence
Artificial Intelligence has made significant strides in recent decades, thanks to the combination of machine learning te-
chniques and the enhanced capacity for data processing. One of the most recent developments in this field is DALL-E, an 
AI generator developed by OpenAI that is capable of generating images based on text descriptions (Brown et al., 2020). 
The recently released mini version of DALL-E, known as DALL-E 2, has demonstrated its impressive capability to generate 
highly accurate and detailed images from basic text descriptions.

DALL-E 2 is an upgraded version of its predecessor, DALL-E, released in 2021. In contrast to its predecessor, DALL-E 2 has 
a more streamlined architecture and reduced data processing capacity, making it more accessible and user-friendly for a 
wide range of users and applications. Despite this smaller size, DALL-E 2 has proven to be just as effective at generating 
images from text descriptions.

In terms of how it works, DALL-E 2 employs generative deep learning and Generative Adversarial Network (GAN) techno-
logy, where a neural network is trained to generate images based on input data. In the case of DALL-E 2, the input data 
comprises a text description, which is then processed by the neural network to produce a corresponding image. This 
technique relies on machine learning principles and the neural network’s capacity to discern patterns and associations 
within the input data.

Regarding DALL-E 2’s potential applications, one of the most obvious is its use in advertising and graphic design. DALL-E 2 
could be used to generate tailor-made images for advertising campaigns or to craft distinctive image designs for various 
products. Each newly generated image from this system is original and unpublished, which raises notable controversy 
and presents author copyright limitations (Estupiñán-Ricardo et al., 2021). It can also be applied to education, by ena-
bling the generation of images to illustrate concepts in textbooks or class presentations. It is in this area where certain 
studies have highlighted gender biases in the depiction of women in science-related contexts (Manassero; Vázquez, 
2003; Francescutti, 2018). The judicious application of AI has the potential to transcend these limitations, contributing 
to a more equitable and inclusive society. DALL-E 2 is also applied in the animation industry and video game production, 
as it facilitates the automated generation of scenarios and characters.

Nonetheless, there are ethical concerns regarding this technology (Quirós-Fons; García-Ull, 2022). One of the main 
apprehensions is the potential use of DALL-E 2 to produce false or misleading content. There are also privacy and secu-
rity concerns, as DALL-E 2 could be used to generate images of individuals without their consent or used as a tool for 
digital violence (Pérez-Gómez et al., 2020). Concurring with this, Veliz (2021) emphasises the influential power that the 
manipulation of private data can yield, underscoring the 
need to foster initiatives and tools that safeguard user 
privacy. Also stressing the centralisation of power moti-
vated by technological hegemony, authors such as Craw-
ford (2021) assert the emergence of a trend towards 
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greater inequality. They call upon technology companies to harness AI to steer the trajectory towards democratic values 
and the restructuring of the political and social landscape. In a similar vein, O’Neil (2018) cautions against the presence 
of opaque and unregulated algorithms and models that perpetuate discrimination, favouring the fortunate while pena-
lising the marginalised.

2.2. GAN technology
Generative Adversarial Networks (GAN) are machine learning models capable of generating new and realistic content 
such as images, audio, and text. These models are made up of two neural networks: the first is called a generator and the 
second a discriminator. The generator is responsible for generating new content, while the discriminator is responsible 
for determining whether the generated content is real or false. The two models engage in a zero-sum game, competing 
against each other with the objective of enhancing the quality of the generated content.

The most influential work on GANs was carried out by Goodfellow et al. (2014) in their article “Generative Adversarial Ne-
tworks”. In this paper, the authors presented a basic GAN architecture and showed how it could be used to generate ima-
ges of human faces. Since then, GANs have been used to generate a variety of content, including images, audio, and text.

One of the primary advantages of GANs is their ability to generate realistic content, which has resulted in their applica-
tion across various domains, such as video game production, animation, and product design. GANs have also been used 
to generate scenarios and characters for video games, and product images that are used in decision making for design.

GANs have been applied in the medical field too. They have been used to generate brain CT images to aid the diagnosis 
of neurodegenerative diseases (Laino et al., 2022), and of cells and tissues to assist in the research and development of 
new treatments.

However, there are real ethical concerns surrounding GANs. One of them is that GANs might be used to generate false 
or misleading content (García-Ull, 2021; Gamir-Ríos; Tarullo, 2022). 

2.3. Gender stereotypes and AI
As we have stated, Artificial Intelligence is continuously evolving, and it has the potential to transform the way we live, 
work and interact. However, it also poses valid ethical and social justice concerns, especially regarding gender stereo-
types (Wang et al., 2019). Gender stereotypes are social beliefs and expectations regarding the characteristics, beha-
viours, and roles deemed suitable for men and women. Such stereotypes have the potential to constrain individuals’ 
opportunities and expectations, fostering discrimination and perpetuating inequality.

In the field of AI, gender stereotypes manifest in a variety of ways, and this manifestation and consequent representa-
tion of gender is based on the data used to train AI models. If the data used to train an AI model contains gender stereo-
types, the model is likely to reproduce those stereotypes. As an illustration, an AI model trained on images portraying 
men and women adhering to traditional gender roles might not be able to show women in non-traditional roles (Agudo; 
Liberal, 2020; Traylor, 2022). This will directly affect images in contexts such as the professional workplace or home care 
(Bolukbasi et al., 2016). Furthermore, the handling of data, algorithm design, and even the appearance of the hardware, 
as seen in humanoid robots, might reproduce gender stereotypes (Ortiz-de-Zárate-Alcarazo, 2023). 

Another concern is the way AI models are designed and tested. AI designers and testers are often male, and their own 
gender beliefs and expectations are likely to influence the design and testing of models. Consequently, this can result in 
the development of models that perpetuate gender stereotypes and overlook gender-related concerns in the design and 
evaluation of AI systems. The need for diverse and inclusive AI development by the programming community is gaining 
popularity (Eichenberger, 2022).

Furthermore, AI models can also contribute to gender discrimination by making automated decisions. As an example, 
an AI model trained on data containing gender discrimination may make discriminatory decisions. An AI model used in 
hiring could discriminate against women by incorporating stereotypical gender characteristics such as leadership ability.

Gender discrimination in AI can also manifest in how AI products are marketed and promoted. For example, virtual 
assistants with female personalities are often designed to display subservient and agreeable traits, while virtual assis-
tants with masculine personalities are often designed to exhibit bossy and domineering characteristics (Sainz; Arroyo; 
Castaño, 2020; Eubanks, 2018). These gender stereotypes in the personality of virtual assistants can contribute to the 
perpetuation of gender inequality in society.

To address these issues, a deeper understanding of gender stereotypes and their impact on AI is essential. This includes 
analysing the data used for training, designing and evaluating AI models, and how AI products are commercialised and 
promoted. Incorporating a variety of perspectives and voices in the design and evaluation of AI, including women and 
other groups who may experience discrimination is also essential (Bolukbasi et al., 2016).

Gender stereotypes are a significant problem in the field of AI, evident in data usage and evaluation, AI model design 
and evaluation, as well as the commercialisation and promotion of AI products. Although there are no regulations and AI 
can reach different results given the same order (Rassin; Ravfogel; Goldberg, 2022), understanding gender stereotypes 
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and their impact on AI is crucial to addressing these issues and fostering a just and equal society. Reducing gender, racial, 
social, and similar gaps, of which the developers of systems that create synthetic images are aware (OpenAI, 2022b), is 
essential for the advancement of computational techniques and tools that use antagonistic generative networks. 

3. Methodology
3.1. Objectives and hypotheses
This study has the following objective:

O1 Examine the images generated by DALL-E 2 for potential gender, age, or race biases, so as to ascertain whether 
the AI produces stereotyped images within the workplace and a professional context. This will allow us to analyse 
whether certain professions or work environments are more susceptible to stereotyping by AI.

For this, the following initial hypotheses are taken:

H1 The images generated by DALL-E 2 are biased by gender, age or race.

H2 The images generated by DALL-E 2 replicate stereotypes in the workplace.

3.2. Sample
We used stratified probabilistic sampling. The study delimits the segments from 37 professions or prompts, replicating 
the approach used by Farago, Eggum-Wilkens & Zhang (2020) in their study on gender stereotypes in the workplace 
(Figure 1). The professions selected by the study by Farago, Eggum-Wilkens & Zhang (2020) were compiled from a 
well-established line of research on stereotypes in the workplace, including studies such as those by Archer (1984), 
Gottfredson (1981), Liben, Bigler and Krogh (2001), and Teig & Susskind (2008), which identified professions exhibiting 
notable gender bias. We replicated the study by Farago, Eggum-Wilkens & Zhang (2020) because it summarised the 
most stereotyped professions detected in previous studies.

The study involves two coders who manually input different professions into the image generator. Thirty-seven profes-
sions were entered into the application with neutral gender titles, to ensure no starting biases. They were: secretary; 
hotel manager; tailor; singer; teacher secondary; teacher primary; maid, nurse; TV/movie actor/actress; teacher for uni-
versity; shop owner; writer; lawyer; newspaper reporter; professional athlete, doctor; government worker, street vendor; 
cook/chef in a restaurant; accountant; scientist; farmer; factory worker; pastor or religious leader; politician; computer 
specialist; banker; police; barber in a hair salon; engineer; soldier; construction worker; mechanic; airplane pilot; truck 
driver; taxi driver; and carpenter.

Two rounds were carried out during the same week by each of the coders. DALL-E 2 generated nine images for each 
query, such that the final sample totalled 666 images (37x9x2). To acquire the images, the coders accessed the DALL-E 
mini by craiyon.com webpage: 
https://huggingface.co/spaces/dalle-mini/dalle-mini

The chosen professions or prompts were manually entered in English (chosen because it is a gender neutral language) 
into the image generator of the DALL-E mini by craiyon.com webpage. After clicking “run”, the system automatically 
generated nine images corresponding to each profession. Some of these images were unrealistic representations or 
images, but they did represent the professions that had been entered into the generator.

This sample size is noteworthy: the creators of the DALL-E 2 application reported that the tool had been used by 1.5 
million users to generate 60 million images as of the current date of this article (OpenAI, 2022). In fact, DALL-E contains 
more than 12 billion parameters and is trained on a dataset of 250 million image-text pairs (Zhou et al., 2021).

Given a population size of 60 million, with a confidence level of 99% and a margin of error of 5%, the representative 
sample is 666 units. 

The results were then transcribed into an Excel spreadsheet where each image was evaluated according to a 3-level 
Likert scale (1. Not stereotypical; 2. Moderately stereotypical; 3. Strongly stereotypical). 

4. Results
Our study results found there was gender stereotyping in the images of professional fields generated by Artificial Inte-
lligence. 

4.1. Professions and stereotyping in images created by DALL-E 2
Our study showed that the images of professions generated by AI were fully stereotypical (Figure 1). The following 
images of professions only included representation of women: nurse; maid; teacher primary; teacher secondary; singer; 
seamstress/tailor; hotel manager and secretary. 

Conversely, the following images of professions only included representation of men: carpenter; taxi driver; truck driver; 
airplane pilot; mechanic; construction worker; soldier; engineer; barber in hair salon; police; banker; computer specialist; 
politician and pastor or religious leader.
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Figure 1. Images generated by DALL-E 2 and correspondence by gender. 

Concerning the images generated by DALL-E 2, as indicated by OpenAI’s creators, the inclusion of a comprehensive set of 
terms is necessary to specify the content of the requested image and achieve a higher degree of realism in the generated 
outputs. Since the coders only introduced the term referring to the profession, the resulting images exhibited distorted 
faces and limbs; DALL-E 2 would need more information to generate high-quality, well-defined images (Millán, 2022; 
Borji, 2022). It should also be noted that the searches were carried out between October and November 2022, and the 
tool has made significant improvements in the quality of the results it provides since then. Additionally, until recently, 
the system was susceptible to the “uncanny valley effect”, where the generated images exhibited traits that appeared 
almost lifelike but still fell short of true realism (Franganillo, 2022). 

The results show that DALL-E 2 represents fully stereotyped professions in 59.4% of cases. Of the professions that were 
completely stereotypical, 21.6% related to the female sex and 37.8% to the male sex.

4.2. Qualitative review of images, stereotype professions and biases
4.2.1. Technical, industry and primary sector professions

The present study found that professions within the technical, industrial, or construction-related sectors (e.g., construc-
tion worker, carpenter, engineer, factory worker, mechanic, computer technician) were not only significantly stereotyped 
and predominantly represented by men, but also commonly depicted by young individuals wearing similar attire, such 
as helmets, vests, and plaid shirts. Moreover, the images often featured individuals assuming similar postures or using 
the similar work-related items, such as carrying wood in the case of carpenters or engineers using paper documents. 

Another profession that DALL-E 2 portrayed as stereotypical was farmer, 94% of its images were men. The men in these 
synthetic representations were elderly, with the same posture and very often wearing green. They were all depicted in a 
field, with a tool or stick as if they were working; 20% of the images generated were drawings. 

4.2.2. Transport

In professions related to transport, such as taxi driver, truck driver, or airplane pilot, the depicted professionals consis-
tently appear seated inside the respective vehicles, leaning out of the window, and assuming nearly identical postures. 
They are also very stereotypical depictions of professions: 100% of the people represented were men, middle-aged and 
Western, unlike the industries above, which showed younger workers. In the example of the taxi driver and airplane 
pilot, they are shown in suits, while the truck drivers are shown in shirts and more casual clothing.

4.2.3. Education

In certain professions, women were depicted in a highly stereotypical manner, particularly those related to education: 
for both primary and secondary education, the images consistently portrayed only women. University lecturers was also 
depicted stereotypically, 88% of images showed women. 
Additionally, the images of professionals depicted at all 
educational levels predominantly showed young indivi-
duals. When representing teachers, the majority were 

AI systems can perpetuate existing gen-
der biases in society
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depicted as having blonde or brown, medium-length hair, and dressed in a white or light-coloured blouse and jacket. 
In the case of men, they were wearing a suit. In the case of primary and secondary levels, the images showed teachers 
among the students in a classroom setting with desks distributed throughout the room. DALL-E 2 depicting university 
lecturers at a blackboard, and approximately 88% were women and 11% men (Figure 2).

4.2.4. Services and entertainment

Other professions that are also highly stereotyped are those related to the service, textile, entertainment or film sectors. 
When we requested DALL-E 2 generate images of a maid, tailor or singer, they were of women and very similar to each 
other. The women depicted were young, adding to the fully stereotype of these professions. Here it is worth noting that 
the professionals are all westerners. 

In the case of the profession of maid, their clothing was typical of service personnel with a black dress, white apron, and 
feather duster in hand; furthermore, they all had dark, short hair and a very similar posture. Conversely, the professions 
of tailor and singer were represented as women with long or medium length blond or brown hair, and also in very similar 
postures. For the professions of seamstress/tailor, the women depicted are all seated next to a sewing machine and with 
a tape measure around their necks. Additionally, all the images displayed a notable predominance of pink. The images 
representing singers are also all very similar: all the women are depicted in a standing position, holding a microphone, 
and wearing similar casual clothing, along with similar hairstyles. 

For professions associated with the services, commerce, and catering sectors, such as barbers and cooks, the generated 
images included strong gender stereotypes: 100% of the depicted individuals were male, including the clients in the bar-
bershop. For street vendors, 94% of the images generated depicted men, while for shop owner 38% were men and 62% 
were women. The male protagonists for the images of barber and chef were all middle-aged, young and Western, and had 
the same posture and appearance. Street vendors looked Indian or Asian. In the above case, they all had fruit and vege-
table carts and the same clothes, and in the case of the chefs, they were all wearing white, a chef’s hat and in a kitchen.

The profession of hotel manager was also represented stereotypically, and all images were women. The women are all 
young, had their hair tied up, were wearing a dark uniform and the image was always at a hotel reception table.

As the last example in this segment, we note that the images generated by DALL-E 2 for the profession of actor/actress 
vary depending on how the term was entered. In the first round, the professions actor and actress were entered using 
the forward slash (actor/actress), and 91% of the images 
generated depicted women and all returned with a ste-
reotypical image. They were predominantly Westerners 
and some Latinos, characterised by long, brown or bru-
nette hair and brightly coloured clothing that showed 
their shoulders. In addition, the two images with men, 
depicted them with the same haircut and a beard or 
moustache. 

The judicious application of AI has the 
potential to transcend these limitations, 
contributing to a more equitable and in-
clusive society

Figure 2. Images generated by DALL-E 2 of primary school teachers (left) and university lecturers (right). 
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Figure 3. Images generated by DALL-E 2 for doctors (left) and nurses (right)

In the second round we entered the terms separated by a space and the images generated were different. However, they 
were still stereotyped: all the professionals were women, albeit this time they were Indian, had dark skin and were wea-
ring Indian clothes; more of their body was covered than in the previous images. They seemed to represent Bollywood 
actresses. 

4.2.5. Health and science

Certain differences were observed in the images generated for the health and science fields. When including the term 
“doctor” in the search, the results are moderately stereotyped: 77% of the images depicted men, while 23% represented 
women. However, when introducing the term “nurse”, the results generated were 100% stereotypical, as only women 
appeared in the images. Additionally, all the professionals depicted were young, Western, held the same posture (doc-
tors with their arms crossed and nurses with charts in their hands), and white predominated both in the background and 
clothing. Some professionals were shown wearing masks (Figure 3). 

The profession of scientist also gave stereotyped results: 94% were of young men, who had dark hair, the same posture, 
and were analysing samples with gloves and glasses. As for clothing, they all wore a lab-coat with a suit underneath. In 
addition, as was the case with health sciences professionals, the colour white predominated. 

4.2.6. Politics, economy and information technology

The images generated by Artificial Intelligence depicted politicians in a very stereotypical manner: 100% were men, 
elderly or middle-aged and Western. It should also be noted that everyone wore a suit and tie and the more senior the 
position, the darker the colour, whereas mid-level employees wore lighter colours.

The images generated by DALL-E 2 for lawyers were also stereotypical: 72% were men, all of them elderly; they wore 
dark gowns and most of them had a book in their hands. Also, all images depicted Westerners.

Office-related professions such as secretary, accountant or banker were also highly stereotyped. When entering the 
term secretary, the generated images were all female, young, Western, brunette and had long hair. Also, they were all 
dressed in suits, sitting at a table, with a computer. The same goes for the term banker, and the images generated for that 
profession depicted middle-aged, Western men, in suits, using a calculator or sorting through documents. Again, 94% of 
the images generated for this profession showed men.

The only change in this pattern was seen for professions associated with writing (such as author or journalist); for these, 
the results were only moderately stereotypical and the images depicted both women and men. In the case of writer, the 
results depicted 50% men and 50% women. But when journalist was entered, the images were 72% men and 28% wo-
men. The most interesting result to note of the images generated for these professions is that there is always a typewri-
ter for the writer and a newspaper for the journalist (Fi-
gure 4). Again, middle-aged or young Westerners were 
depicted for those professions and they were wearing 
very similar clothing: a dark jacket and a suit. 

The AI response is implicit in the ques-
tion that the user asks



Francisco-José García-Ull; Mónica Melero-Lázaro

e320505  Profesional de la información, 2023, v. 32, n. 5. e-ISSN: 1699-2407     8

4.2.7. Security, religion and sports

Regarding professions from the security sector, all the images generated by Artificial Intelligence were highly stereo-
typed. All the figures represented were men and in the case of the soldiers, seven of the nine images were drawings. 
Both police officers and soldiers were depicted in uniform, all young, Western and held the same stance. Police officers 
were all shown to be on the street and soldiers all had weapons in their hand.

Other neutral professions were subsequently reviewed, such as pastor or religious leader and athlete. Pastor was also 
depicted stereotypically, all the images were of elderly men, and the majority were Western except for two images 
where the men appeared to be black. The images generated for professional athletes were also stereotypical: 77% were 
men. They were all young, dressed in mainly red and the majority were white and Western.

4.3. Comparison of stereotyping between AI and humans
Gender stereotypes in artificial intelligence (AI) can have significant impacts in various areas, as noted above. The con-
clusion of comparing the results obtained by DALL-E 2 with previous studies that involved human opinion found that AI 
exhibited a higher degree of gender stereotyping in the workplace. In particular, an analysis by Farago, Eggum-Wilkens 
& Zhang (2021) found that 35% of the professions evaluated were very stereotypical, while AI-generated images reached 
an alarming 59.4%.

There were stereotypes of professions humans and AI concurred with, for example depicting males for: carpenter, taxi dri-
ver, truck driver, airplane pilot, mechanic, construction worker, soldier, engineer, barber; and females for nurse and maid.

The biases present in the data used to train the AI models probably reflect existing gender biases and imbalances in so-
ciety. If historical data sets contain inequities or reflect gender stereotypes, AI is likely to learn and reproduce these pat-
terns during its training. Another aspect to take into account is the ongoing interaction and reciprocal influence between 
society and technology. AI-generated representations of professions will amplify existing societal stereotypes, leading to 
a feedback loop that reinforces these biases.

Certain professions exhibit strong stereotypes in AI-generated representations that are not reflected in human perceptions. 
In the case of men, these were: police; banker; computer specialist; politician and pastor or religious leader. And in the case 
of women, these were: teacher - primary; teacher - secondary; singer; seamstress/tailor; hotel manager and secretary. 

These stereotypical images were a result of the AI mo-
del’s interpretation and representation of the data. AI 
algorithms can use certain attributes or characteristics 
present in the data to assign labels or associate certain 
jobs with a particular gender, even if such associations 
lack a strong empirical basis. If gender-biased databases 
are used to teach the AI model, machine learning will 
also show stereotypes.

Figure 4. Images generated by DALL-E 2 for the profession of writer (left) and journalist (right).

The establishment and strengthening 
of a diverse and inclusive development 
community plays a crucial role in advan-
cing towards a more equitable and un-
biased AI system
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5. Discussion and conclusions
The results provided by DALL-E 2 for neutral professions showed a high level of stereotyping, with 22 out of 37 searches 
consistently producing images of the same gender. Of the professions that were completely stereotypical, 21.6% related 
to the female sex and 37.8% to the male sex.

That is what happened for technical and scientific professions, and those related to construction and transport. We 
found AI associated women with domestic workers, dressmakers and those professions in which appearance is impor-
tant, such as actors or singers, the AI model further depicted them as young, Western, and blonde. It is important to note 
the high representation of women in the education and medical sectors, particularly in nursing. 

Also noteworthy is that DALL-E 2 generates synthetic images of middle-aged or elderly men for professions associated 
with higher responsibility or status, such as politicians, those related to finance and religion. There is also a prevalence 
of Westerners evident in the generated images.

When compared with earlier studies involving adolescents, it is evident that DALL-E 2 exhibits more significant gender 
stereotyping in professional contexts. In contrast to previous human-based studies that detect strong gender stereoty-
ping in 35% of professions, Artificial Intelligence exhibits full stereotyping in 59.4% of cases.

In summary, this study identifies significant gender biases in the workplace evident in the images generated by Artificial 
Intelligence. 

AI-based tools are quickly becoming very popular and hold promising potential to participate in and influence social 
relationships in the short term. This is why identifying, categorising and eliminating these biases that can impact our 
decision-making, and the way we perceive and interact with reality, is so important.

Artificial Intelligence reflects our common feelings, virtues and defects. By reflecting on our own biases and actively 
learning from the past, we can aspire to develop AI technologies that are genuinely inclusive and equitable.

Two significant challenges emerge from this study concerning ethics and efficiency that require resolution and thought-
ful consideration. Firstly, the issue of user bias. AI tends to reinforce existing biases by echoing the user’s query and pro-
viding answers that align with their preconceived beliefs, creating an echo chamber effect. In this sense, the AI response 
is implicit in the question that the user asks. Hence, finding responses that transcend the issuer’s cosmogony or their 
particular way of comprehending reality becomes complicated. We have called the impossibility of finding answers that 
go beyond the user’s existing knowledge and understanding “the other side of the mirror”. Secondly, in a hypothetical 
scenario where users can conduct an unbiased inquiry and cross to the other side of the mirror, they would encounter a 
sea of knowledge that is inherently biased due to the influence of the technology developer’s “other side of the mirror”. 
If “every technology is an ideology” (Postman, 1991, p. 165), AI cannot be separated from the ideology of its creators.

Indeed, the establishment and strengthening of a diverse and inclusive development community plays a crucial role in 
advancing towards a more equitable and unbiased AI system. The replication of these values in technologies can only be 
achieved with an inclusive development community.

Our findings emphasise the significance of investigating both AI stereotypes and human stereotypes. Stereotypes, being 
products of society and reflecting deep-seated biases, can be amplified and perpetuated by AI through its capacity to 
learn from extensive datasets. Addressing this issue requires a two-fold approach: promoting diversity and equality in 
the training data used for AI, and fostering greater awareness and reflection among humans about ingrained stereotypes 
that can impact technology development and use. Only then can we move towards AI systems that are fair, free of bias, 
and contribute to promoting equal opportunities and inclusion across all aspects of our society.
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