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We report on experiments where solid-density Mg plasmas are created by heating with the fo-
cused output of the Linac Coherent Light Source x-ray free-electron-laser. We study the K-shell
emission from the Helium and Lithium-like ions using Bragg crystal spectroscopy. Observation of
the dielectronic satellites in Lithium-like ions confirms that the M-shell electrons appear bound for
these high charge states. An analysis of the intensity of these satellites indicates that when modelled
with an atomic-kinetics code, the ionisation potential depression model employed needs to produce
depressions for these ions which lie between those predicted by the well known Stewart-Pyatt and
Ecker-Kroll models. These results are largely consistent with recent Density Functional Theory
calculations.

I. INTRODUCTION

The focused output of hard x-ray free-electron-lasers
(FELs), such as the Linac Coherent Light Source (LCLS),
with peak spectral brightnesses many orders of magni-
tude greater than those of any synchrotron, provides a
means to create hot (many hundreds of eV) plasmas at
exactly solid density. Each pulse created by the FEL
can, when it is operating in self-amplified spontaneous
emission (SASE) mode, contain of order a few mJ of en-
ergy, which can be focused to micron-scale spots with Be
lenses or Kirkpatrick-Baez mirrors [1]. The short dura-
tion of the pulses (typically sub-100 fs) ensures that the
x-ray energy is deposited in the solid target in the focal
plane on a timescale short compared with its disassem-
bly time. The combination of energy, spot size, and pulse
duration noted above corresponds to intensities on target
of order at least 1017 Wcm−2.
If the photon energy of the incoming FEL radiation

exceeds that of the K-edge of the atoms in the cold tar-
get, and the subsequent ions created, the photoioniza-
tion by the FEL results in copious K-shell core holes
being created, which are subsequently filled by radia-
tive decay from the upper levels or via the Auger pro-
cess. Both the photoionized and Auger electrons are
ejected into the continuum, rapidly thermalizing by los-
ing part of their energy via collisions with the ions in
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the lattice (collisional ionization and three-body recom-
bination) and with the thermal electron pool (electron-
electron scattering) [2], heating the electrons in the sys-
tem to many tens or even hundreds of eV. The filling of
the core holes created by the photoionisation typically
occurs on a femtosecond timescale, short compared with
the FEL pulse duration (which is typically several tens
of femtoseconds), and certainly much shorter than the
target disassembly time, effectively ensuring that the re-
sultant K-shell emission comes from the target when it
is still at solid density. Thus K-shell spectroscopy of the
solid density plasma produced provides detailed informa-
tion on the charge states produced.

There have now been several studies of the x-ray spec-
tra produced from solid targets in the manner described
above [2–13], which have allowed a wealth of information
to be gleaned concerning various properties and processes
occuring in these dense plasmas, such as opacity [10], col-
lisional rates [8, 12], and the phenomenon of saturable ab-
sorption in the x-ray regime [9]. Of particular relevance
here are those studies which have looked at ionization
potential depression (IPD) [4, 7, 11]. The lowering of the
energy of the start of the continuum, or IPD, is a funda-
mental process that occurs in dense plasmas as a result
of the electrostatic interactions between the atom or ion
and the surrounding charged particles [14–17], leading to
a reduction in the atomic binding energies. A knowledge
of where the continuum lies for ions has a direct impact
on many important plasma processes, such as the ion-
ization and ion charge state distribution, the equation of
state, and the opacity and transport properties.

In the work cited above, the IPD was ascertained ex-
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perimentally for a particular charge state by noting the
photon energy of the FEL for which copious Kα radiation
for the relevant ion was produced, this being interpreted
as the photon energy needed to create a K-shell core hole
by photoionization into the continuum. This method was
applied to elements of relatively low Z (12-14), and relied
on the fact that for the electron temperatures produced
– typically less than 200 eV – the atomic energies and
plasma temperatures are such that the vast majority of
the resultant K-shell emission cannot be produced via
thermal processes, but only due to photoionization, and
thus recorded x-ray spectra, although time-integrated
over each individual pulse, are effectively gated by the
pulse duration. The results were compared with predic-
tions from simple semi-classical models often employed
in atomic-kinetics calculations, for example the Stewart-
Pyatt (SP) [16] and Ecker-Kröll (EK) models [17], whose
mathematical expressions are discussed later in the text.

In the first of these x-ray heating experiments, study-
ing Al, it was found that the EK model gave better agree-
ment with the data [4]. As a result of matching the K-
shell binding energy, no M-shell electrons were found to
be bound. In that particular experiment the authors note
that the spectra from some of the highest charge states
(up to Helium-like) were complicated by the presence of
Kβ radiation from the cold solid, and in this original work
no firm conclusion about the degree of IPD for them was
made. However, it was subsequently noted that were the
EK model to be applied for the higher charge states as
well, the M-shell would also not be bound [6]. This lat-
ter conclusion is at odds with the work of Hoarty and
co-workers [18], who observed the presence of radiation
from the He-β transition of Al in experiments using op-
tical lasers for heating and compression, and for which
the spectra could not be reconciled with the EK model.
At the same time, the SP model was also found to be
inadequate for modelling both experiments.

The difficulty of finding a single, semi-classical IPD
model that captures the pertinent physics that such an
approach purports to describe is perhaps not surprising,
given that the plasmas under study are dense quantum
systems. Indeed, the authors of ref. [4] note in their
original work that the EK and SP models are“ultimately
both unlikely to capture fully the complex physics of
atomic systems embedded within dense plasma environ-
ments over wide ranges of plasma conditions and charge
states.” The veracity of the above statement has been
given further credence by recent extensive computational
studies based on Density Functional Theory (DFT) [19].
These calculations reveal that one of the main underlying
issues in such dense systems is that a binary distinction
between electrons that are free, and in the so-called con-
tinuum, and those that are bound to an atom or ion,
cannot definitively be made – the problem is inherently
quantum mechanical in nature.

Nevertheless, owing to the manner in which the ma-
jority of standard atomic-kinetics-based calculations are
constructed, their use requires that such a distinction

between bound and free electrons is made and thus, at
least for the foreseeable future, simple IPD models are
likely to continue to be adopted. As a result, within the
work encompassed by the DFT calculations cited above,
the use of the technique of the inverse participation ratio
was employed to give a measure of the degree of bound-
ness of the Kohn-Sham wavefunctions [19], and hence de-
duce where the energy of the continuum ought best to be
placed, were one forced to make such an artificial division
between bound and free. Within the above constraints
and caveats, it was found that for solid density Al and
Mg plasmas, for the highest charge states the most ap-
propriate energies at which to consider the electrons to
be free would correspond to a position lying somewhere
between those predicted by the SP and EK models, al-
though the EK model would still give a better fit for
the lower charge states. In particular, it was noted that
for Li and He-like ions, it would appear that the M-shell
should be treated as being bound, and radiation from
the M-shell states should be experimentally observable.
In fact, the authors of [19] report the direct observation
of He- and Li-like Mg Kβ emission.
It is in the above context that we present here an

analysis of the emission spectrum from the Helium
and Lithium-like ions in an FEL-generated solid-density,
optically-thin, Mg plasma. We specifically investigate the
intensity of the dielectronic satellites, where the specta-
tor electron lies in the n = 3 principal quantum number,
i.e. the M-shell. Studies of the intensity of such satel-
lites, be they due to L or M-shell spectator electrons, has
a long history, and has previously been shown to be of
use in determining plasma conditions in both astrophys-
ical [20–24] and laboratory based plasmas [25–33].
In analysing the intensity of these M-shell satellites,

our main finding is that the Li-like states for which the
n = 3 level is occupied by one electron are in good ther-
mal contact with the equivalent He-like state without the
n = 3 electron, and as a result the intensity of these satel-
lites is sensitive to the IPD. Furthermore, for best agree-
ment with the experimental data given the parameters
of the FEL, we need to place the IPD for these charge
states between the EK and SP limits, as advised by the
DFT studies, and to this degree the data is consistent
with them.

II. EXPERIMENTAL SET-UP

The experiment was performed at the Soft X-Ray
(SXR) end station [34] of the LCLS, using a set-up which
has been thoroughly discussed in previous publications
[2, 10, 13, 35].
Targets consisted of 54 -nm-thick Mg foils. These were

irradiated using 100 fs x-ray pulses with a photon en-
ergy of 1540 eV. The nominal pulse energy was 1.7mJ,
which is reduced to 0.51mJ after transmission through
the beamline optics [2, 10, 35]. The size of the focal spot
on target was measured ex situ using imprint measure-
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FIG. 1. (1a) Schematic drawing of the experimental set-up. (1b) Experimental data of Mg K-shell emission spectrum showing
a whole set of emission lines from different ionization stages. The lines have been labelled according to the number of electrons
of the emitting ion.

ments on PbI2 [36], obtaining an effective focal spot area
of 8.5 µm2, which corresponds to a maximum irradiance
of ∼ 1017 W cm−2.
Spectra were collected over 208 FEL shots. Since our

main interest is the shape of the Heα complex, each indi-
vidual spectrum was normalized to the peak of their Heα
emission. The total variance was obtained accounting for
the dark noise of each pixel in the Charge Coupled Device
(CCD) (which was in turn assigned to an energy bin),
the statistical variance assuming a Poisson distribution
for an individual photon observation, and the weighted
variance between the set of spectra [37].

The targets were irradiated at a 45 ° angle with respect
to their normal, and their x-ray emission was collected
at an angle of 20 ° to that normal by means of a flat-
crystal Bragg spectrometer. We employed a Beryl (101̄0)
crystal, whose lattice spacing (2d =15.96 Å) corresponds
to a diffraction angle of∼ 35 ° for the Heα line of Mg. The
diffracted X rays were then recorded with a Princeton
Instruments CCD camera. The spectral resolving power
(E/∆E) of this setup was > 3000 for all photon energies
[11, 35]. A schematic drawing of the experimental set-up
is shown in Fig. 1a.

Figure 1b shows a typical example of the K-shell emis-
sion spectra from the solid Mg plasma that was obtained
in the experiment. Owing to the time-integrated nature
of the measured spectra, emission from the different ion-
ization species present in the plasma as it heats up is
present in the data. The lines are labelled according to
the number of bound electrons in the core of the emitting
ion (the label ‘He’ corresponds to two bound electrons,
‘Li’ to three, and so on). As mentioned in the intro-
duction, in this work we will focus on the emission from
He-like Mg, and the associated Li-like satellites which lie

in the energy range of 1340− 1370 eV.

III. MODELLING

A. Atomic kinetics

The plasma evolution and resultant spectra were mod-
elled using a combination of two codes: the time-
dependent atomic kinetics non-LTE (Local Thermody-
namic Equilibrium) code SCFLY [2], and a separate,
stand-alone, LTE Saha-Boltzmann code. As we shall ex-
plain in more detail below, we perform time-dependent
SCFLY simulations to determine the overall evolution of
the plasma in terms of superconfigurations, and also to
confirm that the system is very close to LTE. We then use
a Saha-Boltzmann approach, with more detailed atomic
physics (but now assuming LTE) to model the spectra
of the satellites for comparison with the experimental re-
sults.
SCFLY is based upon the commonly used FLYCHK

code [38], adapted to treat x-ray laser problems. SCFLY
is based on a superconfiguration approach – i.e. it pro-
vides the populations for states defined solely by the
number of electrons with specific principal quantum num-
bers. Thus the ground state of a lithium-like ion, with
two electrons in the K-shell, and one in the L-shell, is de-
noted (210), whereas in its first excited state, with the L-
shell electron excited to the M-shell, it would be denoted
(201). It takes as its input the x-ray laser intensity as a
function of time, and solves for the evolution of ground
and excited-state superconfiguration populations. The
electrons in the continuum are assumed to obey classical
statistics, and to instantaneously thermalise to a tem-
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perature dictated by their overall energy content. This
assumption has recently been validated by Ren et al. [39],
who showed that for this type of plasmas, the effect of
non-thermal electrons in the K-shell spectrum is negligi-
ble if the FEL pulse is longer than ∼ 30 fs. In contrast
with the electrons, we assume that on the timescale of
typical FEL pulses the ions remain at room tempera-
ture throughout the calculation, given that the timescale
for electron-ion equilibriation, in terms of their temper-
atures, is several picoseconds [40, 41].

Within both the SCFLY and Saha-Boltzmann solver
we take into account the degree of IPD by considering
two widely used models, namely the EK model and the
SP model. The levels of continuum lowering predicted
by these models in the high-density limit, where the SP
model is effectively equivalent to the Ion-Sphere model
[16], are given by [6]

∆IEK = CEK · (Z + 1)e2

4πε0
·
[
4π (ne + ni)

3

]1/3
(1)

and

∆ISP = CSP · 3
2
· (Z + 1)e2

4πε0
·
(

4πne

3 · (Z + 1)

)1/3

, (2)

where, for each model, CEK = CSP = 1, Z is the charge
of the ion (0 for the neutral atom), e is the electron
charge, ne and ni are the electron and ion number density
respectively and ε0 is the electric permittivity of vacuum.
Note that in order to explore models that lie between SP
and EK we will also in what follows show results for which
these two constants CEK and CSP differ from unity.
As noted in the introduction, the main result we will

be studying in this work is the intensity of the lithium-
like dielectronic satellites. Within SCFLY, the transition
between superconfigurations that corresponds to satel-
lites associated with an upper state containing an L-
shell electron is the (120)-(210) transition, and for M-
shell satellites is the (111)-(201) transition. At the more
detailed level, taking into account the various configura-
tions and fine-structure effects, these two superconfigura-
tional transitions encompass the gamut of satellites that
are well known to accompany the helium-like resonance
line, and which, for the L-shell satellites, are usually la-
belled according to the notation proposed by Gabriel [20].
It is these detailed transitions that are modelled by the
Saha-Boltzmann code, under its LTE assumption, and
which we justify in the next section.

To model the plasma kinetics, we first calculated the
temperature evolution of the plasma with SCFLY. It is
even at this early stage that the choice of an IPD model
affects our results, since the electron temperature of the
plasma is dependent on the level of ionization and there-
fore on the level of continuum lowering. We show this
effect in Fig. 2, where the temperature evolution for the
peak laser irradiance (∼ 3 × 1017 W cm−2) is shown for
the SP and EK IPD models. In these simulations, and
all that follow, we assume that the incident FEL pulse is
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FIG. 2. Temperature evolution of solid density Mg, as pre-
dicted by SCFLY for different IPD models, upon irradia-
tion with an FEL pulse with irradiance 3 × 1017 W cm−2 at
1540 eV. The plot is shown up to 10 ps for illustrative pur-
poses, but it should be noted that disassembly of the target
will take place on a timescale of order picoseconds.

gaussian in time with a FWHM of 100 fs, which peaks at
a time of 100 fs. In the simulations shown here, which as-
sume constant ion density, the cooling of the plasma after
the FEL pulse is only due to radiation while in practice,
disassembly of the target will take place on a timescale
of order picoseconds.
The main difference between these IPD models can be

seen in Figs. 3a and 3b, where we show the ionization en-
ergy of the M-shell for He- and Li-like ions as a function
of time. The SP model predicts the M-shell to be always
bound, with a binding energy around ∼ 100 eV, which
is of the same order as the electron energy. This means
that a large proportion of the free electrons are able to
collisionally ionize these states, losing part of their ther-
mal energy. In contrast, in the EK model the M-shell
becomes completely free when the plasma heats up, so
collisional ionization loses are somewhat reduced. Also
shown in Fig. 3 are the results of scaled SP and EK mod-
els, such that the M-shell remains bound (in the bound-
free picture of atomic kinetics codes), but with a lower
ionization energy, which increases the rate of collisional
ionization, thus increasing the energy losses and reducing
the overall plasma temperature.

B. Spectrum

Having used SCFLY to determine the temperature evo-
lution of the plasma, the more detailed atomic kinetics
were solved using an iterative Saha-Boltzmann LTE code
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FIG. 3. Time-evolution of the level of the continuum edge with respect to the M-shell of He-like (3a) and Li-like (3b) ions,
for the different IPD models mentioned in the text. In this picture, when the continuum energy is positive, it means that the
M-shell is bound and when it is negative, the M-shell becomes free. Note how, while for the usual SP and EK models the
M-shell is respectively bound or free for both ion species (when the temperature is sufficiently high), for the case of 88% EK
and 130% SP, the M-shell is barely bound for both charge states and much closer to the continuum edge.

which treats Ne-like to Be-like ions using configuration
averaged levels, while explicitly including the configura-
tions and fine structure levels of Li-like to H-like ions.
The energy of the different atomic states and the tran-
sition probabilities were obtained from the Los Alamos
National Laboratory (LANL) atomic codes [42].

The particular region of the spectrum in which we are
interested is around the Helium-like resonance line, along
with its associated satellites, that is, the region between
1340 and 1370 eV shown in Fig. 1b. Since the targets
used in this experiment were 54 nm-thick, the peak opti-
cal depth of the plasma in the spectral range of the Heα
emission (determined by the resonance line) is τ < 0.2
[10]. All of the radiation in this region, between 1340 and
1370 eV, is produced by radiative transitions from the
three superconfigurations (110)-(200), (120)-(210), and
(111)-(201).

As noted in the introduction, for the solid-density plas-
mas produced here, the electron temperatures are such
that very few K-shell holes are produced thermally for
the He and Li ionisation stages, compared with the num-
ber that are produced due to photoionisation by the in-
cident FEL radiation. Indeed, during the FEL pulse, the
photoionisation production of such inner core holes ex-
ceeds that due to thermal collisional processes by about
two orders of magnitude. However, and importantly for
our analysis here, the electron density of the system is

so high, and thus electron collisional processes so fast,
that the superconfigurations (and also configurations and
fine structure levels within them) are extremely close to
LTE, apart from the deviation in the population of the
K-shell induced by the photoionisation process. How-
ever, importantly, the photoionization due to the FEL
does not significantly disturb the other aspects of LTE
relationships within the system. This is best illustrated
by example. Consider two superconfigurations that do
not have K-shell holes: (210) and (211). Photoionisation
by the FEL would, from these superconfigurations, pro-
duce (110) and (111) respectively, and indeed towards the
peak of the pulse the fractional populations of ions with
such K-shell holes is of order a few percent. However, the
collisional processes are so fast that the ratio of (110) to
(111) remains almost identical to that which would per-
tain in the circumstances of no FEL, but the same elec-
tron temperature (i.e. that given by the Saha-Boltzmann
equation at this temperature). Note also, that given that
the (111) superconfiguration can undergo Auger decay,
collisional processes are also much more important than
this effect.

As an example of this we plot the ratio of the popula-
tions of the (110) superconfiguration to that of the (111)
superconfiguration, as predicted by SCFLY, firstly with
the FEL on and running the simulation in full non-LTE
mode, and then secondly, switching the FEL off (so no
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FIG. 4. (4a) Population ratio between the 110 and 111 states obtained from SCFLY compared with those obtained by assuming
LTE for the SP IPD model as a function of time. (4b) Fractional population of the He-like 110 states (red circles) and the
Li-like 111 satellite states (blue triangles) as a function of time as predicted by SCFLY (solid lines) and pure LTE (dotted
lines). The symbols are marked every 8 data points to ease the view.

photoionisation occurs), but assuming LTE, following the
time-dependent temperature from the first non-LTE sim-
ulation. As can be seen in Fig. 4a, the ratio between the
populations of the superconfigurations is almost identi-
cal at each point in time, and whether the FEL is on or
off. This is despite the fact that the absolute value of the
populations of the superconfigurations is quite different
between the non-LTE calculation including the FEL, and
the one that assumes LTE: this can be seen in Fig. 4b,
where we plot the number density of ions in the (110)
and (111) superconfigurations as a function of time for
the non-LTE and LTE case. Note that the populations
are about two orders of magnitude higher whilst the FEL
is on, due to photoionisation of the K-shell, in the non-
LTE case.

As LTE between superconfigurations has been shown
to be maintained in the presence of an FEL drive, it is
therefore reasonable to use the time-dependent temper-
ature from SCFLY as a basis of the model, assuming
LTE between configurations, and the fine structre levels
within them in order to construct a detailed spectrum.
In this limit, as the plasma is optically thin, the inten-
sity emitted at a given time from a given detailed tran-
sition depends only on its population and spontaneous
emission rate. We use the Saha-Boltzmann solver, with
the time-dependent temperature provided by SCFLY,
to determine the time-dependent populations of all of
the relevant levels, and thus the detailed emission. For

the Helium-like line and its satellites we included the
resonance (1s2p 1P1 → 1s2 1S0) and intercombination
(1s2p 3P1 → 1s2 1S0) lines from the Heα complex and
all Li-like L- and M-shell satellite transitions with ener-
gies above 1330 eV and with spontaneous emission rates
A above 0.08 × 1013 s−1. This corresponds to 13 L-shell
satellite lines and 32 M-shell satellite lines, which are
shown in Table I. Note that, although the spectral region
of interest for this work lies between 1340 and 1370 eV,
we set the lower limit of the energy of the lines consid-
ered to be 10 eV below the region of interest, to include
the emission from the wings of the lines.
The intensity of each transition is distributed across

its lineshape. Given that, for the duration of the emis-
sion, the ions are static, the contribution of the Doppler
effect to the broadening of the line can be considered neg-
ligible. Moreover, during the emission the ions are fixed
to their lattice position, and therefore the average ionic
microfield felt by a given emitter is zero.1 Additionally,
given the high spectral resolution of the system, the in-
strumental broadening does not contribute significantly
to the lineshape. By studying the mechanisms affecting

1 This effect was verified using the Stark code SIMULA [43]. The
ions were allowed to shift slightly from their lattice position.
No significant mixing was observed for any of the transitions
specified here (Heα, L-shell or M-shell satellites).
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FIG. 5. Shape of the Heα emission obtained by the (5a) Steward-Pyatt and (5b) Ecker-Kröll models (red-shaded area, enclosed
by dash-dotted lines) compared with the experimental data and the associated 1σ uncertainty (solid blue line and surrounding
grey shaded area respectively). Below the main line, the total contribution from the satellite lines with an M or an L-shell
spectator electron, as well as that of the Heα emission are indicated with the dotted black, dashed green and solid brown lines
respectively. The thinner dotted black and dashed green lines correspond to the emission from individual fine structure states.

line broadening in the experimental conditions, using the
code ALICE [44], we observed that, under these condi-
tions, the lineshape is mostly determined by the rate of
collisional ionization and recombination, and thus, the
lineshape is well modelled by a Lorentzian curve. The
experimental width of the isolated Heα resonance line
was determined by fitting the high-energy side of the
line, where no satellite emission is present. The obtained
FWHM of the Lorentzian was ∆E = 4.4 ± 0.5 eV. We
observed that the shape of the total spectrum was not
strongly dependent on the width of the individual satel-
lite lines -given the numerous satellite transitions, the
shape of the individual features is lost. For this reason,
and given that the rate of collisional recombination to
the M-shell for a He-like ion is the same as the rate of
collisional ionization of an M-shell electron for a Li-like
ion, for simplicity we considered all the individual transi-
tions to have the same Lorentzian width as the Heα line.
The lineshapes are then modelled as

I(E) =
Itotal
π

∆E/2

(E − E0)2 + (∆E/2)2
, (3)

where Itotal is the total intensity of a transition defined
by the populations and spontaneous rate, and E0 is the
transition energy.

C. Effect of the focal spot

In order to take into account the spatial distribution
of the focussed FEL x-rays, for each pulse we model 25
intensity bins spanning six orders of magnitude, as de-
tailed by Ciricosta et al. [2]. The intensity of the n-th
bin was obtained as

In(ω, t) = I0(ω, t) · e−2(n·0.1)2 . (4)

It is worth mentioning that not all the bins contribute
to the Heα emission, since for n ≳ 11 the temperature
is not sufficiently high to ionize the the plasma up to
neither Li nor He-like state. This spatial distribution
was measured experimentally by the imprint method, as
described in more detail in [2]. The full spectrum was
then obtained as a sum of the time-integrated spectra
calculated for each intensity bin, weighted by the fluence
scan of the laser spot.

IV. RESULTS

Figure 5 shows both the experimental data, and simu-
lated spectra, for the Helium-like emission and associated
Li-like satellites. We show the simulated spectra of the
Heα region for both the SP (Fig. 5a) and the EK (Fig.
5b) IPD models. The solid brown line corresponds to
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TABLE I. List of He-like transitions and Li-like satellites included in the spectra calculation.

Type Transition Energy (eV) A-rate (1013 s−1) Gabriel’s notation

He-like 1s2p 3P1 → 1s2 1S0 1343.1 1.21× 10−3 y

He-like 1s2p 1P1 → 1s2 1S0 1352.5 2.0469 w

L-shell satellite 1s2p2 2D3/2 → 1s22p1 2P3/2 1331.3 0.0499 l

L-shell satellite 1s2p2 2D5/2 → 1s22p1 2P3/2 1331.3 0.9596 j

L-shell satellite 1s2p2 2D3/2 → 1s22p1 2P1/2 1331.8 0.9270 k

L-shell satellite 1s2p2 2P1/2 → 1s22p1 2P3/2 1333.4 0.9147 c

L-shell satellite 1s2p2 2P3/2 → 1s22p1 2P3/2 1333.8 2.6167 a

L-shell satellite 1s2p2 2P1/2 → 1s22p1 2P1/2 1333.8 2.0883 d

L-shell satellite 1s2p2 2P3/2 → 1s22p1 2P1/2 1334.3 0.3683 b

L-shell satellite 1s2s2p 2P1/2 → 1s22s1 2S1/2 1335.3 1.7592 r

L-shell satellite 1s2s2p 2P3/2 → 1s22s1 2S1/2 1335.6 1.8214 q

L-shell satellite 1s2s2p 2P1/2 → 1s22s1 2S1/2 1339.9 0.2026 t

L-shell satellite 1s2s2p 2P3/2 → 1s22s1 2S1/2 1340.4 0.1406 s

L-shell satellite 1s2p2 2S1/2 → 1s22p1 2P3/2 1343.0 0.7842 m

L-shell satellite 1s2p2 2S1/2 → 1s22p1 2P1/2 1343.2 0.2636 n

M-shell satellite 1s12p13p1 (3P )2P3/2 → 1s23p1 2P3/2 1337.4 0.0807

M-shell satellite 1s12p13p1 (3P )2P1/2 → 1s23p1 2P1/2 1337.5 0.0854

M-shell satellite 1s12s13d1 (1S)2D5/2 → 1s23p2 2P3/2 1341.9 0.2530

M-shell satellite 1s12p13p1 (3P )2D5/2 → 1s23p1 2P3/2 1341.9 0.1543

M-shell satellite 1s12s13d1 (1S)2D3/2 → 1s23p2 2P1/2 1342.0 0.2760

M-shell satellite 1s12p13d1 (3P )2F5/2 → 1s23d1 2D3/2 1342.6 0.3080

M-shell satellite 1s12p13d1 (3P )2F7/2 → 1s23d1 2D5/2 1343.1 0.3324

M-shell satellite 1s12p13p1 (3P )2S1/2 → 1s23p1 2P3/2 1343.8 0.3058

M-shell satellite 1s12p13p1 (3P )2S1/2 → 1s23p1 2P1/2 1344.0 0.0910

M-shell satellite 1s12p13s1 (3P )2P1/2 → 1s23s1 2S1/2 1344.9 0.2500

M-shell satellite 1s12p13s1 (3P )2P3/2 → 1s23s1 2S1/2 1345.4 0.1850

M-shell satellite 1s12p13p1 (1P )2D5/2 → 1s23p1 2P3/2 1347.4 1.8410

M-shell satellite 1s12p13p1 (1P )2D3/2 → 1s23p1 2P3/2 1347.4 0.2166

M-shell satellite 1s12p13p1 (1P )2D3/2 → 1s23p1 2P1/2 1347.5 1.5855

M-shell satellite 1s12p13s1 (1P )2P1/2 → 1s23s1 2S1/2 1348.1 1.8705

M-shell satellite 1s12p13s1 (1P )2P3/2 → 1s23s1 2S1/2 1348.1 1.8226

M-shell satellite 1s12p13p1 (1P )2P1/2 → 1s23p1 2P3/2 1348.4 0.4731

M-shell satellite 1s12p13p1 (1P )2P1/2 → 1s23p1 2P1/2 1348.6 1.4666

M-shell satellite 1s12p13p1 (1P )2P3/2 → 1s23p1 2P3/2 1348.6 1.6772

M-shell satellite 1s12p13d1 (1P )2D3/2 → 1s23d1 2D5/2 1349.4 0.1720

M-shell satellite 1s12p13d1 (1P )2D3/2 → 1s23d1 2D3/2 1349.5 1.8304

M-shell satellite 1s12p13d1 (1P )2D5/2 → 1s23d1 2D5/2 1349.5 1.7970

M-shell satellite 1s12p13d1 (1P )2D5/2 → 1s23d1 2D3/2 1349.5 0.2028

M-shell satellite 1s12p13p1 (1P )2S1/2 → 1s23p1 2P3/2 1350.0 1.2453

M-shell satellite 1s12p13p1 (1P )2S1/2 → 1s23p1 2P1/2 1350.1 0.4075

M-shell satellite 1s12p13d1 (1P )2F7/2 → 1s23d1 2D5/2 1350.6 1.6623

M-shell satellite 1s12p13d1 (1P )2F5/2 → 1s23d1 2D5/2 1350.7 0.1690

M-shell satellite 1s12p13d1 (1P )2F5/2 → 1s23d1 2D3/2 1350.7 1.4779

M-shell satellite 1s12p13d1 (1P )2P1/2 → 1s23d1 2D3/2 1351.8 1.9741

M-shell satellite 1s12p13d1 (1P )2P3/2 → 1s23d1 2D5/2 1351.8 1.7840

M-shell satellite 1s12p13d1 (3P )2P3/2 → 1s23s1 2S1/2 1351.9 0.1761

M-shell satellite 1s12p13d1 (3P )2P1/2 → 1s23s1 2S1/2 1352.4 0.1594

the contribution from the Heα emission, while the dashed
green and dotted-black lines correspond to the collective
emission from the Li-like satellites with an L- and M-
shell spectator electron respectively (the thinner dashed
green and dotted black lines correspond to each individ-
ual satellite transition). The red-shaded band enclosed

by dash-dotted lines corresponds to the total spectrum,
with the width of the band corresponding to the uncer-
tainty introduced by the error in the fit to the width of
the Lorentzian. When comparing with the experimental
data (shown as a solid blue line surrounded by a grey-
shaded area corresponding to a 1σ uncertainty), it can
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FIG. 6. (6a) Comparison of the shapes of the Heα emission obtained for both 130% of the SP model and 88% of the EK
model (green-dotted and red-dashed shaded regions respectively) compared with the experimental data. The width of the
error regions corresponds to the uncertainty in the line widths. (6b) Line profile obtained using the SP IPD model scaled
to 130% (red-shaded area enclosed by dash-dotted lines) compared to the experimental data (solid blue lines and grey area).
The contribution from individual lines is shown following the same colour convention as Fig. 5. The black arrow marks the
shoulder-like feature caused by the M-shell satellite emission.

be seen that the SP model overestimates the intensity
of the M-shell satellites, thus predicting a Heα feature
∼ 2 eV wider than the experimental result. The oppo-
site happens with the EK model, where there is almost
no M-shell satellite contribution, and therefore the line
appears narrower than observed.

It is worth noting that the solid-brown line labeled
He-α in the figures includes the contribution from the
resonance line 1s2p 1P1 → 1s2 1S0 (labeled w follow-
ing Gabriel’s notation [20]), centered at Ew = 1352.5 eV;
and the intercombination line 1s2p 3P1 → 1s2 1S0 (y),
centered at Ey = 1343.1 eV. The contribution of the
intercombination line, however, can barely be resolved,
since its intensity is ∼ 0.2% that of the resonance line.
Whilst the intercombination line is a well-known intense
feature of spectra from plasmas produced by irradiation
with optical lasers, it is almost completely absent here.
This is due to the very high electron densities present in
these experiments, which contrast with the critical elec-
tron densities in optical experiments. With optically pro-
duced laser plasmas, which are far from LTE, significant
population can build up in the 1s2p 3P1 state, giving
rise to a large intercombination line intensity, despite
the very low transition rate to the lower 1s2 1S0 level.
However, here the collisional effects cause a much lower
LTE-dictated population of 1s2p 3P1, leading to almost
complete absence of the transition.

From these figures, it seems clear that the intensity of
the M-shell satellites seen experimentally cannot be re-
produced by either the full SP or EK models, at least
for the FEL intensity used. However, if we consider the
intensity of these satellites to indicate in some way where
the IPD should actually lie, it would be somewhere be-
tween the two. We thus reran the SCFLY and Saha-
Boltzmann solver for the two IPD models, but changed
the value of C within them from unity, while keeping the
functional form of the model the same (see Eqns. 1 and
2).
We performed a χ2 minimization fit, where the width

of the lines was allowed to vary within the measured un-
certainty (4.4 ± 0.5 eV). The best fits were obtained for
CEK = 0.88±0.03 and CSP = 1.30±0.04, cases for which
both models predict the M-shell to remain just bound for
the whole duration of the emission (see Figs. 3a and 3b
respectively).
The resulting spectra are shown in Fig. 6, where 6a

shows the total spectra for both cases and Fig. 6b corre-
sponds to the individual contribution of each line for the
130% SP IPD model, following the same color convention
as for Fig. 5. It can be seen that the emission from the
M-shell satellites is reponsible for the shape of the low-
energy wing of the line (where it creates a shoulder-like
feature that we are indicating with an arrow), whereas
the Heα emission is the only contribution on the high-
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FIG. 7. Spectra obtained for the EK (7a) and SP (7b) IPD models for the nominal laser intensity (yellow squares), and the
results obtained by modifying the laser intensity to 150% (red circles) and 50% the nominal value (brown diamonds). The
results obtained by scaling the IPD models, as presented in Fig. 6, are also shown for comparison (green crosses).

energy end.

In the context of the recent DFT calculations by
Gawne et al. [19], it is encouraging that to obtain the
best fit to the satellite spectra we need to invoke an IPD
value that lies between the SP and EK limits, as that was
precisely the conclusion of that work. Furthermore, the
required scaling of both the EK and SP models to match
the experimental data is in excellent agreement with the
required scaling to match the DFT results (Gawne et
al. found an IPD value corresponding to 133% that pre-
dicted by the SP model and 89% the prediction of the EK
model). However, before stating definitively that this is
the case, care should be taken to note that the simulated
intensity of the satellites compared with the resonance
line will depend on accurate modelling of the tempera-
ture of the system, as the satellite intensity is determined
by the ratio of the ionisation energy of their upper levels
to the temperature. This in turn, as well as any inherent
limitations of the model, entails accurately knowing the
experimental x-ray FEL intensity incident upon the tar-
get: a figure that is generally quoted to be known within
about 30% [2]. It is therefore important to also investi-
gate the sensitivity of the results to the FEL intensity on
target.

To this end we ran several simulations with FEL inten-
sities that differed from those measured experimentally
by up to a factor of two lower and up to 50% higher than
the experimental value. As described previously in sub-
section III C, these simulations were integrated over the
shape of the focal spot, in order to be directly compa-

rable with the current results. The results are shown in
Fig. 7a for the full EK model and in Fig. 7b for the full
SP model. In these figures, the result for an scaled IPD
level of 88% of the EK model and 130% of the SP model
respectively is included for comparison. As expected, in
the spectral region of the M-shell satellites, the predicted
line width differs very little in the case of the EK model,
as the M-shell electrons are not bound in any event. The
main changes to the spectrum appear in the region of the
L-shell satellites, which become more intense with respect
to the Heα emission as the laser intensity is decreased.

However, in the case of using the full SP model, a re-
duction in the laser intensity does lead to an increase in
satellite intensity predicting an even wider line. On the
other hand, an increase in the intensity slightly reduces
the satellite contribution from both M- and L-shell satel-
lites. We find that increasing the laser intensity by 50%
results in a line width that is still ∼ 1 eV wider than
the experimental result, while the emission around 1340-
1345 eV starts deviating from the data as well. Further-
more, looking in more detail we see the shoulder asym-
metry mentioned before in the lower energy side to the
main Heα peak (∼ 1348 eV) appearing for the scaled-
IPD models. This feature is not present in the full SP
simulations, but does appear in the data. We thus con-
clude that given we believe we know the incident FEL
flux to within about 30%, the simulations still indicate
that the satellite intensities are more consistent with an
IPD model that lies between the EK and SP limits once
the He and Li-like ion stages are reached.
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V. CONCLUSIONS

In this work we have investigated the sensitivity of the
intensity of M and L-shell satellites to the Heα emission
from a solid-density plasma to the IPD model used. By
adjusting the IPD level in an atomic-kinetics code, in
conjunction with an LTE Saha-Boltzmann solver, we find
that both the SP and EK IPD models fail to reproduce
the experimental spectra, but obtain best agreement with
the experimental data by employing a degree of IPD that
lies between these two extremes, (88 ± 3% of EK and
130±4% of SP). These values are in good agreement with
recent results obtained using first principles simulations,
and indicate that the M-shell of Li-like and He-like Mg
under these conditions lies very close to the continuum
edge. Whilst the intensity of the M-shell satellites does
depend on the intensity of the FEL, our knowledge of the
incident intensity, and the observation of asymmetry in
the Heα peak, does lead credence to the conclusion that
the best fit IPD lies between the EK and SP limits.

As outlined in the introduction, it should be borne in
mind that for such dense quantum systems the distinc-
tion between bound and free states is somewhat artificial,
yet in the mode in which current atomic-kinetics calcu-
lations are performed, we are often forced to make this
division. The fact that the experimental spectra can be

reasonably reproduced within this simple framework, us-
ing IPD values guided by first-principle simulations, gives
confidence that they are still of use in the modelling of
the spectra of hot dense plasmas.
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[17] G. Ecker and W. Kröll, The Physics of Fluids 6, 62
(1963).

[18] D. J. Hoarty, P. Allan, S. F. James, C. R. D. Brown,
L. M. R. Hobbs, M. P. Hill, J. W. O. Harris, J. Mor-
ton, M. G. Brookes, R. Shepherd, J. Dunn, H. Chen,
E. Von Marley, P. Beiersdorfer, H. K. Chung, R. W. Lee,
G. Brown, and J. Emig, Physical Review Letters 110,
265003 (2013).

[19] T. Gawne, T. Campbell, A. Forte, P. Hollebon, G. Perez-
Callejo, O. S. Humphries, O. Karnbach, M. F. Kasim,
T. R. Preston, H. J. Lee, A. Miscampbell, Q. Y. van den
Berg, B. Nagler, S. Ren, R. B. Royle, J. S. Wark, and
S. M. Vinko, Phys. Rev. E 108, 035210 (2023).

[20] A. Gabriel, Monthly Notices of the Royal astronomical
society 160, 99 (1972).

[21] A. H. Gabriel and K. J. H. Phillips, Monthly Notices of
the Royal Astronomical Society 189, 319 (1979).

[22] J. Dubau and S. Volonte, Reports on Progress in Physics
43, 199 (1980).

[23] M. Bitter, K. Hill, N. Sauthoff, P. Efthimion, E. Meser-
vey, W. Roney, S. Von Goeler, R. Horton, M. Goldman,
and W. Stodiek, Physical Review Letters 43, 129 (1979).

[24] J. Seely, U. Feldman, and G. Doschek, The Astrophysical
Journal 319, 541 (1987).

[25] F. Bombarda, F. Bely-Dubau, P. Faucher, M. Cornille,
J. Dubau, M. Loulergue, T. Group, et al., Physical Re-
view A 32, 2374 (1985).

[26] M. Apicella, R. Bartiromo, F. Bombarda, and R. Gian-
nella, Physics Letters A 98, 174 (1983).

[27] F. Rosmej, A. Y. Faenov, T. Pikuz, F. Flora, P. Di Laz-
zaro, T. Letardi, A. Grilli, A. Reale, L. Palladino,
G. Tomassetti, et al., Journal of Physics B: Atomic,
Molecular and Optical Physics 31, L921 (1998).

[28] D. Duston, J. Rogerson, J. Davis, and M. Blaha, Physical

Review A 28, 2968 (1983).
[29] L. Woltz, V. Jacobs, C. Hooper Jr, and R. Mancini, Phys-

ical Review A 44, 1281 (1991).
[30] V. Jacobs, G. Doschek, J. Seely, and R. Cowan, Physical

Review A 39, 2411 (1989).
[31] P. Audebert, J. Geindre, J. Gauthier, P. Alaterre,

C. Popovics, M. Cornille, and J. Dubau, Physical Review
A 30, 1582 (1984).

[32] J. Seely, R. Dixon, and R. Elton, Physical Review A 23,
1437 (1981).

[33] S. B. Hansen, H.-K. Chung, C. J. Fontes, Y. Ralchenko,
H. Scott, and E. Stambulchik, High Energy Density
Physics 35, 100693 (2020).

[34] W. F. Schlotter, J. J. Turner, M. Rowen, P. Heimann,
M. Holmes, O. Krupin, M. Messerschmidt, S. Moeller,
J. Krzywinski, R. Soufli, M. Fernández-Perea, N. Kelez,
S. Lee, R. Coffee, G. Hays, M. Beye, N. Gerken, F. Sor-
genfrei, S. Hau-Riege, L. Juha, J. Chalupsky, V. Ha-
jkova, A. P. Mancuso, A. Singer, O. Yefanov, I. A.
Vartanyants, G. Cadenazzi, B. Abbey, K. A. Nugent,
H. Sinn, J. Lüning, S. Schaffert, S. Eisebitt, W.-S. Lee,
A. Scherz, A. R. Nilsson, and W. Wurth, Review of Sci-
entific Instruments 83, 043107 (2012).

[35] T. R. Preston, Measurements of the K-shell Opacity in
Solid-density Plasmas heated by an X-ray Free Electron
Laser, Ph.D. thesis, University of Oxford (2017).
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