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Abstract In this chapter, we propose a multi-person decision making procedure

where agents judge the alternatives through linguistic expressions generated by an

ordered finite scale of linguistic terms (for instance, ‘very good’, ‘good’, ‘accept-

able’, ‘bad’, ‘very bad’). If the agents are not confident about their opinions, they

might use linguistic expressions composed by several consecutive linguistic terms

(for instance, ‘between acceptable and good’). The procedure we propose is based

on distances and it ranks order the alternatives taking into account the linguistic in-

formation provided by the agents. The main features and properties of the proposal

are analyzed.

1 Introduction

People face a lot of decision-making problems in their everyday life. Some of these

problems can be easily managed by means of numbers (How many tablespoons of
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sugar should I add to my coffee? How much is this computer?), but other prob-

lems are more complex and a numerical representation is more difficult to be im-

plemented (Which mean of transportation should I choose? How much is this brand

preferred to this other?). Trying to assign a number to an opinion that could be im-

precise makes it even harder. Human beings usually have difficulties representing

uncertainty through numbers. As Zimmer [31] suggested, people generally prefer

to handle the imprecision with linguistic terms rather than with numbers, because

verbal expressions and their associated rules of conversation are more naturally in-

cluded in people’s thoughts.

Wallsten et al. [26] conducted an experimental research where they showed that

people are more comfortable expressing the meanings of probability through words

rather than through numbers. Following this line of thought, the program Computing

with Words arises (see Kacprzyk and Zadrożny [15] and Zadeh [29], among others).

In it, the objects of computation are words drawn from the natural language and

agents express themselves through linguistic terms.

Among all possible kinds of decisions, this chapter focuses on the ones concern-

ing voting systems. In voting, agents (or voters) have to show their preferences over

multiple options (candidates or alternatives). Next, the individual preferences are

somehow aggregated to yield a final result.

There are several voting systems where the agents assess linguistic terms to show

their preferences. One of the most simple is Approval Voting (Brams and Fishburn

[5, 6]), where agents can either “approve of” or “not-approve of” the candidates.

As an extension of Approval Voting, recently the voting system Majority Judgment

(Balinski and Laraki [1, 2, 3]) appears. In Majority Judgement, agents can assess

to each candidate a linguistic term as ‘excellent’, ‘very good’, ‘good’, etc., from a

fixed linguistic scale, to each candidate.

Majority Judgment is a controversial method and some authors have shown sev-

eral paradoxes and inconsistences (see Smith [22], Felsenthal and Machover [9],

Garcı́a-Lapresta and Martı́nez-Panero [12] and Nurmi [17], among others).
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In order to solve some of these inconsistences, extensions of Majority Judgment

have been developed. For instance, Garcı́a-Lapresta and Martı́nez-Panero [12] pro-

posed an extension for small committees where the linguistic information is ag-

gregated by means of centered OWA operators (Yager [28]) and the 2-tuple fuzzy

linguistic representation (Herrera and Martı́nez [14]). In Falcó and Garcı́a-Lapresta

[7, 8], an extension based on the distances between linguistic terms is introduced.

Finally, Zahid [30] proposed a combination between Majority Judgment and the

Borda Count [4].

There are other examples of voting systems using linguistic terms, such as

Garcı́a-Lapresta [10], who extended simple majority through linguistic preferences,

or Garcı́a-Lapresta et al. [13, 11] who generalized Borda rule assessing linguistic

terms to the alternatives.

The introduction of linguistic terms partially captures agent’s complexity. Nev-

ertheless, this treatment does not necessarily include all the uncertainty that agents

may feel. An agent might have some doubts about which linguistic term to assess.

In this regard, allowing agents to assess several consecutive linguistic terms comes

out as a possible solution (see Tang and Zheng [23], Ma et al. [16], Rodrı́guez et

al. [18]). In this sense, our proposal deals with the matter by means of the absolute

order of magnitude spaces introduced by Travé-Massuyés and Piera [25] and Travé-

Massuyés and Dague [24]. More specifically, in the extension developed in Roselló

et al. [19, 20, 21] as a starting point.

In this chapter we introduce a decision process where agents show their as-

sessments over the feasible alternatives either through linguistic terms or through

linguistic expressions. These expressions are generated by consecutive linguistic

terms, and allow individuals to express imprecise assessments when they are not

confident about their opinions.

The process aggregates the individual assessments by providing a weak order on

the set of alternatives, satisfying some desirable properties. This weak order ranks

the alternatives according to the distance between the corresponding individual as-

sessments and the maximal linguistic term. These distances are defined through pa-
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rameterized metrics in such a way that the values of the parameters allow to consider

different ways of penalization on the agents’ imprecision.

The chapter is organized as follows. Section 2 includes some notation and basic

notions. Section 3 is devoted to analyze how to penalize the imprecision through

appropriate parameterized metrics. Section 4 introduces the canonical linear order

on the set of linguistic expressions and shows how this order can be reached through

distances to the maximal linguistic term. Section 5 describes the decision process

and some properties. Section 6 includes some illustrative examples. Finally, Section

7 includes some concluding remarks.

2 Preliminaries

Let V = {1, . . . ,m}, with m≥ 2, be a set of agents or voters and let X = {x1, . . . ,xn},

with n≥ 2, be the set of alternatives or candidates that have to be evaluated.

Let L = {l1, . . . , lg} be a linguistic ordered scale, where l1 < l2 < · · · < lg. The

granularity of L is its cardinal, #L = g ≥ 2. The elements of L are linguistic terms

as ‘excellent’, ‘very good’, ‘good’, etc.

A binary relation < on a set A 6= /0 is a weak order (or complete preorder) if it

is complete (a < b or b < a, for all a,b ∈ A) and transitive (if a < b and b < c,

then a < c, for all a,b,c ∈ A). On the other hand, a linear order on A 6= /0 is an

antisymmetric1 weak order on A. Given a weak or linear order < on A 6= /0, the

asymmetric and symmetric parts of < are denoted by � and ∼, respectively; in

other words, a� b if not b < a, and a∼ b if a < b and b < a.

The set of weak orders on A is denoted by W (A).

Based on the absolute order of magnitude spaces following Travé-Massuyès and

Piera [25], we define the set of linguistic expressions as

L= {[lh, lk] | lh, lk ∈ L , 1≤ h≤ k ≤ g} ,

1 < is antisymmetric if for all a,b ∈ A such that a 6= b it holds a� b or b� a.
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where [lh, lk] = {lh, lh+1, . . . , lk}. Since [lh, lh] = {lh}, this linguistic expression can

be replaced by the linguistic term lh. In this way, L⊂ L.

Given E = [lh, lk] ∈ L, with #E we denote the number of linguistic terms of E ,

i.e., #E = k−h+1.

Example 1. Consider the set of linguistic terms L = {l1, l2, l3, l4, l5} with the mean-

ings given in Table 1.

l1 l2 l3 l4 l5

very bad bad acceptable good very good

Table 1 Meaning of the linguistic terms in Example 1.

Each linguistic expression has a meaning on its own. For instance, [l2, l4] means

‘between bad and good’, [l4, l5] means between ‘good and very good’, or ‘at least

good’, etc.

The set of all the linguistic expressions can be represented by a graph where the

lowest layer represents the linguistic terms lh ∈ L ⊂ L, the second layer represents

the linguistic expressions formed by two consecutive linguistic terms [lh, lh+1], the

third layer represents the linguistic expressions formed by three consecutive lin-

guistic terms [lh, lh+2], and so on up to the last layer where the linguistic expression

[l1, lg] is located. Consequently, the higher layer a linguistic expression is located,

the more imprecise is.

Notice that #L= g+(g−1)+ · · ·+1 =
g(g+1)

2
.

Sometimes the computations in L will be done in Z2 by means of the injection

ψ : L−→ Z2 defined as ψ([lh, lk]) = (k−1,h−1). Trough the function ψ we can

represent a linguistic expression as a point in the plane. For instance, the linguistic

expression [l2, l5] can be represented as the point (4,1) in Z2 . This function allows

us to work in an easier computational setting.

The Manhattan metric on Rq is the function dM :Rq×Rq −→R defined as

dM((a1, . . . ,aq),(b1, . . . ,bq)) =
q

∑
r=1
|ar−br|.
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[l1, l5]

[l1, l4] [l2, l5]

[l1, l3] [l2, l4] [l3, l5]

[l1, l2] [l2, l3] [l3, l4] [l4, l5]

l1 l2 l3 l4 l5

Fig. 1 Layers in the set of linguistic expressions for g = 5.

For q = 1 the Manhattan and the Euclidean metrics coincide: dM(a,b) = |a−b|.

To define a first metric on the set of linguistic expressions L, we adopt the

treatment introduced by Roselló et al. [21] in the associated graph GL. The ver-

tices in GL are the elements of L and the edges E ∼ F , where E = [lh, lk] and

F = [lh, lk+1], or E = [lh, lk] and F = [lh+1, lk].

The graph representation for g = 5 is included in Fig. 2.

[l1, l5]

[l1, l4] [l2, l5]

[l1, l3] [l2, l4] [l3, l5]

[l1, l2] [l2, l3] [l3, l4] [l4, l5]

l1 l2 l3 l4 l5

Fig. 2 Graph representation of the linguistic expressions for g = 5.
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Definition 1. The geodesic metric on L is the function dG : L×L −→ R defined

as

dG(E ,F ) = dM(ψ(E ),ψ(F )).

Notice that dG(E ,F ) is the number of edges in one of the shortest paths con-

necting E and F in the graph associated with L.

Example 2. The geodesic distance between the linguistic expressions [l1, l4] and

[l3, l5] in Example 1 is

dG([l1, l4], [l3, l5]) = dM(ψ([l1, l4]),ψ([l3, l5])) = dM((3,0),(4,2)) = 3,

just the length of one of the shortest paths from [l1, l4] to [l3, l5], for instance from

vertex [l1, l4] to vertex [l2, l4], from vertex [l2, l4] to vertex [l2, l5] and, finally, from

vertex [l2, l5] to vertex [l3, l5]. This path is not unique, but it is one of those shortest

paths.

Fig. 3 shows the geodesic distances between contiguous linguistic expressions

in Example 1. Distances between non-contiguous linguistic expressions can be ob-

tained as the sum of distances through shortest paths between them.

[l1, l5]

[l1, l4] [l2, l5]

[l1, l3] [l2, l4] [l3, l5]

[l1, l2] [l2, l3] [l3, l4] [l4, l5]

l1 l2 l3 l4 l5

1 1

1

1

2
1 1

1

1

2
1

1

2
1 1

1

1

2
1

1

2
1

1

2
1 1

2 2 2 2

Fig. 3 Geodesic distances between contiguous linguistic expressions for g = 5.
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3 Penalizing the imprecision

According to the geodesic metric dG, the distance between two consecutive linguis-

tic terms lh and lh+1 is equal to 2. Imagine now an individual doubting about which

one to choose (either lh or lh+1). If allowed, this individual may assess both of them,

the linguistic expression [lh, lh+1]. This linguistic expression is in a geodesic dis-

tance of 1 from both lh and lh+1. In that sense, an individual confident about which

linguistic term assesses is treated in the same way that an individual who assesses

several linguistic terms.

In this chapter, we consider that precision in the assessments should be rewarded

or, in a similar fashion, the imprecision should be penalized. That being said, we

consider two kinds of penalization through two parameters α and β that must be

chosen according to the penalization we want to impose.

Every time an agent assesses an additional linguistic term (i.e., the cardinality of

the linguistic expression rises by 1), her level of imprecision increases. As we go

up in the layers of Figure 1, each linguistic expression is less precise than in the

previous layer. So, the bottom layer has the highest precision (a single linguistic

term), the second layer is less precise (two linguistic terms), the third one is even

less precise (three linguistic terms), and so on.

Taking into account that the loss of precision should be penalized, we propose

two different ways of penalization. First, for each linguistic term we add up, we

increase the distance with a penalization of α: the distances from lh to [lh, lh+1]

or [lh−1, lh] are not 1, but 1+α . This penalization can be modeled by adding up

α dM(#E ,#F ) to dG(E ,F ).

Following this α-penalization, the distances between some linguistic expressions

are as follows:

d(l2, [l2, l3]) = dG(l2, [l2, l3])+α dM(#l2,#[l2, l3]) = 1+α

d([l3, l4], [l3, l5]) = dG([l3, l4], [l3, l5])+α dM(#[l3, l4],#[l3, l5]) = 1+α

d(l1, [l1, l3]) = dG(l1, [l1, l3])+α dM(#l1,#[l1, l3]) = 2+2α.
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Until now, we have considered a penalization for the layer variation. Every addi-

tional linguistic term is penalized by α . Consequently, going from 2 linguistic terms

up to 3 is the same than going from 3 up to 4. The second penalization takes into ac-

count not only how many linguistic terms the agent is using, but how far are from the

maximum precision. What is the same, the higher the linguistic expression is in the

layers, the more each added term should be penalized. For instance, the penalization

from l2 to [l2, l3] should not be the same that from [l2, l3] to [l2, l4]. In this regard,

the β -penalization appears. This penalization increases as we climb the graph. That

way, going up from 2 linguistic terms up to 3 is penalized by 1+α +β , and going

up from 3 up to 4 by 1+α +2β . To model this β -penalization we introduce a new

function ρ :N×N−→N defined as

ρ(a,b) =
(a+b−3) |a−b|

2
.

Notice that ρ(a,a+1) = a−1 for every a ∈N.

If we apply the function ρ to the “linguistic expressions cardinality”, we would

obtain the number of times we should use the β -penalization. Taking into account

that, as we climb up from the second layer to the top, we are increasing by β the

penalization, the function ρ allows us to add the penalization of every layer. For

instance, if we compare the linguistic expression [l2, l3] , which is on the second

layer, and the linguistic expression [l1, l5] , which is on the fifth layer, we have to

climb up a total of three layers. Climbing up form the second to the third layer it

penalizes β , form the third to the fourth layer it penalizes 2β and from the fourth

to the fifth layer it penalizes 3β . Adding all the β ’s we obtain 1+ 2+ 3 = 6 or,

similarly using the function ρ ,

ρ(2,5) =
(2+5−3) |2−5|

2
= 6.

We now introduce a family of parameterized metrics that agglutinates the geodesic

metric and the mentioned penalizations.

Proposition 1. For all α,β ≥ 0, the function d : L×L−→R defined as
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d(E ,F ) =

dG(E ,F )+α dM(#E ,#F )+β ρ(#E ,#F ), if #E +#F > 3

dG(E ,F )+α dM(#E ,#F ), if #E +#F ≤ 3

is a metric, and it is called the metric associated with (α,β ).

Proof. Since every linear combination of metrics is a metric, it is only necessary to

check that ρ is a metric when it is restricted to N = {(a,b)∈N2 | a+b> 3}. Clearly,

ρ(a,b)≥ 0, ρ(a,b) = ρ(b,a), and ρ(a,b) = 0 if and only if a = b, for all a,b ∈ N.

To prove the triangular inequality, ρ(a,b) ≤ ρ(a,c) + ρ(c,b) for all a,b,c ∈ N,

six cases have to be considered: a ≤ b ≤ c, a ≤ c ≤ b, b ≤ a ≤ c, b ≤ c ≤ a,

c≤ a≤ b and c≤ b≤ a. Suppose a≤ b≤ c (the other five cases are analogous). It

is immediate to see that

ρ(a,b) =
b2−a2 +3(a−b)

2

ρ(a,c) =
c2−a2 +3(a− c)

2

ρ(c,b) =
c2−b2 +3(b− c)

2
.

Then, ρ(a,b) ≤ ρ(a,c)+ρ(c,b) is equivalent to (c− b)(c+ b− 3) ≥ 0, and it is

obviously true for all a,b,c ∈ N. ut

Fig. 4 shows the distances between contiguous linguistic expressions for g = 5.

Distances between non-contiguous linguistic expressions can be obtained as the sum

of distances through shortest paths between them.

Remark 1. Some values of α and β can lead us into undesirable results. For instance,

if α > 1, we have d(l4, l5) = 2 < 1+α = d([l4, l5], l5). Analogously, if α +β > 1,

we have d([l3, l4], l5) = 3+α < 2+ 2α + β = d([l3, l5], l5). To avoid these para-

doxes, we should impose some conditions over the values of α and β .
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[l1, l5]

[l1, l4] [l2, l5]

[l1, l3] [l2, l4] [l3, l5]

[l1, l2] [l2, l3] [l3, l4] [l4, l5]

l1 l2 l3 l4 l5

1+α+3β 1+α+3β

1+α+2β

1+α+2β

2
1+α+2β 1+α+2β

1+α+β

1+α+β

2
1+α+β

1+α+β

2
1+α+β 1+α+β

1+α

1+α

2
1+α

1+α

2
1+α

1+α

2
1+α 1+α

2 2 2 2

Fig. 4 Representation of the metric associated with (α,β ) for g = 5.

4 Ordering linguistic expressions

In the last section we have shown that is possible to obtain some strange orders

among the linguistic expression. We now introduce an intuitive order, the canonical

linear order. It ranks a linguistic expression over another if the sum of the subindices

of the first one is higher than the sum of second one. If both linguistic expressions

have the exact same addition, we should rank ahead the more precise one.

Definition 2. The canonical order on L is defined as

[lh, lk]<L [lh′ , lk′ ] ⇔


h+ k > h′+ k′

or

h+ k = h′+ k′ and k−h≤ k′−h′.

It is easy to see that <L is a linear order. Fig. 5 shows this canonical linear order

for g = 5.

Proposition 2. For every metric d : L×L −→ R, the binary relation <d on L

defined as

E <d F ⇔ d(E , lg)≤ d(F , lg)

is a weak order.
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[l1, l5]

[l1, l4] [l2, l5]

[l1, l3] [l2, l4] [l3, l5]

[l1, l2] [l2, l3] [l3, l4] [l4, l5]

l1 l2 l3 l4 l5

Fig. 5 Representation of the canonical linear order <L for g = 5.

Definition 3. Let Tg be the following triangles

• If g is odd

Tg =

{
(α,β ) ∈ [0,∞)2 | α +

1
2

β (g−1)<
1

g−2

}
.

• If g is even

Tg =

{
(α,β ) ∈ [0,∞)2 | α +

1
2

β (g−2)<
1

g−1

}
.

In Fig. 6 the triangle T5 = {(α,β ) ∈ [0,∞)2 | α +2β < 1/3} is showed.

Proposition 3. If d : L×L−→R is the metric associated with (α,β ), then <d =

<L⇔ (α,β ) ∈ Tg.

Proof. Let us consider that g is odd.

⇒) Suppose that <d = <L. By Definition 2, we have

[l1, lg] �d

[
l g−1

2
, l g+1

2

]
i.e.,

d ([l1, lg], lg)< d
([

l g−1
2
, l g+1

2

]
, lg
)
.

Taking into account
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(0,0)

(
0, 1

6

)

(
1
3 ,0

)

β

α

Fig. 6 Graphical representation of T5.

d ([l1, lg], lg) = dG ([l1, lg], lg)+α dM (#[l1, lg],#lg)+β ρ (#[l1, lg],#lg)

= dM((g−1,0),(g−1,g−1))+α dM(g,1)+β ρ(g,1)

= g−1+α (g−1)+
1
2

β (g−2)(g−1)

and

d
([

l g−1
2
, l g+1

2

]
, lg
)
= dG

([
l g−1

2
, l g+1

2

]
, lg
)
+α dM

(
#
[
l g−1

2
, l g+1

2

]
,#lg

)
= dM

((
g−1

2
,

g−3
2

)
,(g−1,g−1)

)
+α dM(2,1) = g+α,

we have

[l1, lg] �d

[
l g−1

2
, l g+1

2

]
⇔ g−1+α (g−1)+

1
2

β (g−2)(g−1)< g+α

⇔ α +
1
2

β (g−1)<
1

g−2
.

Consequently, (α,β ) ∈ Tg.

⇐) If (α,β ) ∈ Tg, it is a routine to check <d = <L.

Let now us consider that g is even.
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⇒) Suppose that <d = <L. By Definition 2, we have

l g
2
�d [l1, lg]

i.e.,

d
(

l g
2
, lg
)
< d ([l1, lg], lg) .

Taking into account

d
(

l g
2
, lg
)
= dG

(
l g

2
, lg
)
+α dM

(
#l g

2
,#lg

)
= dM

((
g−2

2
,

g−2
2

)
,(g−1,g−1)

)
+α dM (1,1) = g+α

and

d ([l1, lg], lg) = g−1+α (g−1)+
1
2

β (g−2)(g−1),

we have

l g
2
�d [l1, lg] ⇔ g−1+α (g−1)+

1
2

β (g−2)(g−1)< g+α

⇔ α +
1
2

β (g−2)<
1

g−1
.

Consequently, (α,β ) ∈ Tg.

⇐) If (α,β ) ∈ Tg, it is a routine to check <d = <L. ut

5 The decision process

Let vp
i ∈L be the linguistic expression assessed by voter p∈V to alternative xi ∈X ,

and vi =
(
v1

i , . . . ,v
m
i
)
∈ Lm the assessments vector of alternative xi.

A profile is a matrix m× n with coefficients in L whose columns contain the

assessments vectors of the alternatives
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v = (v1 | · · · | vi | · · · | vn) =



v1
1 · · · v1

i · · · v1
n

· · · · · · · · · · · · · · ·

vp
1 · · · vp

i · · · vp
n

· · · · · · · · · · · · · · ·

vm
1 · · · vm

i · · · vm
n


=
(
vp

i

)
.

The set of profiles is denoted by V.

For each i ∈ {1, . . . ,m}, the distance between the assessments vector of xi and lg

is defined as

d(vi, lg) =
m

∑
p=1

d
(
vp

i , lg
)
.

Proposition 4. Given α,β ≥ 0, let d be the metric associated with (α,β ). Then, the

binary relation <F on X defined as

xi <F x j ⇔ d(vi, lg)≤ d(v j, lg)

is a weak order on X.

Proof. It is straightforward. ut

Definition 4. A decision rule is a mapping F : V −→W (X) that satisfies the fol-

lowing properties

1. Anonymity: For every permutation π on {1, . . . ,m} and every profile v =
(
vp

i

)
∈

V, it holds

F (vπ) = F (v) ,

where vπ =
(

vπ(p)
i

)
.

2. Neutrality: For every permutation σ on {1, . . . ,n} and every profile v =
(
vp

i

)
∈

V, it holds

F (vσ ) = (F (v))
σ
,

where vσ =
(

vp
σ(i)

)
and xσ(i) (F (v))

σ
xσ( j) ⇔ xi F (v) x j, i.e., xi (F (v))

σ
x j ⇔

xσ−1(i) F (v) xσ−1( j).

3. Independence: For all pair of alternatives xi,x j ∈ X and all pair of profiles v =(
vp

i

)
,w =

(
wp

i

)
∈ V, if vp

i = wp
i and vp

j = wp
j for every p ∈V , it holds
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xi F(v)x j ⇔ xi F(w)x j and x j F(v)xi ⇔ x j F(w)xi.

Proposition 5. The mapping that assigns <F to each profile is a decision rule.

Proof. The three conditions are trivially satisfied by <F because of the commuta-

tivity of addition in R and the fact that the ranking between xi and x j provided by

<F only depends on vi and v j. ut

Definition 5. Given a weak order < on L, a decision rule F : V−→W (X) is mono-

tonic with respect to < if for all pair of alternatives xi,x j ∈ X and all pair of profiles

v =
(
vp

i

)
,w =

(
wp

i

)
∈ V , then if wp

i � vp
i for some p ∈ V , wq

i = vq
i for every

q ∈V \{p} , and wq
j = vq

j for every q ∈V , it holds

xi F(v)x j ⇒ xi F(w)x j.

Proposition 6. The mapping that assigns <F to each profile is monotonic with re-

spect to <L .

Proof.

xi F(v)x j ⇒ d(vi, lg)≤ d(v j, lg) ⇒
m

∑
p=1

d
(
vp

i , lg
)
≤

m

∑
p=1

d
(

vp
j , lg
)

⇒ ∑
q∈V\{p}

d
(
vq

i , lg
)
+d
(
vp

i , lg
)
≤

m

∑
p=1

d
(

vp
j , lg
)

⇒ ∑
q∈V\{p}

d
(
wq

i , lg
)
+d
(
vp

i , lg
)
≤

m

∑
p=1

d
(

wp
j , lg
)
.

By means of the canonical order

wp
i <L vp

i ⇒ d
(
wp

i , lg
)
≤ d

(
vp

i , lg
)
.

Then,

∑
q∈V\{p}

d
(
wq

i , lg
)
+d
(
wp

i , lg
)
≤

m

∑
p=1

d
(

wp
j , lg
)

m

∑
p=1

d
(
wp

i , lg
)
≤

m

∑
p=1

d
(

wp
j , lg
)
⇒ xi F(w)x j.ut
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6 Illustrative examples

In this section we show different aspects of the proposed method of ranking through

three toy examples. The first one shows how the method can provide the same rank-

ing whenever imprecision is not penalized. The second example is about how differ-

ent values of the parameters α and β can provide different rankings. And the third

one shows that in some cases ties are obtained irrespectively of the values of the

parameters α and β .

Example 3. Consider two alternatives x1 and x2 assessed by three voters through the

set of linguistic terms L = {l1, l2, l3, l4, l5} whose meanings are given in Table 1.

The assessments are shown in Table 2.

Alternative Voter 1 Voter 2 Voter 3

x1 l3 [l3, l5] [l1, l2]

x2 [l2, l5] [l2, l3] [l2, l3]

Table 2 Assessments in Example 3

Using the metric d associated with (α,β ), with α,β ≥ 0, we obtain

d(v1, l5) = d(v1
1, l5)+d(v2

1, l5)+d(v3
1, l5) =

= 4+(2+2α +β )+(7+α) = 13+3α +β ,

d(v2, l5) = d(v1
2, l5)+d(v2

2, l5)+d(v3
2, l5) =

= (3+3α +3β )+(5+α)+(5+α) = 13+5α +3β .

Since 13+3α +β < 13+5α +3β ⇔ α +β > 0, we have x1 �F x2 ⇔ α +β > 0

and, consequently, x1 ∼F x2 ⇔ α = β = 0. In other words, x1 and x2 are in a tie

whenever imprecision is not penalized. But if it is, then x1 always defeats x2.

Example 4. Consider again two alternatives x1 and x2 now assessed by four voters

through the set of linguistic terms L = {l1, l2, l3, l4, l5} with the meanings given in
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Table 1. Taking into account the assessments provided in Table 3, we can see how

depending on the values of α and β , these alternatives are ranked in a different way.

Alternative Voter 1 Voter 2 Voter 3 Voter 4

x1 [l1, l5] [l1, l5] l3 l3

x2 [l1, l4] [l2, l5] [l1, l3] [l3, l5]

Table 3 Assessments in Example 4

Using the metric d associated with (α,β ), with α,β ≥ 0, we obtain

d(v1, l5) = d(v1
1, l5)+d(v2

1, l5)+d(v3
1, l5)+d(v4

1, l5) =

= (4+4α +6β )+(4+4α +6β )+4+4 = 16+8α +12β ,

d(v2, l5) = d(v1
2, l5)+d(v2

2, l5)+d(v3
2, l5)+d(v4

2, l5) =

= (5+3α +3β )+(3+3α +3β )+(6+2α +β )+(2+2α +β ) =

= 16+10α +8β .

(0,0)

(
0, 1

6

)

(
1
3 ,0

)

β

α

(
0, 1

12

)
x1 ∼F x2

x2 �F x1

x1 �F x2

(
1
6 ,0

)

Fig. 7 Distribution of the rankings in Example 4.
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Since 16+8α +12β < 16+10α +8β ⇔ α > 2β , we have x1 �F x2 ⇔ α >

2β , x2 �F x1 ⇔ α < 2β , and x1 ∼F x2 ⇔ α = 2β . Consequently, depending how

imprecision is penalized, x1 and x2 are ordered in a different way. See Fig 7.

Example 5. Consider again two alternatives x1 and x2 assessed by three voters

through the set of linguistic terms L = {l1, l2, l3, l4, l5} with the meanings given

in Table 1. The assessments are provided in Table 4.

Alternative Voter 1 Voter 2 Voter 3

x1 l3 [l2, l3] [l1, l4]

x2 l4 [l1, l2] [l1, l4]

Table 4 Assessments in Example 5

Using the metric d associated with (α,β ), with α,β ≥ 0, we obtain

d(v1, l5) = d(v1
1, l5)+d(v2

1, l5)+d(v3
1, l5) =

= 4+(5+α)+(5+3α +3β ) = 14+4α +3β ,

d(v2, l5) = d(v1
2, l5)+d(v2

2, l5)+d(v3
2, l5) =

= 2+(7+α)+(5+3α +3β ) = 14+4α +3β .

Despite of the values of α and β we choose, the result is the same for the two

alternatives. Thus, x1 ∼F x2 for all possible values of the parameters.

7 Concluding remarks

In this paper, we have introduced a multi-person decision making procedure where

agents may express their opinions about feasible alternatives by means of linguistic

terms, if they are confident about their opinions, or through linguistic expressions

composed by consecutive linguistic terms, in the case they are not confident about

their opinions. The proposal allows to penalize the imprecision by means of two

parameters.
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As further research, it would be interesting to consider some breaking-tie pro-

cesses, to analyze additional properties and advantages of the proposed method,

and to apply the introduced multi-person decision making procedure to some real

problems.
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Zadrȯzny (Eds.), Consensual Processes, STUDFUZZ, vol. 267, Springer-Verlag, Berlin, 2011,

pp. 235-261.
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27. A. Weber, Über den Standort der Industrien. Erster Teil: Reine Theorie des Standorts.
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