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Abstract

Carbide-derived carbons (CDCs) are nanoporous carbons with a tunable pore size, making them desirable for
their adsorption properties. Despite their applicability, reliable structural models are difficult to construct
due to the interplay between strong short-range order and long-range disorder. Here, a mimetic methodology
is developed to generate atomistic models of CDCs using Molecular Dynamics and the Environment Depen-
dent Interaction Potential. This approach reproduces the main characteristics of experimentally-prepared
CDCs, including microstructure, porosity at the nanometre scale, and graphitization with increasing tem-
perature. An Arrhenius-based approach is used to bridge the timescale gap between Molecular Dynamics
and experiment and build a connection between the simulation and synthesis temperatures. The method is
robust, easy to implement, and enables a fast exploration of the adsorption properties of CDCs.

1. Introduction

Carbide-derived carbons (CDCs) are an impor-
tant class of nanoporous carbons with a wide range
of potential applications including gas separation,
hydrogen storage, catalyst supports and electrodes

∗Corresponding author. Tel: 0061 89266-1386. E-mail:
N.Marks@curtin.edu.au (Nigel Marks)

in batteries. [1, 2, 3] The advantage of CDCs over
other porous materials is that the pore size distri-
bution (PSD) is narrow and tunable through the
choice of precursor material and processing condi-
tions. [4] A wide range of binary and ternary car-
bides can be used as precursor, including ZrC, TiC,
B4C, SiC, Ti2AlC and Ti2SiC. CDCs are produced
by extracting the non-carbon species, most typi-
cally by halogenation using chlorine, accompanied
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by thermal annealing to 400-1200 ◦C. [2] The ef-
fect of temperature on the microstructure has been
extensively studied using transmission electron mi-
croscopy (TEM), Raman spectroscopy and X-ray
diffraction (XRD). [5, 6, 7, 8] At low temperatures,
all carbides transform into a disordered microstruc-
ture, and with increasing temperature different lev-
els of graphitization are observed. [2] Many carbide
precursors, such as ZrC, Fe3C and TiC, produce
graphite-like ribbons upon heat treatment above
1000 ◦C, [5, 6, 7, 9] while other precursors, such as
SiC will only graphitize in the presence of a metallic
catalyst. [10]

Atomistic models of CDCs are valuable from
both a conceptual and a practical point of view.
They are highly sought after as they provide
a visual representation of the structure and en-
able direct simulation of gas adsorption and other
properties. [11, 12] These models, which overlap
with nanoporous carbons, can be divided into two
groups: geometric models and simulation mod-
els. Geometric models are highly idealized and
are often constructed by hand. The simplest geo-
metric model is the slit-pore model, [13] compris-
ing two infinite graphene sheets. While widely
used, [13, 14, 15, 16, 17, 18] it neglects fundamental
features such as curvature, edges and pore-size dis-
tribution. Improvements to the slit-pore model in-
troduce defects [19] and/or three-dimensional net-
works. [20, 21] More complex geometric methods
employ fullerenic [22] or polymeric [23] fragments
to create a three-dimensional structure.

Simulation models are in principle more realis-
tic than geometric models and generate the atomic
positions by either mimicking the experimental syn-
thesis or reconstructing the coordinates using ex-
perimental data. [24] Reconstructive methods based
on Reverse Monte Carlo (RMC)[25, 26, 27, 28, 29,
30, 31] use scattering data as input and solve an
inverse problem in which the atomic coordinates
are evolved until they reproduce this data. While
they are not predictive, RMC methods have the
advantage that the models can reproduce experi-
mental properties associated with morphology and
topology. Typically the RMC algorithm is aug-
mented by an interatomic potential to avoid un-
physical structures, in particular an excess of trian-
gles and quadrilaterals. This approach is known as
Hybrid RMC (HRMC) [25] and has been successful
in the modelling of CDCs [31] and other nanoporous
carbons. [26, 27, 28] Drawbacks of these reconstruc-
tive methods include the need for high-quality ex-

perimental data to facilitate the inversion, the in-
ability to predict structures for conditions where
experimental data does not exist, and the lack of
structural uniqueness associated with the inversion
problem itself.

The predictive capability of mimetic methods
is an attractive alternative for the simulation of
CDCs. Experimental data is not required as in-
put and so simulations can be used to foresee new
conditions. As noted in the recent review by Bha-
tia [24], the biggest challenges for mimetic methods
are the timescale mismatch (nanoseconds in simu-
lations versus hours in experiments) and the suit-
ability of the carbon potential. There have been
a number of mimetic approaches using MD and
Monte Carlo (MC) to generate nanoporous struc-
tures. The most well-known model is from Palmer
et al. [32] who performed an extensive study of
CDC synthesis using Quench Molecular Dynamics.
Their starting structure is a carbon liquid which is
quenched at various rates to form a solid. With
slower quench rates, the structures become more
ordered and develop a porous structure. However,
they do not observed the stacking of layers asso-
ciated with graphitization. They suggest [32] this
is due to their use of a reaction-state-summation
(RSS) potential [33] which lacks long-range dis-
persive attraction between layers. Additionally,
the RSS potential neglects sp3 bonding, preventing
three-dimensional junctions like merging of sheets.
Peng and Morris [34] employed a similar approach
to Palmer et al. and used a more accurate tight-
binding potential but the quenching rate was 50
times faster, resulting in a largely amorphous struc-
ture. Another related approach uses metropolis
MC in combination with quenching of a liquid to
generate coordinates. [35, 36] These structures are
broadly similar to those produced by Palmer et al.
with slow quench rates, and none exhibit graphiti-
zation.

An alternative mimetic strategy involves anneal-
ing instead of quenching. The advantage of this
approach is that the thermal treatment step in the
experimental synthesis of CDCs is modelled in the
simulation by an explicit temperature, rather than
a quenching rate. An annealing-based mimetic MD
approach was first used by Lopez et al. [37] using
the Tersoff-Nordlund potential [38] which permits
both sp2 and sp3 bonding and has long-range at-
traction. They used long annealing times (up to
2 ns) and large system sizes (up to 62,500 atoms),
and reproduced qualitative trends associated with
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the skeleton of the structure and the porosity. How-
ever, graphitic stacking as seen in experiments
was not observed and there was no link between
the experiments and the high MD temperatures
used for the annealing. Recently, Ranganathan et
al. [39] used a two-stage MD methodology com-
mencing with quenching followed by high temper-
ature annealing. Even though the potential they
used (ReaxFF [40]) includes a long-range attractive
term, stacking of layers was not observed.

In this work we present an annealing-based
mimetic MD approach and apply it to generate re-
alistic TiC-CDC structures. Our simulations use
the Environment Dependent Interatomic Potential
(EDIP) [41] for carbon. EDIP has been success-
ful in MD simulations of graphitization processes
[42, 43, 44, 45, 46] and in HRMC and MC mod-
els of nanoporous carbon. [36, 30, 47, 31] To
bridge the gap between the experimental and sim-
ulation timescale we develop an Arrhenius frame-
work which allows correlation between the experi-
mental and simulation temperatures. In agreement
with experiments, we observe that at low temper-
ature the structures are disordered and as temper-
ature increases graphitic fragments develop, form-
ing stacks at the highest temperatures. We com-
pare our results with a variety of experimental data
(TEM images, pair distribution functions, electron
energy loss spectroscopy (EELS) and absorption
isotherms) and find a substantial improvement over
previous mimetic models.

2. Methodology

2.1. Simulation methods

The Molecular Dynamics simulations are per-
formed using the Environment Dependent Inter-
atomic Potential for carbon (EDIP) [41] embedded
in the LAMMPS software. [48] Recent work has
shown EDIP is the most suitable carbon potential
to model the annealing of low density amorphous
carbons. [42] Graphitization has also been success-
fully modeled in 0D, 1D, 2D, and 3D carbon struc-
tures using the EDIP potential. [43, 45, 46]

We employ an annealing methodology in which
the simulation temperature is maintained at a sin-
gle value for a long period. This method is different
from Quench Molecular Dynamics where a liquid
structure is rapidly cooled down at different rates.
Our methodology mimics the experimental synthe-
sis of TiC-CDC. Starting from a TiC precursor, Ti

atoms are removed, leaving behind a carbon face-
centered cubic sublattice with a lattice constant of
0.433 nm and a density of 0.98 g/cc. The sublattice
is annealed for 2 ns at temperatures of 1500, 2000,
3000, 4000 K and for 10 ns at 4500 K. Temper-
ature control is achieved using the Bussi thermo-
stat [49] and all calculations are performed using
a timestep of 0.2 fs and periodic boundary condi-
tions. Density is kept constant using a fixed cu-
bic box of 10.4 nm length and 55,296 atoms. The
annealed structures contain a small number of tri-
angles, most of which are detached from the struc-
ture, involving approximately 0.015% of the atoms
at 2000 and 3000 K and 0.3% at 1500 and 4000 K.
These atoms are removed from the system at the
end of the annealing cycle. Energy minimization us-
ing a conjugate gradient scheme is performed prior
to all structural analysis. This includes removal
of triangles, snapshots, coordination numbers, ring
statistics, radial distribution functions and adsorp-
tion isotherms. Coordination numbers are mea-
sured by counting neighbours within a cutoff of
1.85 Å. Shortest-path ring statistics are calculated
using the algorithm of Franzblau [50], using an in-
house code previously used to study amorphous car-
bon [51]. Images are rendered using the OVITO
software [52].

Isotherms are calculated using Grand Canonical
Monte Carlo (GCMC) simulations at 77 K. Each
simulation is run in periodic boundary conditions
using the coordinates of the annealed CDC struc-
tures. The MC moves are creation, annihilation
and displacement of Ar atoms with equal proba-
bility. Atomic interactions are modeled using an
unshifted Lennard-Jones 12-6 potential with pa-
rameters σ=0.3405 nm and ε=120.0 K for Ar-Ar
and σ=0.338 nm and ε=58.0 K for the Ar-C cross
interactions. [53] The cut-off distance is set at
1.5 nm. Each adsorption pressure point is sam-
pled for 10 million steps and the first 5 million
steps are discarded to ensure equilibration. Pore-
size distribution (PSD) functions are calculated us-
ing two methods: (i) a geometric method, and (ii)
Non-Local Density Functional Theory (NLDFT)
using the GCMC isotherms. For the geometric
method, pores are measured as non-overlapping
spheres placed in the structure voids with an ex-
clusion radius of 1.7 Å. [54, 37] Pore size is deter-
mined by the sphere diameter. The NLDFT calcu-
lations are performed using the ASiQwin software
from Quantachrome [55].
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2.2. Comparison with experiment

In this work we compare our simulations to TiC-
CDC experiments from multiple authors. The main
comparison is with TEM, isotherm and PSD data
from Gogotsi’s group as reported in Refs. [6], [7]
and [9]. They performed a three hour chlorination
at 600, 800, 1000 and 1200 ◦C. With increasing tem-
perature they observed a gradual evolution from a
disordered arrangement towards a more graphitic
microstructure. Recently, similar experiments rais-
ing the chlorination temperature above 1200 ◦C
have been reported by several groups.[8, 10, 56] The
most comprehensive high-temperature study is by
Gläsel et al. [8] who annealed up to 1585 ◦C, ob-
serving substantial graphitization and 8 nm meso-
pores. EELS data from Gläsel et al. is compared
against the simulation coordination fractions. Pair
distribution functions (PDFs) are compared to the
recent work by Forse et al. employing X-ray diffrac-
tion. [57] Their experimental data is processed by
Fourier transforming with a value of Qmax=24 Å,
leading to significant broadening of peaks in the
PDF. When comparing with experimental data, the
PDF from the simulations was convolved with a
Gaussian of width 0.11 Å. This value reproduces
the height and width of the first neighbour peak of
a graphite nanocrystal as presented in Fig. S3 of
the supplementary material in Ref. [57].

2.3. Mapping between simulation and experimental
temperatures

A major challenge in linking MD simulations
with experiments is the large disparity in timescale
between the two. [24] MD simulations are typi-
cally on the nanosecond scale, around 13 orders of
magnitude shorter than the experimental anneal-
ing time. In this work we overcome this mismatch
using the simple technique of temperature acceler-
ation. [58] As we will demonstrate, this approach
provides a good representation of the temperature
effect seen in the experimental data. The first step
is to assume Arrhenius behavior

f = A exp[−Ea/kBT ] (1)

with a single activation barrier Ea; f is the fre-
quency of events, A is the attempt frequency, T is
the temperature and kB is Boltzmann’s constant.
The correspondence between the experimental and
simulation temperatures is determined by equat-
ing the time-frequency product (i.e. fexpt × texpt =
fsim × tsim) to ensure that the same number of

events occur in both simulation and experiment.
This yields the expression

Tsim = −Ea

kB
×

[
log

(
texpt
tsim

)
− Ea

kBTexpt

]−1

(2)

which relates the experimental temperature and
time (Texpt and texpt) to the simulation tempera-
ture and time (Tsim and tsim). It is worth noting
that the Arrhenius expression in Eq. 2 involves the
logarithm of the ratio of the times, and therefore a
substantial variation in time produces only a small
change in the temperature. For example, if the ex-
perimental annealing time were 6 hr instead of 3 hr,
the changes in equivalent simulation temperature
would be at most 150 K.

Figure 1 plots Equation 2 for barriers of 5.5,
6.0 and 6.5 eV for the case of an experimental
time of 104 s and a simulation time of 2 ns. The
value of texpt is chosen based on the experiments
from Gogotsi’s group, [7] while the activation bar-
riers were selected post hoc on the basis of simi-
larity between the TEM images and our simulated
structures. The dotted vertical lines at 600, 800,
1000 and 1200 ◦C indicate the temperatures used
in Gogotsi’s experiments, and the shaded areas
show the corresponding range of simulation tem-
peratures. Full circles show the simulation tem-
peratures used in this work; these are T1=1500 K,
T2=2000 K, T3=3000 K and T4=4000 K. To com-
pare with an additional data point from Gläsel et
al. [8], we also perform a simulation at T5=4500 K
running for 10 ns.

3. Results and Discussion

Figure 2 compares our simulations and TEM im-
ages of TiC-CDCs synthesized at five different tem-
peratures; both sets of images have the same length
scales. The first four experimental images (panels
a-d) are from Gogotsi’s group while the fifth (panel
e) is from Glässel et al. The sequence of TEM im-
ages shows a gradual graphitization as the chlorina-
tion temperature increases and the simulated struc-
tures exhibit the exact same behavior. At the low-
est temperature the experimental image and simu-
lated structure are essentially fully disordered, with
uniform and relatively small pores. At 800 ◦C order
begins to emerge in the form of curved graphene
sheets as can be seen by the contrast in the mi-
crograph. The same curved structures are seen in
the simulation at temperature T2 and larger pores
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Figure 1: Correspondence between experiment and simula-
tion temperatures according to Equation 2 using activation
energies of 5.5, 6.0 and 6.5 eV for experiments taking about
3 hr and simulation times of 2 ns. Dotted vertical lines in-
dicate the temperatures used in the experiments from Ref.
[7]. For each experimental value, a shaded area shows the
temperature range at which the simulation can be performed
assuming the given activation energies. Full circles show the
simulation temperatures used in this work, i.e. T1=1500 K,
T2=2000 K, T3=3000 K and T4=4000 K.

start to develop. At 1000 ◦C the graphene sheets
are longer and straighter, with some stacking. Our
simulation at T3 also shows larger graphene sheets,
but stacking is absent. At 1200 ◦C the experiments
exhibit curved, thin graphitic ribbons and the cor-
responding simulations find similar stacked struc-
tures. At the highest temperatures, a large number
of stacked layers, as many as 20, are observed ex-
perimentally. The simulated structures also contain
a large number of layers, though not as many due
to the finite size of the box.

The strong similarities seen in Figure 2 justifies
the Arrhenius model presented above. For the com-
parisons involving Gogotsi’s data, there is excel-
lent correlation between the experimental synthesis
temperature and the associated temperatures T1,
T2, T3 and T4. There is no a priori reason why
they should correlate so well, but the fact that they
do indicates that annealing of CDCs can be well
described by a single activation barrier. The mag-
nitude of the activation barrier is similar to rear-
rangements occurring at the atomic scale such as
Stone-Wales rotation, interstitials and vacancies,
with formation energies of ∼5.2, 5.8 and 7.5 eV re-
spectively. [59] Note that these atomic activation
barriers should not be compared to activation bar-
riers calculated from experimental rate constants

e) 1585 °C 

5 nm

a) 600 °C 

j) T5

i)

h)

g)

f)

b) 800 °C 

c) 1000 °C 

d) 1200 °C 

5 nm

5 nm

5 nm

5 nm

Figure 2: a-e) TEM images of TiC-CDCs obtained by chlo-
rination at various temperatures. f-i) Slab of 2 nm thickness
of simulated TiC-CDCs after annealing at T1 = 1500 K,
T2 = 2000 K, T3 = 3000 K, T4 = 4000 K and T5 = 4500 K.
Red, green and blue spheres denote sp, sp2 and sp3 bond-
ing, respectively. Panel a) reprinted with permission [9].
Copyright 2006 Elsevier Ldt. Panels b-d) reprinted with
permission [7]. Copyright 2006 John Wiley and Sons. Panel
e) reprinted with permission [8]. Copyright 2015 American
Chemical Society.

which are typically 0.4–1.0 eV. [2] While our ap-
proximation of a single atomic activation barrier is
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a considerable simplification of the process, this re-
lationship provides a useful guide to correlate sim-
ulations and experiments.

The simulation performed at temperature T5 is
at the upper limit of what it can be achieved with
temperature acceleration. At 4700 K the struc-
ture melts and phase-separates into a liquid and a
gas and therefore calculations near and above this
temperature cannot be performed. As an aside,
this phase-separation and associated clustering oc-
curs in the ReaxFF simulations by Ranganathan
et al. [39] where the liquid carbon is heated to
10,000 K. In our simulations, to mimic an exper-
imental temperature of 1585 ◦C there are two pos-
sibilities: (i) a simulation time of 2 ns with a tem-
perature of approximately 8000 K, or (ii) a very
long simulation of the order of microseconds at a
temperature of 4500 K. The former is beyond the
melting point and hence impossible, while the lat-
ter is computationally too expensive. As a compro-
mise, we anneal at T5=4500 K for 10 ns. Despite
this approximation, there is good qualitative agree-
ment between experiment and simulation in Figures
2e and 2j, with the simulations reproducing large
stacks of graphene sheets which are not evident at
T4.

The effect of temperature on CDC synthesis has
not previously been modeled with the accuracy seen
in Figure 2. Although a large number of method-
ologies and carbon potentials have been applied, no
previous work exhibits the stacking of graphitic lay-
ers or the correlation with experimental synthesis
conditions. Palmer et al. [32] also present a side-
by-side comparison with TEM images and observe
some correlation with experimental data, but they
do not observe any graphitization (see Fig. 3C in
Ref. [32]). Additionally, their study uses the liquid-
quenching rate as a proxy for annealing, and hence
there can be no mapping between the simulation
parameters and the experimental conditions.

The strength of our approach is demonstrated in
Figure 3 which presents coordination fractions and
ring statistics as a function of simulation temper-
ature. In panel (a) we compare EELS data from
Gläsel et al. [8] with our simulations and see excel-
lent agreement. EELS measures the π∗ peak which
has contributions from sp and sp2 bonding, and
hence the simulation quantity plotted is the sum of
the two. At T1 and T2 the sp contribution is 10.0
and 6.6% respectively, while at high temperatures
the sp contribution drops to ∼1%. The dominant
contribution is from sp2 bonding, giving an average
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Figure 3: a) Variation of sp+ sp2 fraction with temperature
provided by our simulations. Experimental data from Gläsel
et al. [8] at 600, 800, 1000, 1200 and 1585 ◦C. b) Variation
of number of hexagons per atom with simulation tempera-
ture. c) Number of pentagons and heptagons per atom as
a function of simulation temperature. Green symbols in b)
and c) are from a 1 g/cc MC simulation by Furmaniak. [36]

coordination number between 2.95 and 3.05 across
all temperatures, consistent with the graphitic na-
ture of CDCs. In contrast, Palmer et al. report
coordination numbers as low as 2.0, corresponding
to mainly sp bonding; this structure is unphysical
and consists mainly of linear chains and small frag-
ments. More reasonable coordination numbers be-
tween 2.5 and 2.9 are reported by Peng and Mor-
ris, [34] most probably due to their more accurate
tight-binding potential.

Panels (b) and (c) in Figure 3 demonstrate that
our structures become increasingly graphitic with
temperature, with the number of hexagons almost
reaching the graphite limit and the number of hep-
tagons and pentagons tending to zero. At the low-
est temperatures, T1 and T2, there is an excess of
pentagons over heptagons, and the pore walls are
small interconnected polyaromatic fragments. For

6



all other temperatures, the number of pentagons
and heptagons are equal, and hence there is no
spherical curvature according to the Euler criterion.
This can be seen in Figure 2, where the platelets
become larger and more planar as temperature in-
creases. Despite a hexagon count similar to this
work, Lopez et al. (using a Tersoff-Nordlund poten-
tial) report an excess of heptagons over pentagons
at all temperatures, resulting in a Schwarzite-like
structure with negative curvature. These structures
are incompatible with the planar graphitic stacks
observed experimentally. A similar excess of hep-
tagons over pentagons is seen in the ReaxFF sim-
ulations of Ranganathan et al. [39] Furmaniak [36]
performed liquid quenching MC simulations with
EDIP [41] (the same potential as this work) and as
shown in Figure 3, the resulting structure has ring
statistics that can be placed between T2 and T3,
equivalent to an experimental temperature around
900 ◦C. This similarity provides reassurance that
the crucial factor is the potential itself: despite us-
ing two different methods, the MD and MC ap-
proaches predict similar final structures.
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Figure 4: Pair distribution functions of the five simulated
structures, showing increasing order as the annealing tem-
perature increases. a) Raw data showing long-range ordering
at high temperature; data is offset by 5 atoms/Å2. b) The
same data over a smaller range and with no offset. The arrow
indicates distance associated with heptagons as described in
text.

Figure 4 shows pair distribution functions
(PDFs) for our five structures. In panel (a) the
PDFs are offset by 5 atoms/Å2 from each other
for clarity, while in panel (b) we show a close-up
view of the first six peaks. The PDF is defined
as G(r) = 4πr(ρ(r) − ρ0), where ρ(r) is the den-
sity of atoms at a distance r from an arbitrary
atom and ρ0 is the average atomic density. As the
temperature increases, the degree of long-range or-
der increases markedly, extending beyond 15 Å for
model T5. This increased order is associated with
a pronounced sharpening of all peaks as the local
structure begins to more closely resemble graphite.
In recent experiments by Forse et al. [57], they
noticed a small feature in G(r) near 3.2 Å which
they attributed to heptagons. They suggested that
the reduction of this feature with increasing tem-
perature is due to the disappearance of heptagons.
The arrow in panel (b) indicates the same feature
in our data, and we similarly observe this feature
disappearing with temperature. We inspected our
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Figure 5: Comparison between experimental and simulated
pair distribution functions (PDFs). The simulated PDFs
have been convolved with a Gaussian of width 0.11 Å. Ex-
perimental data from Forse et al. [57] is shown as solid black
circles. The simulation data from Palmer et al. [32] and this
work are shown as blue and red lines, respectively. As de-
scribed in the text, panels a) and b) show a comparison for
low and high synthesis temperature, respectively.
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structures, and confirmed that distances around
3.2 Å are indeed associated with third-neighbour
distances in heptagons. This observation is sup-
ported by our ring statistics in Figure 3 which shows
heptagons progressively disappearing as tempera-
ture increases.

Figure 5 compares our data with experimental
data from Forse et al. [57] and two models from
Palmer et al. [32] As noted in the methodology,
all computational data is convolved with a Gaus-
sian to facilitate comparison with the experimental
data. The convolution process is necessary due to
the finite maximum scattering vector Qmax in the
experiment and transforms the raw data from Fig-
ure 4 into the data shown as red lines in Figure 5.
The same process has been applied to the raw data
from Palmer et al. Panel (a) compares our model T1
with experimental data at a low synthesis temper-
ature of 600 ◦C. Palmer et al. identified their most
rapidly quenched structure (64×) to correspond to
this temperature. While not perfect, our model is a
major improvement over the Palmer model, repro-
ducing the height of the first two peaks and much
of the structure of the third and subsequent neigh-
bours. In contrast, the model of Palmer et al. is
much more disordered and there is minimal struc-
ture beyond the second neighbour. A similar com-
parison is made in panel (b) for high temperature.
The experimental data corresponds to the highest
temperature available and shows long-range order
extending out to approximately 15 Å. We compare
it to model T4 which exhibits order to a similar ex-
tent and to the slowest quench rate (1×) by Palmer
et al. The agreement between our model and the ex-
perimental data is excellent, reproducing the peak
height and position of the first seven neighbours.
No previous mimetic model has produced this level
of agreement. The model of Palmer et al. performs
better than at low temperature, reproducing more
peaks, but there is little structure beyond the fourth
peak.

One of the critical characteristics of CDCs is their
porosity, which is defined as the empty volume con-
tained within the structure. Experimentally, it has
been observed that the total porosity is similar for
all temperatures while the distribution of pores is
temperature dependent. [10] Figure 6 shows the full
TiC-CDC structure annealed at T4, with the pore
sizes calculated using the largest fitting sphere [54]
and shown as grey spheres. Applying this method
for our structures yields a porosity between 58.4
and 59.4%, in good agreement with the estimated

Figure 6: 3D image of the TiC-CDC simulated at T4 =
4000 K. Red balls and sticks represent the carbon atoms
and their bonds, respectively. Grey spheres indicate pores
calculated with the sphere-pore model. [54] The simulation
box is depicted with black lines to guide the eye.

value of 57%. [2, 6] In TiC-CDCs, mesopores
are created by voids between stacked graphitic rib-
bons [8]. As we can observe in our structure, the
largest pores are located between groups of stacked
graphene layers. However, the lack of attractive
forces between layers in the EDIP potential means
the inter-layer spacing is not fixed at around 3.35 Å
and instead the spacing is driven by the density and
the connectivity of the microstructure. The lack
of long-range attraction allows the opening up of
spaces between the layers which can be accessed by
the gas molecules. An example of this effect is seen
at the bottom-right of Figure 6 where small grey
spheres of diameter ∼5 Å appear between stacked
layers. This behaviour is clearly not ideal and sug-
gests that useful future improvements on our model
can be achieved by including attractive Van der
Waals forces in the EDIP functional form.

The porosity is often quantified experimentally
by gas adsorption isotherms and so it is useful to
calculate the isotherm of our simulated structures.
Figure 7 compares our Ar adsorption isotherms cal-
culated using GCMC with experimental data from
Dash et al. [6] and GCMC isotherms from Palmer et
al. [32] All of the GCMC isotherms show a marked
type-I behavior typical of microporous carbons [60]
in which the adsorption saturates at low relative
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pressure. At low temperature, shown in panel (a),
we observe excellent agreement between our model
T1 and experiment, while the model of Palmer et
al. underestimates the adsorption capacity by 50%.
At high temperature, shown in panel (b), neither of
the models agree with the experiment and the sim-
ulated isotherms saturate while the experimental
isotherm continues to increase up until atmospheric
pressure. The same discrepancy has been seen in
HRMC models by Farmahini et al. [? ] where the
simulated isotherms also plateau and underestimate
the total adsorption capacity by around 30%.

Figure 8 shows a semi-logarithmic plot of the
low pressure range and includes experimental data
as available. Our model T1 corresponding to the
low synthesis temperature [panel (a)] is in excellent
agreement with the experiment, confirming that the
good agreement seen in Figure 7 extends over the
entire pressure range. Pore filling starts at very low
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Figure 7: Comparison between experimental and simulated
Ar adsorption isotherms at 77 K. Experimental data from
Dash et al. [6] is shown as black circles. Simulation data from
Palmer et al. [32] and this work are shown as blue and red
lines, respectively. As described in the text, panels a) and b)
show a comparison for low and high synthesis temperature,
respectively.

pressure (P/P0 ∼ 10−7), indicating the presence
of large number of narrow micropores as intensive
adsorption spaces. In contrast, the corresponding
model of Palmer et al. exhibits almost no adsorp-
tion. In panel (b) our model T2 slightly overpredicts
the adsorption but still maintains a good trend in
agreement with the experiment. The overpredic-
tion increases with temperature as seen in panels
(c) and (d). This indicates an excess of micropores
in the structures and in the case of model T4 can
be attributed to the wide spacing between graphitic
layers as discussed above.

Determining the pore size distribution (PSD) is
an important, yet challenging, task. Experimen-
tally, the PSD is not measured directly, but in-
stead is inferred from adsorption isotherms using
non-local density functional theory (NLDFT) [14]
or quenched solid density functional theory (QS-
DFT). [61] Although QSDFT is more accurate, here
we present NLDFT calculations in order to compare
with experiment. Another route to calculating the
PSD is directly from the atomic coordinates them-
selves, using the method of non-overlapping spheres
as seen earlier in Figure 6. With the isotherm/DFT
methods the result is dependent on the choice of the
adsorbate gas species, while the geometric PSD has
no such dependence.

Figure 9 compares NLDFT data derived from ex-
perimental isotherms (black lines) [6], NLDFT data
derived from our simulated isotherms (red lines)
as well as our geometrically calculated PSD (green
lines). For model T1, seen in panel (a), there is rea-
sonable agreement between the experimental and
computational NLDFT data. The geometric PSD
does not show the sharp peaks or minima that ap-
pear in the NLDFT data, and the pores as defined
geometrically extend to slightly larger sizes. Note
that the sharp minima at ∼1 nm in the NLDFT
data is a well-known artifact of the NLDFT method
[61]. For model T2, seen in panel (b), the experi-
mental and computational NLDFT data are in ex-
cellent agreement up to 1.1 nm, but for the rest of
the range, only the geometric PSD is in agreement.
A similar situation applies for model T3. For model
T4, seen in panel (d), the situation changes and the
computational NLDFT data yields an excess of mi-
cropores in the range of 0.4–0.7 nm. This is due to
pore filling between graphitic layers as discussed in
reference to Figure 8(d). Over the range 0.7–1.2 nm
the agreement between all three methods is good,
while from 1.2 nm onwards only the geometric PSD
shows the existence of large pores as observed in the
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Figure 8: Low pressure range of the experimental and sim-
ulated Ar adsorption isotherms at 77 K at different synthe-
sis temperatures. Experimental data, when available, from
Dash et al. [6] is shown as black circles. Simulation data
from Palmer et al. [32] and this work are shown as blue and
red lines, respectively.

experimental DFT.

It is worth noting that the geometric PSD shows
an increase in maximum pore size with tempera-
ture as seen in the experimental NLDFT data. At
low temperature the maximum pore size computed
geometrically is 1.5 nm, increasing to 2 nm at inter-
mediate temperatures, and reaching 2.85 nm at the
highest temperature. This is much larger than the
maximum pore size of 1.7 nm reported by Palmer

et al. This likely reflects their small system size
of around 4000 atoms, which precludes the possi-
bility of large pores. A significant size-effect was
seen in the study of ZrC-CDCs by Lopez and co-
workers [62] where a 6912-atom system had a max-
imum pore size of 2.1 nm, while for a 62,500-atom
system pores up to 3.0 nm were observed. Ran-
ganathan et al. [39] also found a system-size effect
in their ReaxFF simulations. This highlights the
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Figure 9: Pore size distributions (PSD) of TiC-CDCs gener-
ated at different temperatures. Black lines show the PSDs
calculated with NLDFT from the experimental Ar adsorp-
tion isotherms from Ref. [6]. Red lines show the PSDs
calculated with NLDFT from the computed Ar adsorption
isotherms. Green lines show the PSDs calculated directly
from the atomistic coordinates using a geometric method.
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importance of using very large system sizes, con-
taining many hundreds of thousands of atoms, to
describe the mesoporosity.

4. Conclusion

We have developed a mimetic model of CDC syn-
thesis with an improved ability to predict experi-
mental properties. Achievements of our model in-
clude: (i) the ability to successfully predict graphi-
tization with increasing synthesis temperature, (ii)
coordination numbers in agreement with EELS
data, (iii) pair distribution functions which repro-
duce long-range order and trends seen in experi-
mental scattering data, (iv) the observation of hep-
tagons in the structure which disappear with in-
creasing temperature, as suggested by Forse et al.,
and (v) the ability to predict adsorption proper-
ties in the micropore range. While our model is not
perfect, it is a significant improvement over existing
mimetic models which have not predicted graphiti-
zation and compare poorly to experiment for many
of the quantities listed above.

The strength of our simulation approach lies in
the use of the Environment Dependent Interaction
Potential (EDIP) [41], a large system size and an-
nealing for long times. The high transferability of
EDIP results in a good prediction of most proper-
ties, with the exception of the interlayer stacking
distance, which results in an excess of micropores
at high temperatures. Our large system size allows
the formation of micropores and small mesopores,
but to achieve large mesopores would require circa
10–20 times more atoms and an interatomic poten-
tial with long-range attraction. The use of long-
time (2 ns) annealing is a central part of our model
that enables evolution of the structure towards a
graphitic structure. This evolution takes time and
is activated by temperature, and therefore cannot
be seen in quenching methods. Furthermore, the
constant temperature of the annealing process al-
lows an intuitive link between simulation and ex-
perimental temperatures via an Arrhenius correla-
tion. This correlation is beneficial as it enables MD
simulations operating on the nanosecond scale to
be related to experiments running for hours. Ad-
ditionally, the activation barriers obtained through
the Arrhenius equation add physical meaning to the
mechanisms; the barriers are the same order of mag-
nitude as atomistic rearrangements of graphite de-
fects. Since our approach is both mimetic and pre-
dictive, it can in principle be applied to any CDC

precursor which graphitizes in the absence of a cat-
alyst.
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