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Abstract— Although the massive and open nature of 

MOOCs necessitates more technology support for instructors, 

existing prediction research has been barely capable of offering 

real-world solutions. One critical case where MOOC 

instructors could benefit from real-time technological support 

is the design of collaborative activities, in particular group 

formation. In this regard, this research work investigated the 

use of in-situ learning technique to produce useful and 

actionable information that could assist instructors in group 

formation while the course continues. Focusing on a particular 

MOOC context, a predictive model was created to compute the 

probability that students would participate in group 

discussions or not. Using these probability scores, actual group 

behavior was also predicted for three cases: at least 2, 3 or 4 

different students would post in group discussions. According 

to the results, the model was able to accurately predict 

individual student behavior as well as group behavior before 

the actual collaborative activity had taken place, suggesting its 

potential for real-time use. Future research involves the 

exploration of other approaches for creating actionable 

predictions and the application of the predictions in practice in 

an ongoing MOOC.  
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I. INTRODUCTION 

In the last years, predictive analytics have been a popular 
research area in the MOOC literature. There has been an 
abundance of studies demonstrating the relevancy of 
particular prediction techniques for the estimation of various 
learning behaviors in MOOCs[1]–[3]. However, the research 
findings are generally limited to theoretical contributions 
with minor impact in advancing the MOOC practice [4]. 
That is, most existing predictive models are not feasible for 
real-time use in ongoing courses as they are built using 
posterior data (which is available only after the target action 
is realized) [4]. For example, these models can predict 
whether a student will drop out (or not) only after the course 
is completed and students actually drop out the course. The 
use of transfer learning techniques such as transferring across 
courses or in-situ learning have been investigated as a 
possible solution to overcome this limitation [5], [6]. The 
models trained using transfer learning are found to perform 
as accurate as those optimistic models trained using post-hoc 
approaches such as cross-validation [7]. Despite the evidence 
regarding their capacity for creating actionable and accurate 

predictive models, transfer learning techniques have been 
rarely applied in real-world MOOC contexts for improving 
teaching and learning activities, and thus having limited 
impact in advancing the MOOC pedagogy. 

On the other hand, in MOOCs there is more need for 
supporting instructors with timely technological solutions 
since addressing a massive learner population demands a 
teaching workload that is not feasible to supply manually by 
the instructors [8], [9]. Accordingly, MOOC platforms 
embody various features to allow instructors to perform 
various tasks automatically. A particular case that obligates 
the use of such features is the formation of student groups for 
conducting collaborative activities. Many MOOC platforms 
assists instructors in forming groups by randomly matching 
students, which otherwise would not be possible using 
manual methods considering the massive number of learners 
[10]. However, such automated features may have limited 
capacity in enacting the pedagogy intended by the instructor. 
Given that groups are created randomly, the performance of 
the resulting groups would be random as well: for example, 
while in some groups all group members would participate in 
the collaborative activity, in some other groups students 
might suffer from peers who even barely visit the course. 
Therefore, with random grouping approaches, many MOOC 
learners are likely to miss what collaborative learning could 
offer such as developing higher-order thinking skills and 
improving conceptual understanding [11]–[13]. 

Given the gaps in the literature, this research work offers 
a novel approach to support group formation in ongoing 
MOOCs in a way that can potentially promote collaboration 
among peers. We focused on a particular MOOC context and 
investigated: (1) the use of in-situ learning as a transfer 
learning approach to create an actionable model for 
predicting student engagement in collaborative activities, and 
(2) the potentials of this predictive model in real-world 
practice for assisting instructors in forming engaging 
collaborative groups. This research is guided by the 
following research question: How can in-situ learning be 
used to inform group formation in ongoing MOOCs? 

The paper is structured as follows. After the related work 
is discussed in Section II, the current research work is 
presented in Section III, where the approach, context, and 
method are explained. The results are presented and 
discussed in Section IV. The paper concludes with Section V 
where future research opportunities are presented.  



II. RELATED WORK 

Collaborative learning is a learner-centered and team-
based pedagogical strategy that promotes active learning of 
students [12]. In the MOOC literature, collaborative learning 
has been considered as one of the approaches to be adapted 
to promote student learning and decrease the dropout rates 
[9]. Several efforts [10], [14]–[17] have been devoted to 
formation of student groups within massive and diverse 
learner population in MOOCs in a way that can enhance 
collaboration between peers, and therefore supporting their 
learning. Besides several theoretical works [14], [15], in 
most of these efforts, group formation task has been 
considered as a optimization problem, and various 
algorithmic approaches has been investigated to address it 
[16], [17]. That is, the focus has been on the research 
methods regarding group formation rather than supporting 
instructors with useful information that can be used to form 
groups that meet pedagogical intentions of the instructor. As 
described in the following section, differently, the current 
research work focuses on the generation of actionable 
information that can be utilized to inform the group 
formation and the collaborative activity as desired by the 
instructor. 

III. THE CURRENT RESEARCH WORK 

A. The Approach 

The proposed approach involves the early predictions of 
students’ possible engagement in an upcoming collaborative 
activity, and the use of these predictions to support group 
formation for enhanced collaboration between students. To 
achieve predictions that are actionable in a real-world 
context, the approach uses techniques such as transferring 
across courses or in-situ learning [4], [6] for training the 
predictive models. Such techniques take advantage of 
previous course data or proxy labels and allow training 
models only using the information available at the time of 
the prediction. Following this approach, in the present 
research, a predictive model was built to estimate student 
participation in a collaborative activity. In particular, in-situ 
learning technique was used to train a classification model 
that estimates how likely each student would post in their 
own group discussions. The use of transferring across 
courses was not feasible because there were no previous runs 
of the course. 

Once an accurate model is built, the individual 
probability scores (i.e., the likelihood of each student’s 
participation behavior) generated by the model can be 
utilized in several ways to support MOOC instructors during 
the formation of collaborative groups. First, individual 
probabilities can be used to form groups according to the 
instructors’ pedagogical design. For example, groups can be 
formed homogenously or heterogeneously according 
students’ estimated level of participation. Additionally, the 
prediction scores could be combined with other variables 
(e.g., learning styles) to design a more complex grouping 
criterion. Second, the probability scores can be used to 
optimize the group formation task in an effort to satisfy the 
instructors’ desired level of participation (e.g., at least 2 
students will participate in groups of size 4). Last, the 
proposed predictive model can inform back the instructors of 
how many groups would meet their demanded level of group 
activity. Accordingly, the instructor can use this information 

to update the design of the collaborative activity (e.g., 
increasing or decreasing the group size or the requirements 
for group submission). 

B. The Context 

The context is a MOOC 1 that teaches translation of 
business terms between English and Spanish languages. 
Total number of enrolled students was 1031. The course was 
composed of 7 blocks (or modules or weeks), and it had two 
collaborative activities (in the third and fifth weeks), which 
involved the extraction of relevant terms from given 
documents dealing with finance. Groups of six participants 
were formed for carrying out these two collaborative 
activities. Within the scope of this research, only the first 
collaborative activity is studied.  

C. Method 

1) Feature generation. In order to build the classification 

model, 12 features regarding students’ engagement in the 

core course components (i.e., discussion forums, quizzes, 

assignments, introduction to modules, review videos, lecture 

content pages) were generated. These features were 

generated based on MOOC prediction literature [18] and our 

previous work [19], [20]. The features and their descriptions 

are given in Table I.  

TABLE I.  FEATURES GENERATED TO BUILD THE PREDICTIVE 

MODEL 

Feature Description 

TTL_DISCPOSTCOUNT Total number of discussion posts 

TTL_QUIZATTEMPT Total number of quiz attempts 

TTL_QUIZSCORE Total quiz score 

TTL_QUIZTIMESPENT Total time spent on quizzes 

TTL_ASSIGN_SBM Total number of assignment submissions 

TTL_PAGEVIEW Total page views 

TTL_INTRO_VIEW Total views on introduction pages 

TTL_LECCONT_VIEW Total views on lecture pages 

TTL_DISC_VIEW Total views on discussion forums 

TTL_QUIZ_VIEW Total views on quiz pages 

TTL_ASSIGN_VIEW Total views on assignment pages 

TTL_VIDEO_VIEW Total views on review-video pages 

 

2) Building the prediction model. Logistic regression 

was used as the classifier as it has been effective in various 

classification tasks in the MOOC literature [5], [21]. Feature 

selection was performed using L1 regularization. The Scikit-

Learn [22] implementations of logistic regression and L1 

regularization were used. The predictive model was trained 

using both cross validation and in-situ learning approach. 10-

fold cross validation was used in which the data that contains 

the real class labels (e.g., whether a student posted in group 

discussions or not) were split into 10 folds, and then 9 folds 

were used as training set while the remaining fold was 

reserved for testing (this process is repeated for each 

combination of folds). For training with in-situ learning, a 

                                                           
1 https://learn.canvas.net/courses/1343 



proxy label was identified, which was students’ submission 

statuses of the assignment in the second week (i.e., one week 

before the collaborative activity). A model was trained using 

only past data available until the end of the second week and 

tested using the all data available until the end of the third 

week. All data were standardized before performing feature 

selection and training the model. 

3) Assessing the performance of the the prediction 

model. The performance of the model was first assessed in 

terms of predicting individual behavior (i.e., posting at least 

once in group discussions) using area under the curve (AUC) 

score as the measure. AUC was particularly chosen because 

the class distribution was unbalanced in the current dataset, 

and AUC is robust to the prediction bias caused by 

unbalanced class distributions [23]. The categorization of 

model performance based on AUC scores is: .9-1: excellent, 

.8-.9: very good, .7-.8: good, .6-.7: fair, and .5-.6: bad [24]. 

In order to assess the model performance in terms of 
predicting group behavior, the following participation levels 
in groups were  identified: whether at least 2, or at least 3, or 
at least 4 different students would post in their group 
discussions. This criteria of participation level within groups 
would be determined by the instructor later when intervening 
group formation while the course continues. The estimation 
of group behavior was computed based on individual 
probability scores. The accuracy of the predictions was 
assessed again using AUC. A high accordance between the 
predicted and the actual group behavior would ensure that 
the actionable information obtained with in-situ learning can 
accurately predict level of participation within groups, thus 
supporting its potential use in an ongoing course.  

IV. RESULTS AND DISCUSSION 

The approach described above is applied in the current 
MOOC context to generate actionable information for 
forming student groups in the collaborative activity. First, 
using in-situ learning, the predictive model was built to 
predict if students would post in their group discussions or 
not, where students’ submissions to the individual 
assignment in week 2 (last assignment before the 
collaborative activity starts in week 3) were used as proxy 
labels for training.  

First, the model performance was assessed in terms of 
predicting individual student behaviors. As seen in Table II, 
AUC scores were 0.851 and 0.843 using cross validation and 
in-situ learning as training approaches respectively. That is, 
in-situ learning has resulted in predictions as accurate as 
those obtained with cross validation, which cannot be used in 
real time and produces optimistic estimations [5]. Therefore, 
these results suggest that using the ins-situ learning 
technique, the predictions that students would post in their 
discussion groups were quite accurate and actionable, thus 
having great potential for real-world use.  

TABLE II.  THE AUC SCORES OF PREDICTION ACCURACIES USING CV 

AND IN-SITU LEARNING 

Cross validation In-situ learning 

0.851 0. 843 

 

The feature importance was assessed based on the 
coefficient calculated by L1 regularization as provided in 
Table III. According to the results, 6 features were identified 
to have a certain level of predictive capacity. Among them, 
assignment-related features were the most predictive, 
followed by quizzes and discussions. 

TABLE III.  FEATURE IMPORTANCES BASED ON L1 REGULARIZATION 

Feature Coefficient 

TTL_ASSIGN_VIEW 1.207 

TTL_ASSIGN_SBM 0.761 

TTL_QUIZSCORE 0.455 

TTL_DISC_VIEW 0.205 

TTL_QUIZTIMESPENT -0.053 

TTL_INTRO_VIEW -.0.069 

 

Next, the model performance was assessed in terms of 
predicting group behavior (i.e., at least 2, 3, or 4 students 
would participate in group discussions). Before the analysis, 
participants with no activity in the course were excluded, 
which resulted in varying number of students in each group 
(although initially it was set to six by the instructor). This 
was necessary to avoid bias in the predictions that would be 
caused by 0 probability scores for students with no course 
activity. The prediction accuracies at each participation level 
are provided in Table IV. According to the AUC scores 
(ranging from 0.823 to 0.884), it was possible to predict the 
actual group behavior accurately using the individual 
probability scores obtained before the collaborative activity 
had started. Therefore, these results suggest the potential use 
of the individual probability scores in assisting collaborative 
group formation while the course continues. 

TABLE IV.  THE AUC SCORES OF PREDICTION ACCURACIES 

REGARDING GROUP BEHAVIOR 

Number of participants  

At least 2 At least 3 At least 4 

0.823 0.877 0.884 

V. CONCLUSIONS AND FUTURE WORK 

This research work investigated the use of a specific 
transfer learning technique called in-situ learning for training 
a predictive model that can produce actionable yet accurate 
information. The results provided enough evidences 
regarding the true potential of the produced actionable 
information in predicting actual group behavior in the same 
context for which the model was intended. Thus, using in-
situ learning technique, it was possible to predict individual 
and group level participations in group discussions as 
accurately as batch models (such as cross validation) that are 
non-realistic for real-world use in ongoing MOOCs.  

In the current research, only in-situ learning was used for 
training the predictive model. However, transferring across 
courses, another common approach for obtaining actionable 
predictions in MOOCs [4], [5], should be also investigated in 
the future runs of the same course. Once the most effective 
training approach is decided, future work should focus on the 
real-world use of the proposed approach for supporting 
instructors during the design and implementation of 



collaborative learning activities. In the future run of the same 
MOOC, we plan to apply the same approach to produce 
actionable information for forming groups in a way that 
maximizes the interaction among students within each group 
(e.g., in each group at least 2 students would participate in 
discussions). This criteria in group formation would be 
determined by the instructor depending on the design of the 
collaborative activity. Additionally, future research is needed 
to replicate this work in MOOCs on different areas (e.g., 
engineering, philosophia) to verify the applicability of the 
proposed research in various contexts. 
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