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Abstract

In this paper, we consider that a group of agents judge a set of alternatives by
means of an ordered qualitative scale. The scale is not assumed to be uniform,
i.e., the psychological distance between adjacent linguistic terms is not necessar-
ily always the same. In this setting, we propose how to measure the consensus in
each subset of at least two agents over each subset of alternatives. We introduce
a consensus reaching process where some agents may be invited to change their
assessments over some alternatives in order to increase the consensus. All the
steps are managed in a purely ordinal way through ordinal proximity measures.

Keywords: group decision making; consensus; qualitative scales; ordinal prox-
imity measures.

1. Introduction

In some group decision making problems, agents show their opinions on a set
of alternatives and a voting system generates an outcome (a winning alternative,
a set of winning alternatives, a ranking on the set of alternatives, etc.). When the
agreement among the agents is low, the outcome might not faithfully represent
the opinions of a large number of agents, and they could feel that the outcome
is not acceptable. In these cases, the outcome might be very different across
voting systems1. For these reasons, it is important to reach as highest consensus
as possible before applying a voting system.

Email addresses: lapresta@eco.uva.es (José Luis Garćıa-Lapresta), david@emp.uva.es
(David Pérez-Román)

1For instance, Malkevitch [20] provides an “evil example” where six well-known voting
systems generate different outcomes from the same profile of individual preferences.
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1.1. Consensus measures

For measuring the degree of consensus among a group of agents that provide
their opinions on a set of alternatives, different proposals can be found in the
literature.

In the fuzzy framework, there exists a huge literature where different con-
sensus measures have been proposed (see Pérez et al. [22] and Cabrerizo et al.
[7, 6], among others). A referenced survey can be found in Palomares et al. [21].

More recently, the Social Choice Theory has been interested on how to mea-
sure consensus in different settings. First, the notion of consensus measure was
introduced by Bosch [4] in the context of linear orders. Garćıa-Lapresta and
Pérez-Román [13] extended that notion to the context of weak orders and they
analyzed a class of consensus measures generated by distances. In turn, Erdamar
et al. [10] extended the notion of consensus measure to the preference-approval
setting through different kinds of distances. Garćıa-Lapresta and Pérez-Román
[16] provides a distance-based family of consensus measures generated by aggre-
gation functions in the context of hesitant qualitative assessments.

1.2. Consensus reaching processes

All the above mentioned consensus analyses are static: once the agents show
their opinions, a degree of consensus is generated by a specific consensus mea-
sure. In consensus reaching processes, the degree of consensus in a specific
situation is only the starting point of a dynamic and iterative procedure that
pursues to increase the agreement among agents.

A consensus reaching process consists of several rounds where some agents
may be invited to modify their opinions in order to increase the collective agree-
ment. These rounds can be conducted by a human or virtual moderator (see
Fedrizzi et al. [11], Saint and Lawson [23], Herrera et al. [18], Herrera-Viedma
et al. [19], Cabrerizo et al. [6] and Wu and Chiclana [25], among others). Once
a previously fixed consensus threshold is reached, a group decision making pro-
cedure can be carried out in order to rank the alternatives or to select a winning
alternative.

1.3. Ordinal proximity measures

The notion of ordinal proximity was introduced by Garćıa-Lapresta and
Pérez-Román [14] for measuring, in a purely ordinal way, the psychological
proximities between linguistic terms of ordered qualitative scales. That ap-
proach has some similarities with difference measurement within the classical
measurement theory, and also with non-metric multidimensional scaling, where
only the ranks of the psychological distances or proximities are known.

1.4. Our proposal

In this paper, we consider that agents evaluate the alternatives through an
ordered qualitative scale (non necessarily uniform, in the sense that the psycho-
logical distance between adjacent linguistic terms is not necessarily always the
same). We introduce a degree of consensus in each subset of at least two agents
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over each subset of alternatives as the outcome generated by a median operator
to the ordinal proximities between the pairs of individual assessments.

Given a consensus threshold, if the overall degree of consensus reaches that
threshold, then a voting system is applied. Otherwise, a consensus reaching
process starts. In this case, first we select the alternatives where the consensus
among the agents is smaller than the overall degree of consensus. For each of
these alternatives, we select the agents whose assessments are either sufficiently
higher or lower than the median assessment according to a previously fixed
proximity threshold. These agents are invited to change their assessments in
order to increase the overall degree of consensus. This process is iterated until
the overall degree of consensus reaches the consensus threshold.

The rest of the paper is organized as follows. In Section 2 we introduce basic
notation and ordinal proximity measures. Section 3 is devoted to consensus
measures and the consensus reaching process. Finally, Section 4 includes some
conclusions.

2. Preliminaries

We consider that each individual of a group of agents assesses every alter-
native with a linguistic term of an ordered qualitative scale L = {l1, . . . , lg},
arranged from the lowest to the highest terms, where the granularity of L is at
least 3, i.e., g ≥ 3.

For instance, Balinski and Laraki [1] use the following six linguistic terms for
assessing candidates in political elections: ‘to reject’ (l1), ‘poor’ (l2), ‘acceptable’
(l3), ‘good’ (l4), ‘very good’ (l5) and ‘excellent’ (l6). In turn, Balinski and
Laraki [2] consider the following seven linguistic terms used by the International
Association of Oenologists for assessing wines and spirits2: ‘bad’ (l1), ‘mediocre’
(l2), ‘inadequate’ (l3), ‘passable’ (l4), ‘good’ (l5), ‘very good’ (l6) and ‘excellent’
(l7).

We now recall the notion of ordinal proximity between linguistic terms with
values on a finite chain (linear order) ∆ = {δ1, . . . , δh}, with δ1 � · · · � δh,
introduced by Garćıa-Lapresta and Pérez-Román [14]. The elements of ∆ have
no meaning and they only represent different degrees of proximity, being δ1 and
δh the maximum and minimum degrees, respectively.

As usual in the setting of linear orders, δr ≺ δs means δs � δr; δr � δs
means δr ≺ δs or δr = δs; and δr � δs means δr � δs or δr = δs.

First, we assume that all the elements of ∆ are relevant because they are
reached as the degree of proximity between at least a pair of linguistic terms
(exhaustiveness). We also assume that the proximity between a pair of linguistic
terms does not depend on the order these terms are presented (symmetry),
and the maximum proximity between linguistic terms is only reached when
comparing a term with itself. Additionally, we assume that, given three different

2We have to note that the International Association of Oenologists assigns numbers to
these linguistic terms and does manage the assessments in a numerical way.
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linguistic terms, the degree of proximity between the lowest and the highest
terms should be smaller than the degrees of proximity between the lowest and
the intermediate terms and also between the intermediate and the highest terms
(monotonicity).

Definition 1. ([14]) An ordinal proximity measure on L with values in ∆ is
a mapping π : L2 −→ ∆, where π(lr, ls) = πrs means the degree of proximity
between lr and ls, satisfying the following conditions:

1. Exhaustiveness: For every δ ∈ ∆, there exist lr, ls ∈ L such that δ = πrs.

2. Symmetry: πsr = πrs, for all r, s ∈ {1, . . . , g}.
3. Maximum proximity: πrs = δ1 ⇔ r = s, for all r, s ∈ {1, . . . , g}.
4. Monotonicity: πrs � πrt and πst � πrt, for all r, s, t ∈ {1, . . . , g} such

that r < s < t.

As shown in Garćıa-Lapresta and Pérez-Román [14], the conditions appear-
ing in Definition 1 are independent (Prop. 1), and the minimum proximity
between linguistic terms is only reached when comparing the extreme linguistic
terms (Prop. 2): πrs = δh ⇔ (r, s) ∈ {(1, g), (g, 1)}.

Every ordinal proximity measure can be represented by a g × g symmetric
matrix with coefficients in ∆, where the elements in the main diagonal are
πrr = δ1, r = 1, . . . , g and π1g = δh:




π11 · · · π1s · · · π1g
· · · · · · · · · · · · · · ·
πr1 · · · πrs · · · πrg
· · · · · · · · · · · · · · ·
πg1 · · · πgs · · · πgg



.

This matrix is called proximity matrix.
Taking into account the conditions of Definition 1 and π1g = δh, the upper

half proximity matrix




δ1 π12 π13 · · · π1(g−1) δh

δ1 π23 · · · π2(g−1) π2g

· · · · · · · · ·
δ1 π(g−1)g

δ1




totally describes the ordinal proximity measure.
The cardinality of the chain ∆ of ordinal degrees, h, is located between

the granularity of L, g, and a polinomial of degree 2 of that granularity (see
Garćıa-Lapresta and Pérez-Román [14, Prop. 4]):

g ≤ h ≤ g · (g − 1)

2
+ 1.

4



In the following example we show two extreme situations for a qualitative
scale of four linguistic terms.

Example 1. Consider g = 4, where five comparisons are needed (see Fig. 1)
and h ∈ {4, 5, 6, 7}.

l1 · · ·
π12

l2 · · ·
π23

l3

π13

· · ·
π34

l4

π24

Figure 1: Comparisons for g = 4.

1. The simplest case corresponds to ∆ = {δ1, δ2, δ3, δ4}, with πrr = δ1,
π12 = π23 = π34 = δ2, π13 = π24 = δ3 and π14 = δ4 (the totally uniform
scale). It corresponds to the following upper half proximity matrix




δ1 δ2 δ3 δ4
δ1 δ2 δ3

δ1 δ2
δ1




that can be visualized in Fig. 2.

l1 l2 l3 l4

Figure 2: The totally uniform scale for g = 4.

2. One of the most complex cases corresponds to ∆ = {δ1, δ2, δ3, δ4, δ5, δ6, δ7},
with πrr = δ1, π34 = δ2, π23 = δ3, π12 = δ4, π24 = δ5, π13 = δ6 and
π14 = δ7. It corresponds to the following upper half proximity matrix




δ1 δ4 δ6 δ7
δ1 δ3 δ5

δ1 δ2
δ1




that can be visualized in Fig. 3.
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l1 l2 l3 l4

Figure 3: A non-uniform scale for g = 4.

3. The consensus reaching process

Consider a set of agents A = {1, . . . ,m}, with m ≥ 2, that have to evaluate a
set of alternatives X = {x1, . . . , xn}, with n ≥ 2, through an ordered qualitative
scale L = {l1, . . . , lg}, l1 < · · · < lg, with g ≥ 3. We also assume that an ordinal
proximity measure on L with values on ∆ = {δ1, . . . , δh}, π : L2 −→ ∆, has
been fixed.

The judgments of agents on the alternatives are collected in a profile, that
is a matrix

V =




v11 · · · v1i · · · v1n
· · · · · · · · · · · · · · ·
va1 · · · vai · · · van
· · · · · · · · · · · · · · ·
vm1 · · · vmi · · · vmn




= (vai )

consisting of m rows and n columns of linguistic terms, where the element
vai ∈ L represents the linguistic assessment given by the agent a ∈ A to the
alternative xi ∈ X.

3.1. Ranking medians of ordinal degrees

In the Majority Judgment voting system, Balinski and Laraki [1] assign the
median (lower median) of the linguistic individual assessments as collective de-
gree of each alternative whenever the number of assessments is odd (even)3. In
the even case, that assignment is not problematic when the number of assess-
ments is high, as happens in political elections. However, it can be considered
arbitrary when that number is low, for instance in small committees.

In our setting, for each subset of alternatives and each subset of at least two
agents, we shall consider the degrees of ordinal proximity among the linguistic
assessments obtained by these alternatives. Next we select the median(s) of the
mentioned ordinal degrees for defining a consensus measure4.

Given a vector of ordinal degrees δ = (δ1, . . . , δp) ∈ ∆p, we arrange its
components in a decreasing fashion, from the highest to the lowest degrees. If p
is odd, then the median of δ is unique, say δr ∈ ∆. However, if p is even, then
δ has two medians, say δs, δt ∈ ∆ such that s ≤ t, i.e., δs � δt. In order to
unify the assignment of medians, we consider the pair of medians (δr, δr) and
(δs, δt) whenever p is odd and even, respectively.

3In Majority Judgment the inputs are arranged in an increasing fashion.
4In order to avoid loss of information, we will take into account the two medians in the

even case.
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More formally, given the set of feasible medians ∆2 = {(δr, δs) ∈ ∆2 | r ≤ s},
the median operator is the mapping

M :

∞⋃

p=1

∆p −→ ∆2

that assigns the corresponding pair of medians to each vector of ordinal degrees.
For ranking the medians of ordinal proximities among the linguistic assess-

ments obtained by different alternatives, we propose an appropriate linear order
on the set of feasible medians5.

Let � be the linear order on ∆2 defined as

(δr, δs) � (δt, δu) ⇔





r + s < t+ u

or

r + s = t+ u and s− r ≤ u− t,
(1)

for all (δr, δs), (δt, δu) ∈ ∆2.
It is easy to see that if r + s = t + u, then s− r ≤ u− t ⇔ s ≤ u. Thus,

(1) can be rewritten as follows:

(δr, δs) � (δt, δu) ⇔





r + s < t+ u

or

r + s = t+ u and s ≤ u,
(2)

for all (δr, δs), (δt, δu) ∈ ∆2.
For example, if ∆ = {δ1, δ2, δ3, δ4, δ5, δ6}, the linear order � produces the

following ranking in ∆2:

(δ1, δ1) � (δ1, δ2) � (δ2, δ2) � (δ1, δ3) � (δ2, δ3) � (δ1, δ4) � (δ3, δ3) �
(δ2, δ4) � (δ1, δ5) � (δ3, δ4) � (δ2, δ5) � (δ1, δ6) � (δ4, δ4) � (δ3, δ5) �
(δ2, δ6) � (δ4, δ5) � (δ3, δ6) � (δ5, δ5) � (δ4, δ6) � (δ5, δ6) � (δ6, δ6).

Obviously, other linear orders on ∆2 might be considered.

3.2. The sequential process

We first introduce a consensus measure that is related to the one introduced
by Garćıa-Lapresta and Pérez-Román [14].

Given a set I, with #I we denote the cardinality of I. With P(X) we
denote the power set of X, and P2(A) = {I ⊆ A | #I ≥ 2} denotes the family
of subsets of A with at least two agents.

5This linear order is equivalent to the one provided by Delgado et al. [8] in the set of
trapezoidal fuzzy numbers when it is applied to intervals of real numbers.
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Definition 2. Given a profile V = (vai ), the associated consensus measure C
is the mapping

C : P2(A)× (P(X) \ {∅}) −→ ∆2

defined as

C(I, Y ) = M

(
π
(
vai , v

b
i

)
a,b∈I , a<b

xi∈Y

)
.

The overall degree of consensus is defined as C(A,X) and it measures the
agreement of all the agents about all the alternatives.

We now introduce the consensus reaching process. It is related to the one
introduced by Garćıa-Lapresta et al. [17] (in a different setting).

Given a profile V = (vai ), with v i we denote the assessments vector of
alternative xi, i.e., v i =

(
v1i , . . . , v

m
i

)
∈ Lm. With v+i and v−i we denote the

upper median and the lower median, respectively, of the data distribution given
by v i when they are arranged in an increasing fashion. Notice that if m is odd,
then the median is unique and, consequently, v+i = v−i .

Before starting to ask the agents their opinions on the alternatives, a con-
sensus threshold γ ∈ ∆ is fixed.

1. If C(A,X) � (γ, γ), then a voting system is applied6.

2. If C(A,X) ≺ (γ, γ), then the moderator initiates a consensus reaching
process. In that case, the set of alternatives where the degrees of consensus
are lower than the overall degree of consensus is determined:

X− = {xi ∈ X | C(A, {xi}) ≺ C(A,X)} .

For each xi ∈ X−, we define

A+
i = {a ∈ A | vai > v+i } and A−i = {a ∈ A | vai < v−i }.

Given a proximity threshold δ ∈ ∆,

1. If a ∈ A+
i and π(vai , v

+
i ) ≺ δ, then agent a is invited to decrease vai with

v−i as lowest assessment (see Fig. 4).

v−i · · · v+i · · · lr

δ

· · · vai

decrease

Figure 4: Recommendation to a ∈ A+
i .

6For instance, the one introduced by Garćıa-Lapresta and Pérez-Román [15] in the same
setting.
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2. If a ∈ A−i and π(vai , v
−
i ) ≺ δ, then agent a is invited to increase vai with

v+i as highest assessment (see Fig. 5).

vai · · · lr · · · v−i

δ

· · · v+i

increase

Figure 5: Recommendation to a ∈ A−
i .

Once the new profile is obtained, the degrees of consensus are calculated and
the process is re-initiated (see Fig. 6).

Remark 1. The following remarks are relevant for the consensus reaching pro-
cess.

1. The number of rounds has to be fixed previously to the consensus reach-
ing process. If the consensus threshold γ is reached before finishing the
maximum number of rounds, then the voting system is applied. But if the
rounds finish without reaching the consensus threshold, then it would be
necessary to adopt a strategy (see Saint and Lawson [23]). One possibil-
ity is to exclude the agents whose overall contributions to consensus are
negative, as in Garćıa-Lapresta [12].

2. The proximity threshold δ ∈ ∆ may be modified for facilitating the
achievement of an increase of the overall degree of consensus. If the thresh-
old is high, then the number of recommendations can be very high. On the
contrary, if the threshold is low, then the number of recommendations can
be insufficient for achieving an increase of the overall degree of consensus.

3. The consensus and proximity thresholds might be chosen in the richer set
∆2 instead of ∆: (γ1, γ2) ∈ ∆2 and (δ1, δ2) ∈ ∆2, respectively. This

increases the leeway from #∆ = h to #∆2 = (h+1)·h
2 .

3.3. An illustrative example

In order to illustrate how the consensus reaching process works, we now show
an illustrative example. Consider a firm has to choose a building for establishing
the headquarters. After a previous analysis of different possibilities, taking into
account price, size dimensions, location, functionality and other attributes, the
firm has selected three admissible buildings. In order to make the final decision,
five experts have to judge these three alternatives according to criterion location
by means of a non-uniform qualitative scale composed by four linguistic terms..
The set of agents is A = {1, 2, 3, 4, 5}, the set of alternatives is X = {x1, x2, x3},
and the qualitative scale is L = {l1, l2, l3, l4} with the meanings appearing in
Table 1.
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A agents

X alternatives

L ordered qualitative scale

π : L2 −→ ∆ ordinal proximity measure
Consensus threshold γ ∈ ∆
Proximity threshold δ ∈ ∆

AGENTS → V = (vai )

Obtaining overall
degree of consensus

C(A,X)

C(A,X) � (γ, γ) X− = {xi ∈ X | C(A, {xi}) ≺ C(A,X)}

for each

xi ∈ X−

no

A+
i = {a ∈ A | vai � v+i }

A−
i = {a ∈ A | vai ≺ v−i }

decrease vai
↑(

a ∈ A+
i and

π (vai , v
+
i ) ≺ δ

)

Recommendations

increase vai
↑(

a ∈ A−
i and

π (vai , v
−
i ) ≺ δ

)

End of the process

yes

Figure 6: Flowchart.

Before starting to ask the agents their opinions on the alternatives, a con-
sensus threshold γ = δ3 ∈ ∆ and a proximity threshold δ = δ3 ∈ ∆ are
fixed.

The assessments of the agents on the alternatives are collected in the follow-
ing profile

V =




v11 v12 v13
v21 v22 v23
v31 v32 v33
v41 v42 v43
v51 v52 v53




=




l2 l1 l1
l2 l1 l2
l2 l2 l2
l3 l2 l3
l4 l3 l4



.

1. Consider the first case of Example 1 (the totally uniform scale). It is easy

10



l1 l2 l3 l4
bad acceptable good very good

Table 1: Meaning of the linguistic terms.

to see that C(A,X) = (δ2, δ2) � (δ3, δ3); then, a voting system is applied.

2. We now take into account ∆ = {δ1, δ2, δ3, δ4, δ5, δ6, δ7}, with πrr = δ1,
π12 = δ5, π13 = δ6, π14 = δ7, π23 = δ3, π24 = δ4, π34 = δ2 and π14 = δ7.
It corresponds to the following upper half proximity matrix




δ1 δ5 δ6 δ7
δ1 δ3 δ4

δ1 δ2
δ1




that can be visualized in Fig. 7.

l1 l2 l3 l4

Figure 7: The non-uniform scale.

In this case, C(A,X) = (δ3, δ4) ≺ (δ3, δ3). The set of alternatives where
the degrees of consensus are lower than the overall degree of consensus is
X− = {x2, x3}, because C(A, {x2}) = (δ5, δ5) ≺ (δ3, δ4) = C(A,X) and
C(A, {x3}) = (δ4, δ4) ≺ (δ3, δ4) = C(A,X).
Taking into account that v−2 = v+2 = v−3 = v+3 = l2, we have A+

2 = {5},
because v52 = l3 > l2; A−2 = {1, 2}, because v12 = v22 = l1 < l2; A+

3 =
{4, 5}, because v43 = l3 > l2 and v53 = l4 > l2; and A−3 = {1}, because
v13 = l1 < l2.
The agent 5 is invited to decrease his assessments on the alternative x3,
because π(v53 , v

+
3 ) = π(l4, l2) = δ4 and (δ4, δ4) ≺ (δ3, δ3).

The agents invited to increase their assessments are: 1 and 2 on the alter-
native x2, because π(v12 , v

+
2 ) = π(v22 , v

+
2 ) = π(l1, l2) = δ5 and (δ5, δ5) ≺

(δ3, δ3); and 1 on the alternative x3, because π(v13 , v
+
3 ) = π(l1, l2) = δ5

and (δ5, δ5) ≺ (δ3, δ3).
The overall consensus reaches the fixed consensus threshold if one of the
agents modifies his assessments according to the suggestions proposed by
the moderator.

4. Conclusions

Non-uniform qualitative scales are used in different scenarios, usually through
several cardinal approaches. In this paper, we have proposed a consensus reach-
ing process in a setting where agents assess the alternatives through a non
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necessarily uniform qualitative scale, within a purely ordinal perspective. This
approach is based on ordinal proximity measures that assign an abstract degree
of psychological proximity to every pair of terms belonging to the qualitative
scale, avoiding the widely criticized cardinal representations of linguistic terms
in qualitative scales. The underlying consensus measure used in the process is
of an ordinal nature: it consists of the medians of the ordinal proximities be-
tween pairs of linguistic assessments. The proposed consensus reaching process
is quite flexible and it can be applied to numerous real decision problems.

It is important emphasizing that the linear order on ∆2 introduced in (1)
and (2) is not the only one that can be considered in the sequential process, and
other linear or weak orders can be used (see Bustince et al. [5], Bentkowska et
al. [3] and Derrac et al. [9], among others).

We have to note that the problem of how to generate an ordinal proximity
measure is not obvious. Although it has been preliminary analyzed in Garćıa-
Lapresta and Pérez-Román [14, Subsect. 2.3], it remains an open problem.

Another open problem is to prove mathematically that the proposed con-
sensus reaching process when implemented will ensure an increase of consensus
(see Wu and Chiclana [24] for these kind of results in a numerical setting).

It could be interesting to devise some mechanisms for preventing strategic
behaviour. One possibility is penalizing in some way those outliers that do not
follow the recommendations and, consequently, difficult the increase of consen-
sus.
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Educación de la Junta de Castilla y León (project VA066U13) are acknowledged.

References

[1] Balinski, M., Laraki, R., Majority Judgment. Measuring, Ranking, and
Electing. The MIT Press, Cambridge MA, 2011.

[2] Balinski, M., Laraki, R., How best to rank wines: Majority Judgment.
In: Wine Economics: Quantitative Studies and Empirical Observations,
Palgrave-MacMillan, pp. 149-172, 2013.

[3] Bentkowska, U., Bustince, H., Jurio, A., Pagola, M., Pekala, B., Decision
making with an interval-valued fuzzy preference relation and admissible
orders. Applied Soft Computing 35, pp. 792-801, 2015.

[4] Bosch, R., Characterizations of Voting Rules and Consensus Measures. Ph.
D. Dissertation, Tilburg University, 2005.

[5] Bustince, H., Fernández, J., Kolesárová, A., Mesiar, R., Generation of
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[13] Garćıa-Lapresta, J.L., Pérez-Román, D., Measuring consensus in weak or-
ders. In: E. Herrera-Viedma, J.L. Garćıa-Lapresta, J. Kacprzyk, H. Nurmi,
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