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## 1. INTRODUCTION

The intention of this thesis is to show some ideas about the concept of Revenue Management. This thesis begins with an introduction that contents general ideas about Revenue Management. Later, it is explained in more detail some key ideas of RM and some basic models in RM. Afterward some applications in the real world and software used in RM are presented and finally there are some conclusions.

### 1.1. CONCEPTUAL FRAMEWORK OF REVENUE MANAGEMENT

Revenue management is defined as the collection of strategies and tactics firms use to scientifically manage demand for their perishable products and services [1].
Every seller faces several fundamental decisions. You want to sell when market conditions are most favourable; you want the right price (not so high that you put off potential customers and not so low that you lose out on profits) and you want to know how customers value your product. Businesses face these and other complex decision with the aim of maximize benefits [1].

### 1.1.1. Management decisions

Revenue management (RM) is concerned with the methodology and systems required to make demand management decisions. Next table (Table 1) shows the three categories of management decisions showed in Theory and Practice of Revenue Management [2].

| MANAGEMENT DECISION | DECISIONS ABOUT |
| :---: | :---: |
| Structural decisions | - Which sales channel to use for selling the products or service. <br> - Which segmentation mechanism to use. <br> - Which terms of trade to use. <br> - Which set of products to offer. |
| Prices decisions | - How to set prices and individual offers. <br> - How to price over time. <br> - How to establish different category prices. <br> - How to set discounts over the product lifetime. |
| Quantity decisions | - Whether accept or reject an offer. <br> - How to set the capacity to different products, segments or channels. <br> - When refuse a sale and sale this product later. |

Table 1: Management decisions (contents from [2])

To decide which of these decisions is the most important depends on the context. Structural decisions about channels for selling and the tools for grouping products are strategic decisions that are not taken frequently. Firms also should take decisions about prices or quantity which change their ability to adjust price or quantities on a tactical level. The ability to adjust quantities may be a function of the flexibility of the supply process and the costs of real locating capacity and inventory. For example, Airlines use capacity controls as a tactic because of the fact that the different products that they sell (different ticket types sold at different times and under different terms) are all provided using the same, homogeneous capacity [1].

Revenue Management can be qualified as being either quantity-based RM or pricebased RM if it uses capacity-allocation decisions or price decisions as the first tactical tool for managing demand. These two terms are explained more extensively in second chapter.

### 1.1.2. Properties that encourage the application of Revenue Management

The application of Revenue Management has been most effective when it is applied to operations that have the properties [3] (p.4-7) shown in the table 2:

| PROPERTY | EXPLANATION | EXAMPLE |
| :---: | :--- | :--- |
| Relatively fixed capacity | $\begin{array}{l}\text { The production is } \\ \text { constant, it is not able to } \\ \text { increment the production } \\ \text { in a brief time period }\end{array}$ | $\begin{array}{l}\text { In each flight, there are a } \\ \text { limited number of seats } \\ \text { and it is not possible to } \\ \text { increment the capacity. }\end{array}$ |
| Perishable inventory | $\begin{array}{l}\text { Attributes cannot be } \\ \text { stored. The attributes that } \\ \text { have not been consumed } \\ \text { cannot be stored to do it } \\ \text { later. }\end{array}$ | $\begin{array}{l}\text { If there are available seats } \\ \text { for a flight today, these } \\ \text { seats cannot be stored for } \\ \text { another flight that is full. }\end{array}$ |
| Inventoried demand | $\begin{array}{l}\text { Most industries that } \\ \text { employ RM use } \\ \text { reservations to anticipate } \\ \text { and to control the future } \\ \text { demand by the selling of } \\ \text { products before the } \\ \text { consume. }\end{array}$ | $\begin{array}{l}\text { Hotels and airlines use } \\ \text { reservations to sell and } \\ \text { control their inventory } \\ \text { before it is consumed. }\end{array}$ |
| Stochastic demand | $\begin{array}{l}\text { Most of demand varies } \\ \text { over time. }\end{array}$ | $\begin{array}{l}\text { Consider the demand for } \\ \text { air travel. It varies due to } \\ \text { season, time of day, day } \\ \text { of week, holidays, ... }\end{array}$ |
| High fixed costs | $\begin{array}{l}\text { The combination of high } \\ \text { fixed costs and low } \\ \text { variable costs gives more } \\ \text { incentive to fill their } \\ \text { unused capacity }\end{array}$ | $\begin{array}{l}\text { In a flight, there are high } \\ \text { fixed costs (plane, staff, } \\ \ldots) \text { and insignificant } \\ \text { variable costs for selling } \\ \text { an unused seat. Airlines } \\ \text { are interested in selling all } \\ \text { the capacity even a low } \\ \text { price. }\end{array}$ |
| Low variable costs | $\begin{array}{l}\text { Customers value the } \\ \text { product differently. Some } \\ \text { customers prefer less } \\ \text { service and lower-price } \\ \text { but others are willing to } \\ \text { pay more for a better } \\ \text { service. Then it is } \\ \text { necessary to make a } \\ \text { segmentation of } \\ \text { customers. }\end{array}$ | $\begin{array}{l}\text { A student or family in } \\ \text { holidays are willing to } \\ \text { travel at uncommon hours } \\ \text { or days for a cheaper } \\ \text { ticket while a business } \\ \text { man prefers a more } \\ \text { convenient schedule } \\ \text { although he has to pay } \\ \text { more money. }\end{array}$ |
| Customer heterogeneity |  |  |$\}$

Table 2: Properties that encourage the application of RM (contents from [3] p.4-7)

The combination of these characteristics makes the application of RM more effective because they allow the possibility of offering different rates for different customers over time.

### 1.1.3. The Revenue Management process



Figure 1: Revenue Management process (By my own)

Stuart-Hill in an article [4] shows the process that most practitioners follow today involves a continuous cycle of six basic steps:

- Step 1: Data collection

The best decisions are often a mix of intuition and science. In order to understand the impact of these decisions, it is recommendable to store data and to use those to help make better decisions in the future.
Automation and decision support tools have evolved as the revenue management discipline has grown and provide business insights that humans are not able to calculate on their own. The ideal solution is when automation provides insights for the revenue management professional and the revenue management professional provides appropriate feedback within the system.

- Step 2: Forecasting

Predicting future demand based on past results is a good starting point to develop a strategy. Of course, changes in market conditions, competitive supply, capacity constraints, special events, floating holidays, weather conditions, economic climate and other external factors need some additional thought around true demand potential; but the past results provide help to make good predictions and to be prepared against the variations produced by these factors.

- Step 3: Pricing

People who unknow the scope of the discipline often think that revenue management simply consists in changing prices, or making discounts. The fact is that pricing is far more complex than this.
Basic economic theory would dictate that equilibrium pricing, where the demand curves meets the supply curve, would be optimal. Unfortunately, inventory is perishable so this approach would not utilize all the resource's potential.

- Step 4: Inventory Management

Once future demand has been forecasted and pricing strategies determined, resource allocation or inventory management comes into play. Inventory management simply means opening or restricting inventory for sale based on certain conditions as the available capacity.

- Step 5: Distribution

Distribution refers to how guests find and book a property. Telephone, Online Travel Agencies, Global Distribution Systems and Internet Booking Engines are all examples of distribution channels. Each one may offer a different value proposition, but each one requires that a revenue management professional think through how to best leverage the potential that each one represents.

- Step 6: Communication

Communication is crucial because Revenue Management requires that a firm must continually re-evaluate their prices, products, and processes in order to maximize revenue. In a dynamic market, an effective Revenue Management System constantly re-evaluates the variables involved in order to move dynamically with the market. Then communication is causal because the information is constantly varying.

Of course, once a strategy has been implemented the process begins again with Step 1 - tracking. This process is one of continuous improvement; however, some elements of experimentation will depend of the probability. Then, some actions will have a positive impact and others won't. The secret is when there is a fail, find it quickly and ensure learning is documented.

In few words, Revenue Management's basis is "to sell the correct product to the right client at the right price in the right moment". But to understand in a better way what is Revenue Management it should be recommendable to take a look at its origins.

### 1.2. HISTORY

The interest in revenue management practices started during the 70 s with the researches of Littlewood (1972) on overbooking in airlines. These researches have as a result, the rule known as Littlewood's rule.
Littlewood proposed that when a product has two different prices, the product must be sold at the lower price until the probability of selling at the higher-price is higher than the relation between the two prices.

## - LITTLEWOOD RULE:

Littlewood considered a flight with two different rates, $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{\mathbf{2}}$ (with $\boldsymbol{p}_{1}>\boldsymbol{p}_{2}$ ), and demand of $\boldsymbol{p}_{1}$ is sold after the demand of $\boldsymbol{p}_{2}$. Littlewood proposed that the product is sold at the lower price until the probability of selling at the higher-price is higher than the relation between the two prices.

$$
\boldsymbol{P}\left(\boldsymbol{p}_{1}\right)>\frac{\boldsymbol{p}_{2}}{\boldsymbol{p}_{\mathbf{1}}}\left\{\begin{array}{c}
P\left(p_{1}\right): \text { Probability of selling product at price } 1 \\
p_{2}: \text { lower }- \text { price } \\
p_{1}: \text { higher }- \text { price }
\end{array}\right.
$$

The solution can be obtained from the relationship marginal revenue/loss. To get the solution, it is supposed there are $\boldsymbol{n}$ vacant units and one class 2 client wants to buy a seat. In case of the airline regret the purchase, it will be sold $\boldsymbol{n}$ units at $p_{1}$ only in the case if demand of class 1 is higher or equal than $\boldsymbol{n}\left(\boldsymbol{D}_{\mathbf{1}} \geq \boldsymbol{n}\right)$. As a result, marginal revenue of the booking of this seat for class 1 will be $\boldsymbol{p}_{1} * \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \geq \boldsymbol{n}\right)$. Finally, it is logic to accept class 2 clients always that $\boldsymbol{p}_{2}$ would be equal or higher than this marginal revenue $\boldsymbol{p}_{2} \geq \boldsymbol{p}_{1} * P\left(\boldsymbol{D}_{1} \geq \boldsymbol{n}\right)$.

As $\boldsymbol{n}$ is decreasing, after the moment that $\boldsymbol{p}_{\mathbf{1}} * \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \geq \boldsymbol{n}\right)$ is higher than $\boldsymbol{p}_{2}$, it will be always higher, then exists an optimal protection level $\boldsymbol{y}_{\mathbf{1}}^{*}$ such that we accept class 2 until the moment that available capacity is equal or less than $\boldsymbol{y}_{1}^{*}$. Then, $y_{1}^{*}$ satisfies:

$$
p_{2}<p_{1} * P\left(D_{1} \geq \boldsymbol{y}_{1}^{*}\right) \text { and } \boldsymbol{p}_{2} \geq \boldsymbol{p}_{1} * P\left(D_{1} \geq \boldsymbol{y}_{1}^{*}+\mathbf{1}\right)
$$

If the demand is modelled by the continuous distribution $\boldsymbol{F}_{\mathbf{1}}(\boldsymbol{x})$, Then, we have:
$p_{2}=p_{1} * P\left(D_{1} \geq y_{1}^{*}\right)$ equivalently, $\boldsymbol{y}_{1}^{*}=\boldsymbol{F}_{1}^{-1}\left(\mathbf{1}-\frac{p_{2}}{p_{1}}\right)$
that is known as Littlewood's rule.

Now, it is shown a little example [35] to understand better how it works:

An airline offers two different rates for the same flight: full rate ( $\boldsymbol{p}_{\mathbf{1}}=\mathbf{4 1 8} €$ ) and Economic rate ( $\boldsymbol{p}_{2}=\mathbf{2 1 8} €$ ). The capacity is $\boldsymbol{C}=\mathbf{2 3 0}$ and the demand for the full rate is distributed as it is shown in the next table:

| Demand (Q) | $\mathbf{P}(\mathbf{d}=\mathbf{Q})$ | $\mathbf{P}(\mathbf{d}<=\mathbf{Q})$ |
| :---: | :---: | :---: |
| 40 | 0,02 | 0,25 |
| 41 | 0,06 | 0,31 |
| 42 | 0,04 | 0,35 |
| 43 | 0,01 | 0,36 |
| 44 | 0,06 | 0,42 |
| 45 | 0,07 | 0,49 |
| 46 | 0,02 | 0,51 |
| 47 | 0,03 | 0,54 |
| 48 | 0,03 | 0,57 |
| 49 | 0,05 | 0,62 |
| 50 | 0,03 | 0,65 |
| 51 | 0,05 | 0,70 |
| 52 | 0,04 | 0,74 |
| 53 | 0,06 | 0,80 |
| 54 | 0,09 | 0,89 |
| 55 | 0,11 | 1,00 |

Table 3: Distribution of the full rate demand [35]

Now, it is determined the number of Full seats and the limit of Economic seats by the Littlewood's rule. To get it, it is determined the highest value of $Q$ that satisfy:

$$
\begin{gathered}
p_{1} * P\left(D_{1} \geq Q\right)+0 * P\left(D_{1}<Q\right) \geq p_{2} \\
p_{1} * P\left(D_{1} \geq Q\right) \geq p_{2} \\
P\left(D_{1} \geq Q\right) \geq \frac{p_{2}}{p_{1}} \\
1-P\left(D_{1}<Q\right) \geq \frac{p_{2}}{p_{1}} \\
P\left(D_{1}<Q\right) \leq 1-\frac{p_{2}}{p_{1}}=1-\frac{218}{440}=0,504
\end{gathered}
$$

Now, it is looked for the value that satisfy it:
For $\boldsymbol{Q}=\mathbf{4 5}, \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \leq \boldsymbol{Q}\right)=\mathbf{0}, 49$ and $\boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}}=\boldsymbol{Q}\right)=\mathbf{0}, 07$
Then, $P\left(D_{1}<\boldsymbol{Q}\right)=P\left(D_{1} \leq \boldsymbol{Q}\right)-P\left(D_{\mathbf{1}}=\boldsymbol{Q}\right)=\mathbf{0}, 49-\mathbf{0}, \mathbf{0 7}=\mathbf{0}, \mathbf{4 2}<\mathbf{0}, 504$
For $\boldsymbol{Q}=\mathbf{4 6}, \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \leq \boldsymbol{Q}\right)=\mathbf{0}, 51$ and $P\left(D_{1}=\boldsymbol{Q}\right)=\mathbf{0}, 02$
Then, $P\left(D_{1}<\boldsymbol{Q}\right)=P\left(D_{1} \leq \boldsymbol{Q}\right)-P\left(D_{1}=\boldsymbol{Q}\right)=0,51-0,02=0,49<\mathbf{0}, 504$

For $\boldsymbol{Q}=47, \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \leq \boldsymbol{Q}\right)=\mathbf{0}, 54$ and $\boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}}=\boldsymbol{Q}\right)=\mathbf{0}, 03$
Then, $P\left(D_{1}<\boldsymbol{Q}\right)=P\left(D_{1} \leq \boldsymbol{Q}\right)-P\left(D_{1}=\boldsymbol{Q}\right)=\mathbf{0}, 54-\mathbf{0 , 0 3}=\mathbf{0}, 51>\mathbf{0}, 504$
The highest value of $\mathbf{Q}$ that satisfy the Littlewood's rule is $\mathbf{Q}=\mathbf{4 6}$; that is the number of Full seats. As a consequence, 230-46=184; are the maximum number of seats accepted for the Economic class.

During the first years of Revenue Management was the basis of the algorithms used by the automatized systems of Revenue Management.

October of 1978 was a crucial moment during the beginnings of Revenue Management because it was the year when the airline deregulation was signed in USA. This supposed the end of the monopoly protection of the biggest airlines in the country and the entrance of new competitors and the free airfares.

The entrance of new companies supposed many problems for the big six that are the companies which had been protected by the government from 1937 until 1977 (American Airlines, Delta Air Lines, USAir (now belongs to AA), Continental Airlines (acquired by United Airlines), United Airlines and Eastern Airlines (dissolved in 1991)), in fact some of them disappeared and the others offered discounted rates. One of these new companies was People Express, this low-cost company appeared in 1981 and gain much importance and it was a big threat for the big six.

The answer of American Airlines came in December of 1985 with discounted rates (up to $80 \%$ lower than the usual rate) called 'Ultimate Super-Saver fares'(uss). The difference with other discounted rates was DINAMO (Dynamic Inventory Optimization and Maintenance Optimizer) that represents the first large-scale RM system development in the industry.

DINAMO is the automatized system developed by American Airlines to include Littlewood's rule in their decisions and reduced the proportion of flights requiring analyst review from 100 percent to approximately 5 percent [5]. DINAMO calculated dynamically the probability of sale the last seat in the highest rate using the Littlewood's rule. It optimized the quantity of seats that were offered with 'ultimate supersaver' rate. Due to the success of DINAMO People Express broke down and was sold to Continental Airlines a year later and the revenues of American Airlines grew up $\$ 1.4$ billion during the next three years.

Donald Burr, CEO of People Express, summarized the reasons behind the company's failure: "We were a vibrant, profitable company from 1981 to 1985, and then we tipped right over into losing $\$ 50$ million a month. We were still the same company. What
changed was American's ability to do widespread Yield Management in every one of our markets. ...We did a lot of things right. But we didn't get our hands around Yield Management and automation issues. ... [If I were to do it again,] the number one priority on my list every day would be to see that my people got the best information technology tools. In my view, that's what drives airline revenues today more than any other factormore than service, more than planes, more than routes."

These is the moment when the airline industry provided a concrete example of the great impact that the revenue management can have on the operations of a company. At this stage, however, much of the work was about capacity management and overbooking and only a little about dynamic pricing policies. In these original models, prices were assumed to be fixed and managers only decide about how many seats sell in each class.
During the 1990s the increasing interest in revenue management made evident the different applications that can be considered. Models became industry specific with a higher complexity. Moreover, is during this decade when prices policies became an important component of the revenue management activities.

As we said, the airline industry leaded the use of revenue management techniques in terms of capacity/seat control and dynamic pricing.

### 1.3. REVENUE MANAGEMENT IN 21th CENTURY

What is special about revenue management is not which decisions are made but rather how are decisions made to get the aim of increasing benefits in every budget that you can use; then, what develop is the tools that Revenue Management to get the goal [17]. The new about RM is the method of decision making, that is driven by two complementary points. First, the scientific advances allow computing optimal real-time solutions to complex decision problems. The other point resides in that the advances in information technology provide the capability to automate transactions, store and implement the data and manage detailed demand-management decisions [17].

### 1.3.1. Revenue Management in the Industry

There are other examples besides airlines of the success of Revenue management, as the case of hotels. First in hotels, RM only was applied to rent bedrooms. But nowadays it is used in every part in the hotel (restaurant, parking, golf, spa, ...) in response to the increments caused by the application of RM in bedrooms management. As Kimes said "each squared meter in the hotel is susceptible of generate revenues" [6]. This high grow has taken place in less than 20 years.

Revenue Management allows increasing the benefits and it can be used in too many different industries. The RM's popularity has grown because, nowadays, methods of decision making in RM are growing by big steps as consequence of all the developments
around Internet, software programs and big-data; that permit to work easier and more efficiently than some years ago. In fact, until 1990s Revenue Management only was useful as philosophy to manage in airline industry but now it has reached other sectors [17].

Some of the industries that use Revenue Management are explained in more detail in chapter 4.

### 1.3.2. How to conduct Revenue Management in a company

The future of how to manage the RM in a company is already uncertain. In the case of hotel chains, Kimes' investigation [6] (p.5) shows two tendencies of how to solve the management.

First tendency is thought that in the future, Revenue Management department will be an independent department which combines Marketing and Business because the aim is to sell in the most efficient way as possible but without damaging the image of the product.

The second tendency talks about a future where the tendency in management in hotel chains will be the centralization or a hybrid model that consists in that centrals transmits a general view and hotels offer a concrete view of each case. For example, the group NH hotels has the management centralized for all hotels but there are some concrete management decisions those are taken by each hotel.

### 1.3.3. Important factors in Revenue Management

In the same investigation [6], Kimes conducted a survey among professionals in the field. Results shown that technology is the most important RM influencing factor, as it is showed in figure 2:


Figure 2: Important factors in the future (Graphic from [6] p.23)

The graphic shows the future influence of the different RM influencing factors among the respondents. Consumer behaviour, Competition, Internet, Market segmentation and Economy are factors that influence in products' prices. But Technology is the most important one because is the tool to take advantage respect the influence of the other factors.

Although these results come from a survey among professionals in Revenue Management, they could be the same for other general consumer choice situations.

As we all know now we are living a technologic-boom caused by the constant development. Technology is growing exponentially and Revenue Management take advantage of that because tools used to take decisions are being developed at the same time.

The reasons of why other industries bet for Revenue Management are that it is a new way to work that is already in development phase and that the industries that are using RM are obtaining great results.

## 2. KEY IDEAS

As it is shown in the Introduction, in Revenue Management we can distinguish two methods to work. The first, and older, is the Quantity-based method. This method has as main idea the control of the quantity of products are sold with each price. In the field of airlines, it would be the method that help to make decisions on how seats must be sold in each flight at each rate to maximize profits.

The second method is the Price-based Revenue Management. This method works to control and to adjust the prices to maximize their benefits.

### 2.1. QUANTITY-BASED METHOD

Quantity-based method has as main idea the control of the quantity of products we sold with each price. In the field of airlines, it would be the method that help to make decisions on how seats we must sell in each flight at each rate to maximize profits [2].

To explain it better, it will be used an example. It is the case of a single leg flight or a night in a hotel. For trying to sell every seats or rooms, companies offer two different rates the business-rate (higher-price) and the tourist-rate (more economic price). The question is now how many products must be sold at each price for the optimization of benefits. The problem is the customer heterogeneity that consists in that different people rate the same product at a different value. Then, if you offer too many business-rate products, not all the products will be sold. In the other case if you don't offer enough business-rate products, you will sell some tourist-rate products that could have been sold more expensively.

Quantity-Based RM use some tools to give an answer of the question and to offer some optimized solutions in real-time that helps in the decisions about how many products offer in each fare.

The central problem is how to assign optimally the capacity of resources to the different customers. This assignation must be done dynamically as demand materializes and with considerable uncertainty about the quantity or composition of future demand. To make this assignation widely it is crucial to make a good segmentation of the demand in function of their willingness to pay different rates.

There are some different ways to make a segmentation but it is necessarily to consider two aspects: first, the distribution channel used by customers to make their bookings; and second, the price, that is the tool to segment the customers offering different rates in function of extra-services, purchase channel, ... There are some requirements to know that the segmentation is correct [33]:

- Homogeneity in the segment.
- Heterogeneity between segments.
- Stability of segments.
- Segments must be identifiable and measurable.
- Segments must be accessible and manageable.
- Segments must be large enough to be profitable.

Now the different controls used to control the future demand are shown.

### 2.1.1. Types of controls

To work efficiently, companies must realise some controls. In the travel Industry, the availability of bookings is controlled every time because the data saved and implemented every moment and the system works dynamically. These controls [17] are:

### 2.1.1.1. Booking limits:

These limits are responsible of restricting the amount of capacity that can be sold to each class at a given point in time. For example, if the booking limit is 24 on class 1 , it indicates that the most amount of capacity that can be sold to customers in class 1 is 24 .

Booking classes can be partitioned or nested. The partitioned booking limit divides the capacity in separate blocks for each class. The sum of booking limits of all the classes must be equal than the whole capacity.

In the case of a flight, with three different classes and a whole capacity of 30 passengers we have these booking limits: 12 (class 1), 10 (class 2 ), 8 (class 3 ). The limits can be changed but the sum of all must be 30 .

Then when, we have sold 12 of class 1 , class 1 would be closed. This could be undesirable when class 1 has higher revenues than the other classes and the amount allocated to class 1 are sold out.

Nested booking limit works in a different way to solve the problem with the partitioned booking limits. In this case, also there are different booking limits for each class, but the difference resides in that higher classes have access to all the capacity of the lower classes. For the case we saw before, the nested booking limits would be b1=30 for the set 1 (because class 1 is the highest then it has access to the units of the other two classes), $\mathrm{b} 2=18$ for set 2 (includes the 10 units for class 2 and the 8 for class 3 ) and b3=8 for set 3 (because it is the third lower class, it only has access its own units). It is shown in the Figure 3.

Nested booking limits are used by almost every reservations system because they allow to solve the problem of capacity being simultaneously unavailable for a high class yet available for lower classes.


Figure 3: Booking limits ( $b_{i}$ ) and protection levels example ( $y_{i}$ [2]

### 2.1.1.2. Protection levels

Protection levels are used to reserve an amount of capacity for a class or set of classes. As in booking limits, protection levels can also be nested or partitioned.

A partitioned protection level is essentiality the same than a partitioned booking limit. A booking limit of 10 on class 2 sales is equivalent to a protection level of 10 units of capacity for class 2.

Nested protection levels are again defined for sets of classes but in reverse order. For nested booking limits, each set of classes includes a class and the lower class (in the example b1 includes all classes, b2 includes class 2 and 3 and b3 only includes class 3 ).

Instead for nested protection levels each set of classes includes its class and higher classes. Then in the example we would have these protection levels: y1=12 for set 1 (only includes class 1 because is the highest), $\mathrm{y} 2=22$ for set 2 (includes class 2 and higher, class 1) and $\mathrm{y} 3=30$ (includes all classes because third class is the lowest). Thus, we have 12 units reserved for class 1,22 for classes 1 and 2 and 30 for every class.

Then, if 12 units of class 1 are sold you can continue selling because there are reserved 30 seats for the three classes then class 1 has already access. In the other hand, if 8 units of class 3 are sold, you can't sell more class 3 because all the other units are reserved for classes 1 and 2.

In the figure 3 (page before), we can see that the booking limit for class (set) $j$ is simply the capacity (C) minus the protection level for set j-1.

$$
b_{j}=c-y_{j-1}, j=2, \ldots, n
$$

Besides $\mathrm{b}_{1}=\mathrm{y}_{\mathrm{n}}=\mathrm{C}$ because the booking limit for highest class is all the capacity and the protection level for all classes combined (the lowest, that includes every class higher) is al capacity too.

### 2.1.1.3. Standard/Theft Nesting:

There are two different process for using nested booking limits or nested protection levels. The standard process starts with C units of capacity. It is accepted a booking for class j when there is capacity available and the total request accepted for class j and lower ( $\mathrm{j}, \mathrm{j}+1, \ldots, \mathrm{n}$ ) is less than the booking limit $\mathrm{b}_{\mathrm{j}}$. (also, the current capacity available is more than the protection level $\mathrm{y}_{\mathrm{j}-1}$ for classes higher than j ).

In theft nesting process, a booking in class $j$ don't reduce the units for class $j$, and takes the allocation of the lower classes. This is the same than keeping $y_{j}$ units of capacity protected for future demand from class $j$ and higher. In other words, when we accepted a request for class $j$, we continue to reserve $y_{j}$ units for class $j$ and
higher, and to reduce the allocation for classes $\mathrm{j}+1, \mathrm{j}+2, \ldots, \mathrm{n}$. In contrast, under standard nesting, when we accept a request from class $j$ we only reduce by one the capacity we protect for future demand from class $j$ and higher. In the example of the figure 3 , if we would accept a request for class $1, y_{1}$ would continue valuing 12 ; but $y_{2}$ and $y_{3}$ would be reduced: $y_{2}=21$ and $y_{3}=29$.

### 2.1.1.4. Bid prices:

What makes bid-price controls special from booking limits and protection levels is that bide-price controls are based in the revenues from each sale, rather than classbased controls. A bid-price control establishes a threshold price (which may depend on variables such as the remaining capacity or time) and request for booking is accepted if its revenue exceeds the threshold price and rejected if it is less than the threshold price.

Firstly bid-price controls look simpler than protection-level and booking-limit controls because they only need set only a single threshold value at any point in time. However, to work effectively, bid prices must be actualized after each sale and this usually needs to store a table of bid-prices values directed by the current remaining capacity, current time, or both.

The figure 4 shows how can be used bid prices to implement the same example as the other two types of control where the bid price $\pi(x)$ is planned as a function of the remaining capacity $x$. When there are between 22 and 30 available units bid-price is lower than $50 \$$ (all the three classes are accepted). With 13 to 22 units, bid-price is between $50 \$$ and $75 \$$ (only classes 1 and 2 are accepted). And when there are 12 or less units available, bid-price is over than $75 \$$ but less than $100 \$$ (only class 1 demand is accepted).


Figure 4: Relationship between booking limits (b), protection levels (y) and bid prices ( $\pi(x)$ ) [2]

Some experts criticize Bid-price because consider it unsafe because use only a threshold price as the only control. That means that RM system sell an unlimited number of units to any class whose revenues exceed the bid-price threshold. However, this is truth only when the bid price is not actualized. As it is shown in the figure 4, if the bid-price is function of remaining capacity (bid-price is actualized after each purchase), then it works like the other two methods, closing off capacity to successively higher classes as capacity is consumed. This function is necessary because a simple static threshold is indeed a somewhat dangerous form of control.

One advantage of bid-prices controls is the ability to discriminate because it is based on revenue rather than on class. Often some customers with different willingness to pay are in a single class using an average price as the price for this class. However, if actualized revenue information can be used for each request, then a bid-price control can selectively accept only the higher revenue requests in a class, while the other controls can only accept or reject all requests of a class. But if it is not possible to observe the exact revenue at the time of reservation, then this advantage is lost.

Bid-prices don't segment the demand in different closed class with the average price. In the example that we are using during the explanation, it is supposed that there are only seats available for class 1 . If we use the other two controls, you only accept people that are willing to pay $100 \$$ and reject the others and maybe it is not possible sell all of them. But using bid prices some customers who are willing to pay between $75 \$$ and $100 \$$ are accepted when this price is higher than bid-price. This fact provides the airline the opportunity of selling more seats.

It could be thought that bid-prices are controls for dynamic pricing but it is not truth because what this control vary is the minimum price that must be accepted for each available capacity to increase the revenues.

Figure 3 shown the examples that we use in the three controls. At the top, it is shown the relationship between booking limits and protection levels. At the bottom, we can see how would vary bid-prices in function of the available capacity.

### 2.1.2. Overbooking

Some experts [2] consider overbooking as essential activity in Revenue Management. Overbooking is distinct from the two models; indeed, overbooking is the oldest of RM practices. It is an important activity although it is not the principal strategy. The objective of overbooking is to maximize the capacity utilization of the system in the presence of cancelations and, consequently, the benefits.

As most people know, overbooking essentially consists in accepting more reservations than units you have available [11]. It is applicable when the follow characteristics [12] are fulfilled:

- Capacity is constrained and perishable and bookings are accepted for future use.
- Customers can cancel or no-show.
- The cost of denying service to a costumer with a booking is relatively low.

Despite most of customers have bad perception of Overbooking, companies continue using it; but, why Overbooking? The reason is simple, companies that accept advance bookings with refundable sales run the risk of cancellations. Overbooking only is a strategy that firms for protecting themselves from this risk and thus it increases the utilization of capacity and maximize revenue for the firm. But it must be well implemented because it is useful only if it works well. If the Overbooking is not well implemented it only increment the costs and reduce the revenues. Thus, it is necessary to face some problems. One problem is facing the legal and regulatory implications of failing the booking contract. Companies must have operational policies and procedures used when a service must be denied.

When there are oversales, managing the compensation and the selection of customers can have a significant impact on denied-service costs and customers perception of overbooking. We next look at the main issues involved in managing oversales [2]:

- Compensation of Denied Service: Legally mandated compensations often specify a payment of monetary damage; but it is often inadequate for the customers' perception. It is usually more effective to offer a substitute service (more quality service), because sometimes customers are not interested in an economic compensation, they only want to enjoy the service then they are usually more satisfied when they receive a more quality service than an economical compensation.
- Selection of customers: The selection of customers who will be denied also can have a significant impact in firm's costs and in customers' perception. From a legal standpoint, selection must not be discriminatory.
The most intuitive option for allocating a service to customers it is to do it on a first-come, first serve (FCFV). It means that customers are served when they arrive until the service is full. After the service is full, the rest of consumers are denied. This option has the point that it is fair and encourage customers to arrive on time; but it is not desirable in some industries. Some firms try to select customers who pay lower-rates because the compensation cost often less than the compensation for the other customers.
- Oversale auctions: an alternative method is conducting an auction to attract volunteers to give up their reservations in exchange for an economic compensation. This practice is very typical in airlines, but it does not always work. An example of it was some months ago, United Airlines had an Overbooking problem in a flight and they offer some money and a pleasant hotel in exchange for taking a flight the following day. Nobody wanted to accept the offer, then firm chose five randomly people. The problem came when one of the travellers selected was a Vietnamese doctor who did not want to accept it. He was forcibly thrown out while other travellers filmed the scene. In few hours, the video was in all the social networks in many countries. This fact affected the image of the company and they had to pay a big compensation for the customer.


### 2.2. PRICE-BASED METHOD

Price-based method (or dynamic pricing) use prices rather than quantity controls as primary variables used to manage demand. Little of the research published mentioned price as a variable before 1995; price was considered as an exogenous variable that does not vary in the model. But, given that any RM decision is a function of price and duration, it is essential that RM models include information on the relationship between price and demand.

Price can be used in two ways: to determine the optimal prices and to determine who should pay which price. What is special in RM pricing is the heterogeneous demand. When it exists, firms can select the customers willing to pay the most. Companies that use RM successfully generally shows a strong positive correlation between their capacity utilization percentage and their average rate per person [7].

### 2.2.1. Factors must be considered in dynamic-pricing models

Segmentation of customers is also essential in dynamic-pricing problems. To made this segmentation in a good way it is necessary to consider some factors [2]; how customers behave over the time and the state of market conditions.

### 2.2.1.1. Sophistication level of customers:

In dynamic-pricing models we distinct between two kinds of customers. Some of the models assume the customers as myopic customers, those who buy as soon as the offered price is less than their willingness to pay. Other models consider strategic-customers, those who optimize their purchase in response to the pricing strategies of the firms [2] (p.182-184). Models that consider strategic-customer are more realistic than those who consider myopic-customers but, considering strategiccustomer complicates the estimation and the analysis of optimal pricing strategies.

### 2.2.1.2. Population size:

Models works in two different ways: Infinite-population Models and Finitepopulation Models. The difference is that in infinite-population models the distribution of number of customers and their inclination to pay are not affected by the history of demand. In economics that is known as nondurable-goods assumption, that is assumed because make the problem simplest.

In contrast, in finite population models both distributions are affected by the history of demand. It means that when one customer of the population purchases, the population of potential customers is reduced. That is termed durable-goods assumption because when one customer buys a product, he will not another product in a short period of time.

### 2.2.1.3. Market conditions:

The other factor that must be considered is the level of competition in the market. Many models are monopoly models, where the demand depends only its own price and not on the price of competitors, but this assumption is usually not realistic.

Oligopoly models are those in which the price-decisions of competitors are modelled and computed. But these models are not popular in practice because of the difficulty in collecting competitors' data and some predictions of the price response are poor.

The other models are perfectly competitive models, in those it is assumed that are many firms that offer the same conditions and the output of each firm is small related with the market size. Then, one firm cannot influence market prices. Essentially, each firm can sell as much at it wants under the market price but nothing at higher prices [2] (p.185-187).

| FACTOR | MODELS |
| :---: | :---: |
| Sophistication level of <br> customers | Myopic customers |
|  | Strategic customers |
| Population size | Infinite-population model |
|  | Finite-population model |
| Market conditions | Monopoly model |
|  | Oligopoly model |
|  | Perfectly competitive model |

Table 4: Important factors in dynamic pricing models (contents from [2] p.182-187)

### 2.2.2. Customers segmentation in RM pricing

There are some different methods to do the segmentation. But, generally the process works step by step. First of all, the customers are distributed in broad segments as for example French families, American businessmen, ... After this first segmentation, it is followed by segmentation niches; for example, in hotels, kind of accommodation, length
of stay, usual customers, ... The way to do the segmentation depends on what wants the company to know about the customers [34].

When the segmentation is completed by the company, it is possible to do a matrix including the characteristics of each segment. The following table shows an example:

| CARACTERISTICAS | SEGMENTO <br> ANXIUS | SEGMENTO PACIENT | SEGMENTO FREESTYLE |
| :---: | :---: | :---: | :---: |
|  | SOCIO DEMOGRAFICO |  |  |
| Revenues | Between 21,000 and 35,000 per year | Between 35,000 and 65,000 per year | Between 16,000 and 21,000 per year |
| Occupation | Technologic | Executives | Students |
| Social status | Couples | Empty nest | Single youths |
| Locality | France | United States | Germany |
|  | PURPOSE OF THE TRIP |  |  |
| Recreational | 25\% | 9\% | 41\% |
| Educational | 16\% | 2\% | 63\% |
| Business | 2\% | 42\% | 2\% |
|  | PROFITS |  |  |
| Quantitative |  |  |  |
| Food and drinks importance | 3 of 5 | 4 of 5 | 2 of 5 |
| Price importance | 4 of 5 | 3 of 5 | 5 of 5 |
| Cualitativo |  |  |  |
| Service importance | 4 of 5 | 5 of 5 | 3 of 5 |
| Accommodation importance | 3 of 5 | 4 of 5 | 4 of 5 |

Table 5: Matrix of segmentation [34]

When the matrix is already done, it allows the possibility to distribute the heterogeneous demand in more homogeneous niches.

Simon and Dolan [8] explain illustratively how firms charge different prices to different customer segments for essentially the same service as follows:

The basic idea of price customization is simple: Have people pay prices based on the value they put on the product. Obviously, you can't just hang out a sign saying: "Pay me what it's worth to you," or "It's $\$ 80$ if you value it that much but only $\$ 40$ if you don't." You have to find a way to segment customers by their valuations. In a sense, you have to "build a fence"
between high-value customers and low value customers so the "high" buyers can't take advantage of the low price.

In other words, if a company charge different rates for essentially the same product, it must differentiate the rates with any special characteristic between the different rates to avoid that customers willing to pay a high rate, don't take advantage of the low rate. For example, in a hotel, consider two tariffs $100 €$ and $75 €$. Customers paying $100 €$ have additional services as free breakfast or a more desirable room. In this way, high-value customers pay the high rate because they prefer the additional services.

Essentially, rate fences allow companies to restrict lower prices to customer segments that are willing to accept certain restrictions on their purchase and consumption experiences [3]. We can distinguish two kind of rate fences, shown in the table 4.

| FENCES | Explanation | Example |
| :---: | :--- | :--- |
| Physical fences | Refer to product differences <br> as the seat location or extra <br> services | A most desirable room <br> or free breakfast are <br> physical fences <br> because the service <br> offered is different |
| Unphysical fences | There are not differences in <br> the product; there are <br> differences in the <br> consumption or the <br> transaction for the same <br> basic services | Discounts for booking <br> in the web-site or for <br> buying in advance are <br> unphysical fences <br> because despite the <br> same service, rates <br> are different |

Table 6: Different kind of rate fences (Information from [3] p.15-16)

### 2.2.3. How to set prices

Most of pricing practices are still non-mathematically based; most Revenue Management prices are set with competitive pricing or through negotiation. It results in a large number of prices that must be placed into rate categories than can be controlled by the Revenue Management system [3] (p.16-21).

### 2.2.3.1. Competitive pricing:

The growth of the online market motivated the increase of the importance of competitive pricing because consumers can easily compare prices among competitors by going to some of the Internet travel sites. They can also compare the price for a particular company across the different distribution channels.

These Internet travel sites provoke two different feelings for travel firms. In the first hand, firms like these sites because of the increased visibility and sales of their products. In the other hand, firms don't like these intermediates because often char sales commissions of $20-30 \%$. In addition, it is important when a firm use different distribution channels that they conserve the same price in each channel because of the potential impact on customer satisfaction.

Firms usually has four sources for obtain the competitive information:

- Shopping: Phone calls to competitors for inquiring about their rates and availability.
- Global Distribution Systems (GDS): Many pricing analysts use GDSs to determine what the competition is charging to different products and use this information to make adjustments in their own prices.
- Third Party Data Providers: Third party systems search competitive websites on at least a daily basis and provide information on what their competition is charging in various markets.
- Electronic Distribution Systems: Many of the online distribution systems provide their clients with competitive pricing information.

These four sources of data can be used to evaluate current pricing policies.

### 2.2.3.2. Negotiation:

A considerable portion of prices are set through negotiation. Prices are generally negotiated as are the rates offered to large corporate accounts. The prices are based on demand, the forecasted number of inventory units that will be used, when usage is probably to occur, the auxiliary revenue associated with the business, and the longterm value of the business to the firm [3] (p.21). Negotiation is usually used by tour operators to get good prices from airlines, hotels and rental car companies.

### 2.3. PRICE-BASED VS QUANTITY-BASED

Industries that use Revenue management has to decide between to use quantity-based RM either to use price-based RM. Even in the same industry, some firms use quantitybased RM while other industries use price-based RM. This the case of airlines, where low-cost firms usually use dynamic pricing because they don't offer many extra services; while traditional airlines usually use quantity-based RM because they can differentiate the different classes better due to the higher quantity of services to offer. But how to make the decision of which to use? There is not a concrete answer, but in essence it boils down to ask how able is a firm to vary quantity or price in repose to changes in market conditions. This ability is determined by the engagements a firm make, its level of flexibility in supplying products or services, and the costs of making quantity or price changes [2].

Consider airlines, some companies establish prices for their various fare products in advance of taking bookings due to advertising constraints, distribution constraints and to simplify the prices' management. This limits their ability to use price to manage the demand, that varies considerable and is uncertain at the time of the price posting. But these limitations can be supplied by the flexibility to decide how many seats reserve for each class because all fare products sold share a homogenous seat capacity. This combination of price constrains and flexibility on the supply side makes quantity-based RM a useful tactic. In the case of apparel retailing firms must order quantities in advance of a sales season and may have certain stocking in each store. Often, it is difficult or costly reorder stock but, at the same time, it is easier change prices that requires only changing labels and data entries into a point-of-sale system. In these and other situations, when it is easier varying prices than units, it is usually more useful to use dynamic pricing. This does not mean that in these industries firms must use always the same options. Despite it is usually more recommendable, sometimes in certain cases it is better use the other tactic.

However, when it exists the choice between both tactics, there is an argument of that dynamic pricing is better option. The reason is that quantity-based RM rations the quantity sold to different products or segments of customers. However, these rationings involve reducing sales by limiting supply. If there is price-flexibility, however, we can reduce sales by increasing price. This achieves the same quantity-reducing function as rationing, but does it more profitably because by increasing price we both reduce sales and increase revenue at the same time. In practice, of course, firms rarely have the luxury of choosing price and quantity flexibility. Therefore, practical business constraints dictate which tactical response-price- or quantity based RM (or a mixture of both)-is most appropriate in any given business context [10].

## 3. MODELS

In this section, some basic models are shown used in Revenue Management.These models are divided between capacity control models (Quantity-based), dynamic pricing models (Price-based) and overbooking models.

### 3.1. CAPACITY CONTROL MODELS

The capacity control models are the models for quantity based Revenue Management. Although there are more models, it is only explained static models because they are better to understand how RM works.
Static models are models that works only with a single resource and makes the following assumptions:

- Demand for different classes arrives in different intervals.
- Demands for different classes are different random variables.
- Demand for a class does not depend of the capacity controls or the availability of the other classes.
- Units cannot be sold in group, they must be purchased individually or, if they are sold in group, firm can accept only some units and regret the others.
- It is assumed risk-neutrality because the aim is maximizing average revenue and firms usually make decisions for many products sold repeatedly.

Now we start with some of the models. The first and most basic model is the Littlewood's Two class model that was explained in the introduction (chapter 1.2. History); then it will begin with the $n$-Class Model.

### 3.1.1. $n$-Class model

### 3.1.1.1. Explanation of the model

These models consider a more general case than Littlewood's Two class model because there are considered $n>2$ classes that is more realistic. As in Littlewood's Two class model we also assume that demand arrives in n stages in increasing order of their revenue values, i.e. from lowest price to highest price. Then we have $\boldsymbol{p}_{1}>\boldsymbol{p}_{2}>\ldots>\boldsymbol{p}_{n}$ and firstly we sell at $\boldsymbol{p}_{n}$ price to the demand of class n , after at $\boldsymbol{p}_{\boldsymbol{n}-1}$ for class $\boldsymbol{n - 1}, \ldots$, until $\boldsymbol{p}_{1}$ for class $\mathbf{1}$. We will index the class (or stage) by $\boldsymbol{i}$.

This model formulates this problem as a dynamic program in the classes with remaining capacity $\boldsymbol{x}$ and discrete demand. In each class $\boldsymbol{i}$, occurs the following sequence [13]:
1.- Realization of the demand $\boldsymbol{D}_{\boldsymbol{i}}$.
2.- Decide on a quantity of customers $\boldsymbol{u}_{\boldsymbol{i}}<\boldsymbol{=} \boldsymbol{x}_{\boldsymbol{i}}$ to accept in this class (beginning in class n). $\boldsymbol{u}_{i}$ is function of $\boldsymbol{i}, \boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{D}_{\boldsymbol{i}}$.
3.- Revenue $\boldsymbol{p}_{\boldsymbol{i}} \boldsymbol{u}_{\boldsymbol{i}}$ is collected and we start the process in the stage $\boldsymbol{i} \mathbf{- 1}$ with $\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{u}_{\boldsymbol{i}}$ available capacity.

This sequence does not represent the reality because the decision about $\boldsymbol{u}_{i}$ has to be made before observing all the demand $\boldsymbol{D}_{\boldsymbol{i}}$. but it is a good approximation because this assumption is not restrictive.

It is denoted the value function at the start of each stage $\boldsymbol{i}$ as $\boldsymbol{V}_{\boldsymbol{i}}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)$. When $\boldsymbol{D}_{\boldsymbol{i}}$ is met, the value $\boldsymbol{u}_{\boldsymbol{i}}$ is chosen to maximize the revenue of the stage $\boldsymbol{i}$ plus the estimate revenue of next stages.

$$
p_{i} u_{i}+V_{i-1}(x-u) \quad \text { with } 0<=u<=\min \left\{D_{i}, x_{i}\right\}
$$

The value function $\boldsymbol{V}_{\boldsymbol{i}}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)$ is the expected value of this optimization known as Bellman equation [2]:

$$
V_{i}(x)=E\left[\max _{0 \leq u \leq \min \left\{D_{i}, x\right\}}\left\{p_{i} u+V_{i-1}(x-u)\right\}\right] \quad \text { with } V_{0}(x)=0, x=0,1, \ldots, C
$$

The value $\boldsymbol{u}^{*}$ that maximize this function for each stage $\boldsymbol{i}$ is an optimal control policy for this model. And the expected marginal value of capacity (that represents the incremental value of the $x^{\text {th }}$ unit of capacity) at stage $i$ would be:

$$
\Delta V_{i}(x) \equiv V_{i}(x)-V_{i}(x-1)
$$

The resulting optimal control can be expressed in terms of optimal protection levels (that reserve an amount of capacity classes from ito 1 ; see 2.1.1.1.):

$$
y_{i}^{*} \equiv \max \left\{x: p_{i+1}<\Delta V_{i}(x)\right\} \quad \text { with } \mathrm{i}=1,2, \ldots, \mathrm{n}-1
$$

Then, the optimal control at stage $\mathbf{i}+\mathbf{1}$ is:

$$
u^{*}\left(i+1, x, D_{i+1}\right)=\min \left\{\left(x-y_{i}^{*}\right)^{+}, D_{i+1}\right\}
$$

Where $\left(\boldsymbol{x}-\boldsymbol{y}_{\boldsymbol{i}}^{*}\right)^{+}$represents the remaining capacity in excess of the protection level, that is the maximum capacity we desire to sell to class $\mathbf{i}+\mathbf{1}$.


Figure 5: Optimal protection level $y_{i}^{*}$ in the model [2]

As it is shown in the figure 4 , class $i+1$ is accepted when $\Delta \boldsymbol{V}_{\boldsymbol{i}}(\boldsymbol{x})$ is lower than $\mathrm{p}_{\mathrm{i}+1}$. When it is higher, it means that we must reject this offer because if we reserve it for the class $i$, revenue it will be higher.

In the picture, it is also shown the relation with the other two kinds of controls. Optimal nested booking limits are defined as:

$$
b_{i}^{*} \equiv C-y_{i-1}^{*} \quad \text { with } \mathrm{i}=2, \ldots, \mathrm{n}
$$

$b_{1}^{*} \equiv C$ and the booking limit control in stage $\mathrm{i}+1$ would be:

$$
u^{*}\left(i+1, x, D_{i+1}\right)=\min \left\{b_{i+1}-(c-x)^{+}, D_{i+1}\right\}
$$

And we can define the bid price by:

$$
\pi_{i+1}(x) \equiv \Delta V_{i}(x)
$$

Then the optimal control will be:

$$
u^{*}\left(i+1, x, D_{i+1}\right)= \begin{cases}0 & \text { if } p_{i+1}<\pi_{i+1}(x) \\ \max \left\{z: p_{i+1} \geq \pi_{i+1}(x)\right\} & \text { otherwise }\end{cases}
$$

In words, it is that we accept class i+1 only if bid price is lower than the price of this rate.

### 3.1.1.2. Example

Now it is shown an example to understand better this model. This example is not useful in real life because data of demand are known and results are very intuitive but it is useful to understand how this model works.

It is supposed that for a single-leg flight with capacity $\boldsymbol{C}=\mathbf{1 0 0}$ there are four different rates. Those prices are $\boldsymbol{p}_{\mathbf{1}}=\mathbf{1 0 0} € ; \boldsymbol{p}_{\mathbf{2}}=\mathbf{7 5} € ; \boldsymbol{p}_{\mathbf{3}}=\mathbf{5 0} € ; \boldsymbol{p}_{\mathbf{4}}=\mathbf{2 5} €$. Firstly, it is sold at price $\boldsymbol{p}_{4}$ to the demand $\boldsymbol{D}_{\mathbf{4}}=\mathbf{6 0}$; after at $\boldsymbol{p}_{\mathbf{3}}$ to the demand $\boldsymbol{D}_{\mathbf{3}}=\mathbf{4 5}$; then $\boldsymbol{p}_{\mathbf{2}}$ to the demand $\boldsymbol{D}_{2}=\mathbf{2 5}$; and finally, $\boldsymbol{p}_{1}$ to the demand $\boldsymbol{D}_{\mathbf{1}}=\mathbf{1 0}$.

| Class (i) | Price (i) | Demand (i) |
| :---: | :---: | :---: |
| 1 | 100 | 10 |
| 2 | 75 | 25 |
| 3 | 50 | 45 |
| 4 | 25 | 60 |
| Table 7: Prices and demand data for each class |  |  |

The objective is to maximize for each class i:

$$
V_{i}(x)=p_{i} u_{i}+V_{i-1}\left(x_{i}-u_{i}\right) \quad \text { with } 0 \leq u_{i} \leq \min \left\{D_{i}, x\right\}
$$

Where $\boldsymbol{u}$ is the optimal quantity to accept in this class.
The optimal $\boldsymbol{u}^{*}$ that maximize the function can be expressed as a protection level and we have:

$$
y_{i}^{*} \equiv \max \left\{x: p_{i+1}<\Delta V_{i}\left(x_{i}\right)\right\} \quad \text { where } \quad \Delta V_{i}\left(x_{i}\right) \equiv V_{i}\left(x_{i}\right)-V_{i}\left(x_{i}-1\right)
$$

In cases where the demand is known, the optimal control at class $\boldsymbol{i}+\mathbf{1}$ would be:

$$
u_{i}^{*}\left(i+1, C, D_{i+1}\right)=\min \left\{\left(C-y_{i}^{*}\right)^{+}, D_{i+1}\right\}
$$

In spite of it is sold first at $p_{4}$ than the others, as the demand it is known, firstly, it is necessary calculate the protection levels beginning from $\boldsymbol{y}_{1}^{*}$.

It is logical that the protection level will be the same than the demand because is the class with higher revenues and there is enough capacity for all the demand.

$$
\begin{gathered}
y_{1}^{*} \equiv \max \left\{x: 75<\Delta V_{1}(x)\right\} \quad \text { where } \Delta V_{1}(x) \equiv V_{1}(x)-V_{1}(x-1) \\
\Delta V_{1}(10) \equiv V_{1}(10)-V_{1}(9)=10 p_{1}-9 p_{1}=p_{1}=100 \\
\Delta V_{1}(11) \equiv V_{1}(11)-V_{1}(10)=10 p_{1}-10 p_{1}=0
\end{gathered}
$$

Then, $\boldsymbol{y}_{\mathbf{1}}^{*}=\boldsymbol{u}_{\mathbf{1}}^{*}=\mathbf{1 0}$.
When the demand it is known, it is not necessary calculate the marginal revenues because if we try to sell the eleventh unit in class 1 , the revenues will be 0 because it is not possible to sell more than demand. In cases where demand is unknown, it would depend of the probability of selling the eleventh unit. If $75>\boldsymbol{p}_{\mathbf{1}} \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \geq \mathbf{1 1}\right)$, then the protection level $\boldsymbol{y}_{\mathbf{1}}^{*}$ would be also 10, but if $75 \leq \boldsymbol{p}_{\mathbf{1}} \boldsymbol{P}\left(\boldsymbol{D}_{\mathbf{1}} \geq \mathbf{1 1}\right)$, then it is possible continue selling at $\boldsymbol{p}_{1}$ until $75>\boldsymbol{p}_{\mathbf{1}} P\left(\boldsymbol{D}_{1} \geq \boldsymbol{y}_{1}^{*}+\mathbf{1}\right)$.

Now it continues calculating the other booking limits:

The optimal control at class 2 would be:

$$
u^{*}\left(2, C, D_{2}\right)=\min \left\{\left(C-y_{1}^{*}\right)^{+}, D_{2}\right\}
$$

As $x-y_{1}^{*}=90$ and $D_{2}=25$; then $u_{2}^{*}=25$ and $y_{2}^{*}=y_{1}^{*}+u_{2}^{*}=35$

The optimal control at class 3 would be:

$$
u^{*}\left(3, C, D_{3}\right)=\min \left\{\left(C-y_{2}^{*}\right)^{+}, D_{3}\right\}
$$

As $C-y_{2}^{*}=65$ and $D_{3}=45$; then $u_{3}^{*}=45$ and $y_{3}^{*}=y_{2}^{*}+u_{3}^{*}=80$

The optimal control at class 4 would be:

$$
u^{*}\left(4, C, D_{4}\right)=\min \left\{\left(C-y_{3}^{*}\right)^{+}, D_{4}\right\}
$$

As $C-y_{3}^{*}=20$ and $D_{4}=60$; then $u_{4}^{*}=20$ and $y_{4}^{*}=y_{3}^{*}+u_{4}^{*}=100$

Results:

| CLASS (i) | $u_{i}^{*}$ | $\boldsymbol{y}_{\boldsymbol{i}}^{*}$ |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 10 | 10 |  |
| 2 | 25 | 35 |  |
| 3 | 45 | 80 |  |
| 4 | 20 | 100 |  |
| Table 8: Results of the example 3.1.1.2. |  |  |  |

With these results, we obtain:

$$
\begin{gathered}
V_{1}(10)=100 * 10+0=1000 € \\
V_{2}(35)=75 * 25+1000=2875 € \\
V_{3}(80)=50 * 45+2875=5125 € \\
V_{4}(100)=25 * 20+5125=5625 €
\end{gathered}
$$

With the data that we have, the maxim revenue that we can obtain is $5625 €$. To get it, we must:

1- To sell 20 units of class 4 and to close class 4 when $20^{\text {th }}$ unit is sold.
2- To open class 3 and sell 45 units. When $65^{\text {th }}$ unit is sold, class 3 must be closed
3- To open class 2 and sell 25 units. When $90^{\text {th }}$ unit is sold, class 2 must be closed
4- To open class 1 and sell the last 10 units.

### 3.1.2. Heuristic models

Most airline Revenue Management systems use heuristics to compute booking limits and protection levels in single-resource problems [2].
There are other routines for finding optimal controls exist but Heuristic models are very useful because they are easier to implement, quicker to run and generate satisfactory results [13].
Now we will explain in more detail the two most popular heuristics; the two versions of Expected Marginal Seat Revenue (EMSR-a and EMSR-b) that produce results very close to the optimal.

### 3.1.2.1. EMSR-a

EMSR-a is based on the idea of applying Littlewood's rule to successive pairs of classes and to add the protection levels.

Consider class $j+1$ with demand $D_{j+1}$ and price $p_{j+1}$. We are interested in computing how much capacity reserve for the remaining classes ( $\mathrm{j}, \mathrm{j}-1, \ldots, 1$ ). To do it we consider all the remaining classes as a single class $k$. Now we consider only the classes $j+1$ and $k$; and we apply Littlewood's rule [14]:

$$
P\left(D_{k} \geq y_{k}^{j+1}\right)=\frac{p_{j+1}}{p_{k}}
$$

We repeat the process from $\mathrm{k}=\mathrm{j}$ to $\mathrm{k}=1$ to obtain all the protection levels $\boldsymbol{y}_{\boldsymbol{k}}{ }^{j+1}$. After finding the protection levels for all future classes $k$, we use these individual protection levels to compute the protection level $\mathrm{y}_{\mathrm{j}}$ in this way:

$$
y_{j}=\sum_{k=1}^{j} y_{k}^{j+1}
$$

After obtaining the first protection level, we repeat this process for each class j .
We can see that EMSR-a is very simple. That is a good point because it is easy to implement, but the problem with it is that is excessively conservative and, in some cases, produce protection levels that are not very close to the optimal.

The problem is because EMSR-a ignores the statistical averaging effect of aggregating demand across classes when only considering pairs of classes $k, j+1$ [13]. This difference increases when there are a large number of classes whose revenues are close together.

### 3.1.2.2. EMSR-b

EMSR-b is an alternative that avoids the problem of EMSR-a. It also reduces the problem to two classes at each class j . The difference is that instead of aggregating protection levels as in EMSR-a, demands are aggregated and all future classes are treated as one. EMSR-b find each protection level $y_{j}$ with the following process [13]:
Consider class $\mathrm{j}+1$ and define the aggregated future demand for classes $\mathrm{j}, \mathrm{j}-1, \ldots, 1$ by:

$$
S_{j}=\sum_{k=1}^{j} D_{k}
$$

And calculate the weighted-average revenue from classes $1, \ldots, j$ defined by:

$$
\bar{p}_{j}=\frac{\sum_{k=1}^{j} p_{k} E\left[D_{k}\right]}{\sum_{k=1}^{j} E\left[D_{k}\right]}
$$

Now, the protection level $\mathrm{y}_{\mathrm{j}}$ is determined by Littlewood's rule:

$$
P\left(S_{j}>y_{j}\right)=\frac{p_{j+1}}{\bar{p}_{j}}
$$

It is common to assume demand for each class j independent and normally distributed with mean $\mu$ and variance $\sigma^{2}$. Then [2]:

$$
y_{j}=\mu+z_{\alpha} \sigma
$$

Where $\mu=\sum_{k=1}^{j} \mu_{k} ; \sigma^{2}=\sum_{k=1}^{j} \sigma_{k}^{2} ; z_{\alpha}=\Phi^{-1}\left(1-p_{j+1} / \bar{p}_{j}\right)$
${ }^{*} \Phi^{-1}(x)$ is the inverse of standard normal c. d. f.

Now, this process is repeated for each class j to obtain all the protection levels.

### 3.1.2.3. Example

In this example [2] there are four classes and demand is as normally distributed. In the table 6 it is shown the data of the demand and the protection levels obtained by EMSR-a, EMSR-b and the optimal policy for each class.

| Class (j) | $\mathrm{P}(\mathrm{j})$ | $\mu(j)$ | $\sigma(j)$ |
| :---: | :---: | :---: | :---: |
| 1 | 1050 | 17,3 | 5,8 |
| 2 | 950 | 45,1 | 15,0 |
| 3 | 699 | 39,6 | 13,2 |
| 4 | 520 | 34,0 | 11,3 |

Table 9: Demand data for each class [2]

Now it is only shown how are obtained the protection levels for class 3 (because the other protection levels follow the same process):

- EMSR-a:

Protection level class 3: $y_{3}=\sum_{k=1}^{3} y_{k}^{4}=y_{1}^{4}+y_{2}^{4}+y_{3}^{4}$

$$
\begin{gathered}
P\left(D_{3}>y_{3}^{4}\right)=\frac{p_{4}}{p_{3}}=\frac{520}{699}=0,744 \\
P\left(D_{3}>y_{3}^{4}\right)=1-P\left(D_{k} \leq y_{3}^{4}\right)=0,744 \\
P\left(D_{3} \leq y_{3}^{4}\right)=0,256
\end{gathered}
$$

In the table of normal distribution, we can see that for this probability,

$$
P\left(Z \leq z_{0}\right)=0,744 ; z_{0}=0,656
$$

Then, $\quad P\left(Z \leq z_{0}\right)=0,256 ; z_{0}=-0,656$

$$
\begin{aligned}
& z_{0}=\frac{X-\mu_{3}}{\sigma_{3}}=\frac{X-39,6}{13,2}=-0,656 \\
& X=-0,656 * 13,2+39,6=30,94
\end{aligned}
$$

Then we have $X=y_{3}^{4}=30,94$

$$
\begin{gathered}
P\left(D_{2}>y_{2}^{4}\right)=\frac{p_{4}}{p_{2}}=\frac{520}{950}=0,547 \\
P\left(D_{2}>y_{2}^{4}\right)=1-P\left(D_{2} \leq y_{2}^{4}\right)=0,547 \\
P\left(D_{2} \leq y_{2}^{4}\right)=0,453
\end{gathered}
$$

In the table of normal distribution (Apendix), we can see that for this probability,

$$
P\left(Z \leq z_{0}\right)=0,547 ; z_{0}=0,12
$$

Then, $\quad P\left(Z \leq z_{0}\right)=0,453 ; z_{0}=-0,12$

$$
\begin{gathered}
z_{0}=\frac{X-\mu_{2}}{\sigma_{2}}=\frac{X-45,1}{15}=-0,12 \\
X=-0,12 * 15+45,1=43,3
\end{gathered}
$$

Then we have $X=y_{2}^{4}=43,3$

$$
\begin{gathered}
P\left(D_{1}>y_{1}^{4}\right)=\frac{p_{4}}{p_{1}}=\frac{520}{1050}=0,495 \\
P\left(D_{1}>y_{1}^{4}\right)=1-P\left(D_{1} \leq y_{1}^{4}\right)=0,495 \\
P\left(D_{1} \leq y_{1}^{4}\right)=0,505
\end{gathered}
$$

In the table of normal distribution, we can see that for this probability,

$$
P\left(Z \leq z_{0}\right)=0,505 ; z_{0}=0,013
$$

Then

$$
\begin{aligned}
& z_{0}=\frac{X-\mu_{1}}{\sigma_{1}}=\frac{X-17,3}{5,8}=0,013 \\
& X=0,013 * 5,8+17,3=17,37
\end{aligned}
$$

Then we have $X=y_{1}^{4}=17,4$

Now we can obtain the protection level by EMSR-a for class 3:

$$
y_{3}=\sum_{k=1}^{3} y_{k}^{4}=y_{1}^{4}+y_{2}^{4}+y_{3}^{4}=30,94+43,3+17,37=91,61
$$

- EMSR-b:

The protection level for class 3 when demand is normally distributed, is determined by:

$$
y_{3}=\mu+z_{\alpha} \sigma
$$

Where
$\mu=\sum_{k=1}^{3} \mu_{k}=\mu_{1}+\mu_{2}+\mu_{3}=17,3+45,1+39,6=102$
$\sigma^{2}=\sum_{k=1}^{3} \sigma_{k}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}=5,8^{2}+15^{2}+13,2^{2}=432,88 ; \sigma=20,8$
$z_{\alpha}=\Phi^{-1}\left(1-p_{j+1} / \bar{p}_{j}\right) ;\left(\Phi^{-1}(x)\right.$ is the inverse of standard normal c. d. f.)

To obtain $z_{\alpha}$ we need know $\bar{p}_{j}$ that is determined by:

$$
\begin{aligned}
& \bar{p}_{3}=\frac{\sum_{k=1}^{3} p_{k} E\left[D_{k}\right]}{\sum_{k=1}^{j} E\left[D_{k}\right]}=\frac{p_{1} E\left[D_{1}\right]+p_{2} E\left[D_{2}\right]+p_{3} E\left[D_{3}\right]}{E\left[D_{1}\right]+E\left[D_{2}\right]+E\left[D_{3}\right]} \\
&=\frac{1050 * 17,3+950 * 45,1+699 * 39,6}{17,3+45,1+39,6}=\frac{18165+42845+27680}{102} \\
&=\frac{88690}{102}=869,5 \$
\end{aligned}
$$

Then, we have:

$$
z_{\alpha}=\Phi^{-1}\left(1-p_{4} / \bar{p}_{3}\right)=\Phi^{-1}(1-520 / 869,5)=\Phi^{-1}(0,402)
$$

In the figure of Appendix 2 it is shown the cdf distribution. It is possible to take the answer from the graphic but it is more exact if it is used the table of normal distribution (Appendix 1).

To get the answer, it is necessary to search the data $1-0,402=0,598$ in the table (that is the opposite) or directly 0,402 in the graphic.

Then, it is obtained $z_{\alpha}$ :

$$
z_{\alpha}=\Phi^{-1}(0,402)=-0,25
$$

Now it is possible to obtain the protection level:

$$
y_{3}=\mu+z_{\alpha} \sigma=102-0,25 * 20,8=96,8
$$

To get the other protection levels it is used the same process.
After doing the same process for all classes we obtain the following protection levels:

| Class(j) | Optimal value | EMSR-a | EMSR-b |
| :---: | :---: | :---: | :---: |
| 1 | 9,7 | 9,8 | 9,8 |
| 2 | 54,0 | 50,4 | 53,2 |
| 3 | 98,2 | 91,6 | 96,8 |
| 4 | C | C | C |

Table 10: Results of heuristic models and comparison with the optimal policy [2]

When all the protection levels are obtained, it is possible to obtain the expected revenues for different capacities. Results from a simulation study [2] are shown in the table 8 :

|  | OPT | EMSR-a |  | EMSR-b |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C | Rev. | Rev. | \%Sub <br> opt | Rev. | \%Sub <br> opt |
| 80 | 67.512 | 67.462 | $0,07 \%$ | 67.516 | $-0,01 \%$ |
| 90 | 74.003 | 73.950 | $0,07 \%$ | 74.000 | $0,00 \%$ |
| 100 | 79.429 | 79.164 | $0,33 \%$ | 79.426 | $0,00 \%$ |
| 110 | 84.884 | 84.554 | $0,39 \%$ | 84.862 | $0,03 \%$ |
| 120 | 89.879 | 89.668 | $0,23 \%$ | 89.875 | $0,00 \%$ |
| 130 | 95.054 | 94.899 | $0,16 \%$ | 95.045 | $0,01 \%$ |
| 140 | 99.072 | 99.004 | $0,07 \%$ | 99.068 | $0,00 \%$ |
| 150 | 102.346 | 102.339 | $0,01 \%$ | 102.346 | $0,00 \%$ |

Table 11: Expected revenues obtained for different capacities and comparison with the optimal [2]

It is possible to observe that the difference between the heuristics (specially the EMSR-b) and the optimal policy is very little. That is the reason why they are very popular [2].

### 3.2. STATIC OVERBOOKING MODEL: THE BINOMIAL MODEL

Static overbooking models are used to make overbooking decisions. In static models, the dynamics of costumer cancellations and new reservation requests over time are ignored.

Static models use estimations of cancellation rates from the current time until the day of service to determine overbooking limit (maximum number of reservations to accept at the current time). This overbooking limit is recalculated periodically to reflect changing state and cancellation probabilities over time, resulting in overbooking limits that also vary over time.

The figure 6 shows how current overbooking limit gives the maximum number of reservations to accept at any time.


Figure 6: Overbooking limits and reservations over the time [18]

The overbooking decisions are affected by two events: no-shows, that is when a costumer does not show up at the time of service; and cancellations, that is when a costumer annuls his reservation before the time of service.

This explanation is based on [2]. The binomial model considers these two events (noshows and cancellations) together and make the following assumptions:

- Customers cancelations are independent.
- All customers have the same probability of cancelling.
- Cancellation probability only depends on the time to the service and it is independent of the time when the reservation was made.

Under these assumptions, the number of customers who will show up when there are $\boldsymbol{y}$ reservations, is denoted $\boldsymbol{Z}(\boldsymbol{y})$ and is binomially distributed a probability mass function:

$$
P_{y}(z)=P(Z(y)=z)=\binom{y}{z} q^{z}(1-q)^{y-z}, \quad \text { with } z=0,1, \ldots, y .
$$

And with cumulate distribution function:

$$
F_{y}(z)=P(Z(y) \leq z)=\sum_{k=0}^{z}\binom{y}{k} q^{k}(1-q)^{y-k}
$$

Where $\boldsymbol{q}$ is the probability that a reservation currently on hand shows up at the time of service (1-q represents the probability of customers cancel the service before the time of service).

It is usual to work with the complement of the distribution $F_{y}$, defined by:

$$
\bar{F}_{y}(z)=P(Z(y)>z)=1-F_{y}(z)
$$

### 3.2.1. Overbooking based on Service-Level Criteria

We have two different level of service:

- Type 1 service level that is the probability of oversale at the time of the service.
- Type 2 service level that is the fraction of customers who must be denied service.

The overbooking limit is denoted $\boldsymbol{x}$ and firm accept reservations until $\boldsymbol{y}=\boldsymbol{x}$.

Type 1 service level is given by:

$$
s_{1}(x)=P(Z(x)>C)=\bar{F}_{x}(C)=1-F_{x}(C)
$$

If the number of reservations $\boldsymbol{y}$ is equal than the overbooking limit $\boldsymbol{X}, s_{1}(x)$ represents the probability of having to deny the service to one or more customers.

Type 2 service level is defined by:

$$
s_{2}(x)=\frac{E\left[(Z(x)-C)^{+}\right]}{E[Z(x)]}=\frac{\sum_{k=C+1}^{x}(k-C) P_{x}(k)}{x(1-q)}
$$

It can be simplified resulting:

$$
s_{2}(x)=\bar{F}_{x-1}(C-1)-\frac{C}{q x} \bar{F}_{x}(C)=1-F_{x-1}(C-1)-\frac{C}{q x}\left(1-F_{x}(C)\right)
$$

That is more useful for computations.
In practice, firstly it is specified a service level and then it is searched the largest booking level that satisfy this service.

Table 12 shows an example [2] with $\mathrm{C}=150$ and $\mathrm{q}=0,85$

| X | $\bar{F}_{x-1}(C-1)$ | $s_{1}(x)$ | $s_{2}(x)$ |
| :---: | :---: | :---: | :---: |
| 165 | 0,00979 | 0,00904 | 0,00012 |
| 166 | 0,01726 | 0,02603 | 0,00022 |
| 167 | 0,2883 | 0,02692 | 0,00039 |
| 168 | 0,4577 | 0,04294 | 0,00066 |
| 169 | 0,6935 | 0,06539 | 0,00107 |
| 170 | 0,10062 | 0,09533 | 0,00166 |
| 171 | 0,14025 | 0,13351 | 0,00247 |
| 172 | 0,18838 | 0,18015 | 0,00355 |
| 173 | 0,24449 | 0,23484 | 0,00494 |
| 174 | 0,30743 | 0,29654 | 0,00668 |
| 175 | 0,37549 | 0,36365 | 0,00879 |

Table 12: Binomial approximation overbooking probabilities [2]

For this example, if we specify a service level of $\mathbf{0 , 1 \%}$ of customers to be denied service, the maximum of reservations we should accept is $x=168$ because $\mathbf{s}_{\mathbf{2}} \mathbf{( 1 6 8 )} \mathbf{= 0 , 0 0 0 6 6 = 0 , 0 6 6 \%}$ that is lower than the service level specified and $\mathbf{S}_{\mathbf{2}}(\mathbf{1 6 9})=\mathbf{0 , 0 0 1 0 7}=\mathbf{0 , 1 0 7} \%$ that is higher than the service level specified.

### 3.2.2. Overbooking based on Economic criteria

There is another alternative to set overbooking limits that is based on using an economic criterion. It requires an estimation of the cost from not accepting additional reservations and other of the cost of denied service.

In this model, we define by $\boldsymbol{z}$ as the number of customers who show up on the day of the service and $\boldsymbol{c}(\mathbf{z})$ is the denied-service cost (it is assumed that $\boldsymbol{c}(\boldsymbol{z})$ is an increasing convex function). Then we have:

$$
c(z)=h(z-C)^{+}
$$

Where $\boldsymbol{h}$ is the constant marginal cost for each denied-service.
The model is more realistic under the assumption of the marginal cost increase when an additional customer is denied service because it is assumed the need to offer higher
compensations. To get it, we use $\boldsymbol{p}$ that represents the marginal revenue generated by an additional booking; then the total revenue from $\boldsymbol{y}$ reservations is:

$$
V(y)=p y-E[c(Z(y))]
$$

Where $Z(y)$ is the number of customers who show up on the day of service out of $\boldsymbol{y}$ reservations; and $E[c(Z(y))]$ the estimated denied-service costs.

As the function $\boldsymbol{c}(\cdot)$ ins convex, then $V(\cdot)$ is concave. As a consequence, it is optimal to accept the $\mathrm{y}^{\text {th }}$ reservation only if $\Delta V(y)=V(y)-V(y-1)$ is positive and regret it when it is negative. Then, the optimal booking limit $x^{*}$ is the highest $x$ that satisfy:

$$
\Delta V(x)=p x-E[c(Z(x))]-p(x-1)+E[c(Z(x-1))] \geq 0
$$

If we continue operating:

$$
E[c(Z(x))]-E[c(Z(x-1))] \leq p
$$

For the binomial model whit constant marginal costs, this is reduced to

$$
h q P(Z(x-1) \geq C) \leq p
$$

It means that the offer is accepted when the marginal denied-boarding penalty multiplied by the probability of having to denied the service is less than the price.

It also can be expressed as:

$$
\bar{F}_{x-1}(C-1) \leq \frac{p}{h q}
$$

or

$$
1-F_{x-1}(C-1) \leq \frac{p}{h q}
$$

In the same example used for the service-level criteria where $C=150 ; q=0,85$; $h=500 \$$; $p=100 \$$ (the economic data are only in this example because they were not necessary in the for the service-level criteria). For this data, $\mathbf{p / h q}=\mathbf{0 , 2 3 5}$. In table 12 is shown that the optimal booking limit would be $\mathrm{x}^{*}=172$ because is the largest value for x that $\bar{F}_{x-1}(C-1)<0,235$.

For the Overbooking based in economic criteria it is important made good estimations of the marginal cost h . It is possible to obtain an imputed cost h from a booking level $\mathrm{x}^{*}$ according to Type 2 service levels.

It is used the equal case of the formula obtained before and it results:

$$
h=\frac{p}{q \bar{F}_{x-1}(C-1)}
$$

In the same example used during the explanation for the service-level criteria, it was obtained that for no more than $\mathbf{0 , 1 \%}\left(\boldsymbol{s}_{\mathbf{2}}(\boldsymbol{y}) \leq \mathbf{0 , 0 0 1}\right)$ of customers denied service, optimal overbooking limit was $\boldsymbol{x}^{*}=168$. Then, $\bar{F}_{x-1}(168-1)=0,02883$ (Figure 7 ) and, as $\mathrm{p}=100 \$$ and $\mathrm{q}=0,85$; it is possible to obtain the imputed cost of denied service:

$$
h=\frac{100}{0,85 * 0,2883}=408 \$
$$

### 3.3. DYNAMIC PRICING MODEL

The model that we will explain in this section works under the following factors that we commented in chapter 2.2.1.:

- Sophistication level of customers: Myopic customers.
- Population size: Infinite population.
- Market conditions: Monopoly.

Working under these factors is not useful for a real-life problem but it is easier to understand dynamic-pricing working under these assumptions than in a real-life problem.

### 3.3.1. Model's enunciate

This model works with the initial inventory $\boldsymbol{s}_{0}$ that is the maximal quantity that can be sold by time $\boldsymbol{T}$. It is assumed that demand appears at times $1,2, \ldots, \mathrm{~T}$ and $\boldsymbol{x}_{t}$ is de demand at time $\boldsymbol{t}$. The price of the item at time t is $\boldsymbol{p}_{\boldsymbol{t}}$ that is function of the demand and the time:

$$
p_{t}=p\left(x_{t}, t\right)
$$

We assume that there is one-to-one relationship between demand and price at any time. Then, when the price is fixed, the demand follows this function:

$$
x_{t}=x\left(p_{t}, t\right)
$$

We also assume that demand and price are inversely proportional; when the price is lower, the demand is higher and when the price tend to the maximal, demand tends to zero.

Under these premises, we can express the problem:

- Objective Function:

$$
\text { Maximize } \sum_{t=1}^{T} p_{t} x_{t}
$$

- Subject to the restrictions:

$$
\begin{gathered}
\sum_{t=1}^{T} x_{t} \leq s_{0} \\
x_{t} \geq 0 \text { for } t \in\{1,2, \ldots, T\} \\
x_{t} \leq x\left(p_{t}^{\min }, t\right) \text { for } t \in\{1,2, \ldots, T\}
\end{gathered}
$$

The objective function is to maximize the total revenue. The first restriction is obvious because the total demand at T cannot be higher than the initial inventory. The second restriction is only to make sure that demand is never negative. And the third restriction is to limit the demand with its highest value at any time.

### 3.3.2. Solving the problem

The resolution of this problem is based on [15]:

To solve this problem, we use the Kuhn and Tucker approach based on Lagrange multipliers. As we said before, $\boldsymbol{p}_{\boldsymbol{t}}$ is function of $\boldsymbol{x}_{\boldsymbol{t}}$, then we can consider $\boldsymbol{p}_{\boldsymbol{t}} \boldsymbol{x}_{\boldsymbol{t}}$ as a function of $\boldsymbol{x}_{\mathrm{t}}$. Knowing it, the Lagrangian will be:

$$
\begin{aligned}
& L\left(x_{1}, \ldots, x_{T}, \lambda, \mu_{1}, \ldots, \mu_{T}, l_{1}, \ldots, l_{T}\right)= \\
& \quad=\sum_{t=1}^{T} p\left(x_{t}, t\right) x_{t}-\lambda\left(\sum_{t=1}^{T} x_{t}-s_{0}\right)+\sum_{t=1}^{T} \mu_{t} x_{t}-\sum_{t=1}^{T} l_{t}\left(x_{t}-x\left(p_{t}^{\min }, t\right)\right)
\end{aligned}
$$

The aim is to solve the $T$ equations:
$\frac{\partial L}{\partial x_{t}}=0$ for $t \in\{1,2, \ldots, T\} 9$
Under the following conditions:

$$
\lambda\left(\sum_{t=1}^{T} x_{t}-s_{0}\right)=0
$$

$$
\text { for } t \in\{1,2, \ldots, T\}\left\{\begin{array}{c}
\mu_{t} x_{t}=0 \\
l_{t}\left(x_{t}-x\left(p_{t}^{\min }, t\right)\right)=0
\end{array}\right.
$$

Now we have $3 T+1$ equations and $3 T+1$ unknowns $\left(x_{1}, \ldots, x_{T}, \lambda, \mu_{1}, \ldots, \mu_{T}, l_{1}, \ldots, l_{T}\right)$

Only is possible to get a solution of the system of equations if $\lambda \geq 0 ; \mu_{T} \geq 0 ; l_{T} \geq 0$ and under the restrictions that we commented when we express the problem before.

In the last 2 conditions, we can appreciate:
$\lambda=0$ or/and $\sum_{t=1}^{T} x_{t}=s_{0}$
$\mu_{t}=0$ or/and $x_{t}=0$ for $t \in\{1,2, \ldots, T\}$
$l_{t}=0$ or/and $x_{t}=x\left(p_{t}^{\min }, t\right)$ for $t \in\{1,2, \ldots, T\}$

### 3.3.3. Example

Now it is shown a resolution when we have the price function.
We consider the price function:

$$
p\left(x_{t}, t\right)=\left(A-B x_{t}\right) \frac{D}{D-t}
$$

Where $\mathrm{A}, \mathrm{B}$ and D are positive constants.
Then, it is truth that:

$$
x\left(p_{t}, t\right)=\frac{1}{B}\left(A-p_{t} \frac{D-t}{D}\right)
$$

We can make two affirmations:

- Price is a increasing function of $\boldsymbol{t}$ (when $\boldsymbol{t}$ is higher, price is lower).
- Demand will be always lower than $\frac{A}{B}$ because if it was higher, it means that cost would be negative.

Now we must solve the following problem:

Objective function:

$$
\text { Maximize } \sum_{t=1}^{T} x_{t}\left(A-B x_{t}\right) \frac{D}{D-t}
$$

Subject to the restrictions:

$$
\begin{gathered}
\sum_{t=1}^{T} x_{t} \leq s_{0} \\
x_{t} \geq 0 \text { for } t \in\{1,2, \ldots, T\} \\
x_{t} \leq \frac{A}{B} \text { for } t \in\{1,2, \ldots, T\} \\
D>T
\end{gathered}
$$

Now that we have the objective function and the restrictions, we can determine the Langrangian:

$$
\begin{aligned}
& L\left(x_{1}, \ldots, x_{T}, \lambda, \mu_{1}, \ldots, \mu_{T}, l_{1}, \ldots, l_{T}\right)= \\
& \quad=\sum_{t=1}^{T}\left(A x_{t}-B x_{t}^{2}\right) \frac{D}{D-t}-\lambda\left(\sum_{t=1}^{T} x_{t}-s_{0}\right)+\sum_{t=1}^{T} \mu_{t} x_{t}-\sum_{t=1}^{T} l_{t}\left(x_{t}-\frac{A}{B}\right)
\end{aligned}
$$

Now, the aim will be to solve these $T$ equations:

$$
\left(A-2 B x_{t}\right) \frac{D}{D-t}-\lambda+\mu_{t}-l_{t}=0 \quad \text { for } t \in\{1,2, \ldots, T\}
$$

Under the following conditions:

$$
\begin{gathered}
\lambda\left(\sum_{t=1}^{T} x_{t}-s_{0}\right)=0 \\
\text { for } t \in\{1,2, \ldots, T\}\left\{\begin{array}{c}
\mu_{t} x_{t}=0 \\
l_{t}\left(x_{t}-\frac{A}{B}\right)=0
\end{array}\right.
\end{gathered}
$$

Now we have three cases for each $t \in\{1,2, \ldots, T\}$ :

1. $x_{t}=0$; then

$$
l_{t}=0 \text { then } \lambda=\frac{A D}{D+t}+\mu_{t}>0 \text { and } \sum_{t=1}^{T} x_{t}=s_{0}
$$

2. $x_{t}=\frac{A}{B}$; then
$\mu_{t}=0$ and $-\frac{A D}{D-t}=\lambda+l_{t}$. That is not possible because the left-hand side is always negative and the other side is at least zero.
3. $x_{t} \in\left(0, \frac{A}{B}\right)$; then

$$
\mu_{t}=l_{t}=0 \text { and }\left(A-2 B x_{t}\right) \frac{D}{D-t}=\lambda
$$

Finally, we assume that $x_{t} \in\left(0, \frac{A}{B}\right)$ Where $\mu_{t}=l_{t}=0$ and $\left(A-2 B x_{t}\right) \frac{D}{D-t}=\lambda$

Consequently, $x_{t} \in\left(0, \frac{A}{2 B}\right]$ and $x_{t}=\frac{1}{2 B}\left(A-\lambda \frac{D-t}{D}\right)$

Now we have to consider two cases:

1. $x_{t}=\frac{A}{2 B}$; then

$$
\left(A-2 B x_{t}\right) \frac{D}{D-t}=\lambda=0 \text { and } \sum_{t=1}^{T} x_{t} \leq s_{0}
$$

2. $x_{t} \in\left(0, \frac{A}{2 B}\right)$; then

$$
\lambda>0 \text { and } \sum_{t=1}^{T} x_{t}=s_{0}
$$

We consider $Y=\left\{t \mid t \in\{1,2, \ldots, T\}, x_{t}>0\right\}$ where $N_{y}$ is the number of elements of $Y$.
The first case is only possible if $T \frac{A}{2 B} \leq s_{0}$
For the second case, if $N_{y} \frac{A}{2 B} \geq s_{0}$ then $\sum_{t=1}^{T} x_{t}=s_{0}$
As $x_{t}=\frac{1}{2 B}\left(A-\lambda \frac{D-t}{D}\right)$ and $\sum_{t=1}^{T} x_{t}=s_{0}$ becomes:
$\sum_{t \in Y} \frac{1}{2 B}\left(A-\lambda \frac{D-t}{D}\right)=s_{0}$ and $\lambda=\frac{N_{y} A D-2 B D s_{0}}{N_{y} D-\sum_{t \in Y} t}$

Finally, we substitute $\lambda$ in $x_{t}=\frac{1}{2 B}\left(A-\lambda \frac{D-t}{D}\right)$ and we obtain:

$$
x_{t}=\frac{1}{2 B}\left(A-\frac{N_{y} A D-2 B D s_{0}}{N_{y} D-\sum_{t \in Y} t} \frac{D-t}{D}\right)
$$

- Numerical example:

We suppose that for the same function, $A=200 ; B=10 ; D=20$; the initial inventory level is 150 and there are $\mathrm{T}=10$ different classes.

The objective function would be:

$$
\text { Maximize } \sum_{t=1}^{T} x_{t}\left(200-10 x_{t}\right) \frac{20}{20-t}
$$

After determining the Langranian, the aim will be to solve these 10 equations:

$$
\left(200-20 x_{t}\right) \frac{20}{20-t}-\lambda+\mu_{t}-l_{t}=0 \text { for } t \in\{1,2, \ldots, 10\}
$$

Under the following conditions:

$$
\begin{gathered}
\lambda\left(\sum_{t=1}^{T} x_{t}-s_{0}\right)=0 \\
\text { for } t \in\{1,2, \ldots, 10\}\left\{\begin{array}{c}
\mu_{t} x_{t}=0 \\
l_{t}\left(x_{t}-\frac{200}{10}\right)=0
\end{array}\right.
\end{gathered}
$$

It is assumed that $x_{t} \in(0,20)$ Where $\mu_{t}=l_{t}=0$ and $\left(200-20 x_{t}\right) \frac{20}{20-t}=\lambda$

Consequently, $x_{t} \in(0,10]$ and $x_{t}=\frac{1}{20}\left(200-\lambda \frac{20-t}{20}\right)$

As $T \frac{A}{2 B} \leq s_{0}$ because $10 \frac{200}{20} \leq 150$ then, the demand for each class is $\sum_{t=1}^{T} x_{t}=$ $\frac{A}{2 B}=\frac{200}{20}=10$.

And prices are determined by the following function:

$$
p\left(x_{t}, t\right)=\left(A-B x_{t}\right) \frac{D}{D+t}=\left(200-10 x_{t}\right) \frac{20}{20-t}
$$

Results obtained are shown in the table 13:

| Class | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Demand | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
| Price | 105,26 | 111,11 | 117,65 | 125 | 133,33 | 142,86 | 153,84 | 166,67 | 181,82 | 200 |

Table 13: Results of the first numerical example 3.3.3.

Total demand $=100$
Revenue $=14.375,4$

In other example, it is supposed that for the same function, $A=700 ; B=5 ; D=20$; the initial inventory level is 150 and there are $\mathrm{T}=10$ different classes.

The problem is solved in the same way until the moment when we determine the demand because in this case, $T \frac{A}{2 B} \leq s_{0}$ is not truth because $10 \frac{700}{10}>150$.

Then, demand is obtained as follows:
$x_{t}=\frac{1}{2 B}\left(A-\frac{N_{y} A D-2 B D s_{0}}{N_{y} D-\sum_{t \in Y} t} \frac{D-t}{D}\right)=\frac{1}{10}\left(700-\frac{N_{y} 14.000-200 s_{0}}{N_{y} 20-\sum_{t \in Y} t} \frac{20-t}{20}\right)$

In this case, $N_{y}=9$ because for $N_{y}=10$; demand for class 1 would be negative And prices are determined by:

$$
p\left(x_{t}, t\right)=\left(A-B x_{t}\right) \frac{D}{D+t}=\left(700-5 x_{t}\right) \frac{20}{20-t}
$$

Table 14 shows the results obtained:

| Class | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dem | 2,44 | 5,99 | 9,55 | 13,09 | 16,63 | 20,19 | 23,75 | 27,29 | 30,93 | 0 |
| Price | 724 | 744,25 | 767,35 | 793,19 | 822,2 | 855,79 | 894,23 | 939,25 | 991,55 | 0 |

Table 14: Results of the second numerical example 3.3.3.

Total demand $=149,87 \approx 150$
Revenue $=132.425,99$

## 4. USES IN REAL WORLD

In this chapter are shown some of the industries that can use Revenue Management because in these industries are the required market conditions to implement RM. Moreover, some programs used by Revenue managers in the hotel industry are exposed.

Airlines are not mentioned in this chapter because they are explained during the other chapters.

### 4.1. Hotels

The hotel industry is one of the industries where Revenue Management is more established. Hotels can be categorized in function of their size, their location or the kind of clients that they usually have.

As it was commented in chapter 1.3. Revenue Management was very successful when it was applying for the rooms' location. This success brought the consequence of the application of Revenue Management in other service of the hotel.

Next table shows why it is very convenient to apply Revenue Management in hotel industry:

| Relatively <br> fixed capacity | In hotels, there are a limited number of rooms and it is not possible to increment <br> this number in a short-period. |
| :---: | :---: |
| Perishable <br> inventory | Rooms those are available for one day cannot be stored for consuming later |
| when the hotel is full. |  |

Hotels offer different rates in function of the quantity of demand. For example, during summer, hotels in the coast, offer higher rates than during the winter because demand is higher. Moreover, the offer different rates in function of the services that the customer is willing to pay. Hotels usually offer 1,2 or 3 people rooms that the price for each person is lower when the room has more capacity; or they offer the possibility of having breakfast included that suppose an extra-cost.

Other practice, it is to offer discounts for reservations that are made well in advance, because it allows the hotel the capacity of knowing the future demand. Often, when hotel has not many bookings for a period, the offer discounted-rates for this period to attract customers because each room that is available means lower revenues.

### 4.2. Rental car

Companies of this industry offer cars to the costumers for a temporally use. Customers can rent a car only for a day or for a long time. In next table, it is shown how car rental companies satisfy RM conditions and then some special characteristics of this industry.

| Relatively <br> fixed capacity | Each company has a limited number of available cars of each class and these <br> number cannot be reduced or incremented in a short-time period. |
| :---: | :---: |
| Perishable <br> inventory | If a company has 20 cars and one day it has 5 available cars, the company cannot <br> store these cars for rent those a day when the 20 cars are rented. |
| Inventoried <br> demand | Customers can make bookings for renting a car in future dates. These bookings <br> allow the company to vary prices when predicted demand is low or high. |
| Stochastic <br> demand | Demand is not constant. Demand is not the same during holidays, that customers <br> are usually families or friends than a week day that usually are businessmen. |
| High fixed <br> costs | Majority of the costs in a rental car company are the costs of buying the cars and <br> infrastructures that not depend of the demand of cars. |
| Low variable <br> costs | The cost that suppose renting another car are not very high. They usually are <br> some manage costs and the maintenance of the car. |
| Customer <br> heterogeneity | Customers of rental car company are very different. A businessman that needs it <br> to work, has other preferences than a family that wants the car for a week trip. |

Now are shown some particularities of car rental industry [32]:

- Capacity in a rental car company is usually more flexible than other of the industries commented. Big companies frequently have different locations where they operate. It allows companies to vary the number of cars that they have in each location then they have more flexibility to adapt he capacity with the demand.
- Sometimes customers rent a car at one location and drop off at another. Company must control it because the capacity at each location depends of where customers take and drop off the cars.
- The price of each product depends of different factors: car type (class of the car), insurance options (rental car companies offer different insurance for their customers), pick up and drop off location, length of the rental and age or experience of the customer.
- The competence is high because all rental car companies are usually sited together at airports or train stations. A last-minute customer often has many alternatives to choose. This competence is a difference between rental car and other industries as airlines where a last-minute customer has not many options and he is willing to pay a higher price.
- Some companies and travel agencies negotiate special rates with car rental companies because they take a big volume of products.


### 4.3. Manufacturing

Manufacturing consists in the production of goods for their distribution and consume. Revenue Management is not very popular in Manufacturing industry because it not satisfies all the favourable conditions for applying RM. Nonetheless, some companies are developing technology systems to offer pricing optimization.

Manufacturing is a very big sector with a diverse set of firms and products. We can make a division in two ways of producing [23]:

- Make-to-stock: It consists in producing standardized products and usually in large volumes based on the forecast of future demand. The aim is to balance the need to satisfy the demand that is often variable and uncertain against costs of production and inventory.
Dynamic pricing is not typically used in this kind of industry. However, it is common to offer discount prices when a product is in its end-of-life-cycle.
- Make-to-order: Other manufacturer companies produces smaller lots based on the orders from the customers. This way of works is typically used when they do not produce a good for consume and their customers are other manufacturers. Price decisions are made based on tactical factors as the estimated costs, but also on strategic factors, such as the value of the relationship with the customer.

Both kinds of companies use some pricing tactics offering discounts for the volume or offering some special changes in the product. For example, automobilism companies offer the same car with different extras that increase the price when a customer is willing to pay more for more facilities.

Revenue Management in manufacturing is different than in service industries because [31]:

- The inventory is less perishable because usually items can be stored for future demand.
- Capacity is fixed but how you can store and have inventory for a future demand, it is possible to produce more when the demand is low for using this production when the demand is higher than the capacity.
- Although fixed costs are often high they are usually less (in percentage) than the fixed costs in the other industries, variable costs are higher because of the material costs.
- In some manufacturing industries, there are customer heterogeneity but usually customers identify each company with the willing to pay of the customers because the name of the company is symbol of quality. For example, in automobilism industry, a Ferrari is only focused in a small part of the market that is willing to pay high prices and they are not interested in selling products to other kinds of customers.


### 4.4. Sport centres

Sport centres and gyms offer a place to do different sports where there are the necessary infrastructures to practise the different sports. In sport centres, it is possible to apply Revenue Management in spite of the RM favourable conditions are not strictly satisfied.

| Relatively <br> fixed capacity | The infrastructures have a limited capacity. If there are only two tennis fields, it is <br> not possible play more than two match at the same time. |
| :---: | :---: |
| Perishable <br> inventory | Each day that the capacity is not completely used, it means a waste of money <br> because other customers could be using it. |
| Inventoried <br> demand | Demand is not strictly inventoried because usually customers pay a month rate <br> and they can enjoy the centre whenever they want. Then, you only know that they <br> can go to the centre but not exactly when. |
| Stochastic <br> demand | There are some hours of the day when the demand is higher and others that |
| demand is very low. |  |

Table 17: How sport centres satisfy R M favourable conditions

Sport centres usually offer different rates that restrict more or less the use of the infrastructures to face the problems of stochastic and inventoried demand. [28] Lower rates restrict the use of some parts of the infrastructures that are more demanded or they only cannot use the centre all the time (for example, only in the mornings). These different rates allow sport centres to offer low prices when the demand is low and higher prices when the purchased demand is high.

Sometimes, sport centres allow customers who pay lower-rates to use some of the service that they cannot whit their rate, paying extra-money for each use. In this way, when demand is supposed higher but it is not high, the sport centre does not lose customers who are usually willing to pay less.

### 4.5. Electricity generation and transmission

This sector is probably one of the first users of Revenue Management because it is motivated by the different ways to generate electricity and the difficulties to store the electricity [26]. Some countries as France usually used nuclear energy because of its high fixed costs and low variable costs. When this energy was not enough they used hydroelectricity energy; next step would be use thermal energy but only when it is necessary because of its higher variable costs.

For avoiding the use of high-variable costs energies, it is common to offer lower rates for hours when demand is lower (for example at nights). In this way, energy distributors get that discretional demand use electricity at this hours and they maximize their revenues because they avoid using the more expensive electricity sources.

Next table shows how electricity distributors satisfies the RM favourable conditions.

| Relatively <br> fixed capacity | Electricity production capacity is not flexible because the infrastructures have a <br> limited capacity and use other infrastructures is usually expensive. |
| :---: | :---: |
| Perishable <br> inventory | Electricity is difficult to store or very expensive. To store electricity is not useful <br> for the electricity distributors. |
| Inventoried <br> demand | Customers usually contract the power that they need. The time that they use this <br> power is variable but companies have data about consume and they can estimate <br> the future consume. |
| Stochastic <br> demand | Demand is higher during the day when factories are working than during nights. <br> And in winter is higher because there is less solar light. |
| High fixed <br> costs | Fixed costs are high in the most used electricity production ways because of the <br> costs of the production and the distribution infrastructures. |
| Low variable <br> costs | Variable costs are low in the most common ways to produce electricity as <br> hydroelectric and nuclear energy or removable energies. |
| Customer <br> heterogeneity | Variety of costumers is very high because electricity is used from a big factory to <br> a one-person home. Then, their use is very different. |

Table 18: How electricity companies satisfy R M favourable conditions

### 4.6. Online travel portals

During the $21^{\text {st }}$ century these portals have been very successful because they offer a great variety of accommodations with different prices that varying according to the quality and the dates. Customers usually introduce the place and the dates those are convenient for them and the portal offer different accommodations in hotels or apartments. Some of these portals also offer transports and sometimes some activities for their customers.
"In an industry like online travel with such wild competition and volatile demand, the importance of Revenue Management is infinite. By developing, interpreting, and implementing complex pricing and inventory management actions we manage to compete effectively and maximize potential revenues.

Travel corporations are increasingly being forced to compete on price. Price intelligence reports is a tool which allows us to stay on top of our competition, ensure that our prices are being optimized on a daily basis to reflect market changes and variable demand, and accurately estimate hotel traffic for future dates."

## Nick Tsimbidaros

In the table 19, it is shown how online travel portals satisfy the RM favourable conditions.

| Relatively fixed capacity | As hotels or airlines, capacity is fixed because they have a limited number of accommodations and it is fixed. |
| :---: | :---: |
| Perishable inventory | They can't store seats or accommodations those are available one day to sell it when the capacity is full. They lose this available product. |
| Inventoried demand | As in other industries that use revenue management, customers make reservations in advance of the use of these products. |
| Stochastic demand | Demand is higher during weekends and some seasons as summer or holidays. |
| High fixed costs | All costs are practically fixed because they are the costs of the software, the website and some contracts. The variable costs usually are only a percentage of |
| Low variable costs | each sold that is a payment for the company that offer the service as a hotel for example. |
| Customer heterogeneity | Demand is completely heterogeneity. Travel portals are used by both by a businessman and by a student or a family. |

Table 19: How online travel portals satisfy R M favourable conditions
Pricing will be set according to the market trend, prices will increase as capacity decreases and vice versa, in such a dynamic way that Revenue obtained will be maximum [26]. Travel portals offer fewer rates when the demand is lower to attract customers who are not willing to pay much. Moreover, they offer discounts when a booking is made long time before the consume.

### 4.7. Restaurants

Many restaurants vary their price structure under certain circumstances. Those price changes generally involve specific promotions, set menus, ... An example of this promotions is the happy hour that consists in make discounts usually during the hours when demand is usually fewer [29] or the offer of a daily menu for lunch usually offering a two courses menu (whit smaller portions) with a more economic rate than the regular menu.

As the other industries that use Revenue Management, restaurants also satisfy RM favourable conditions:

| Relatively <br> fixed capacity | The capacity in a restaurant is limited because of the number of seats those can <br> be bussy at the same time. |
| :---: | :---: |
| Perishable <br> inventory | Seats that has not been used during the lunch cannot be stored for the dinner <br> when the restaurant is full. |
| Inventoried <br> demand | Usually some restaurants offer the possibility of booking in advance although <br> reservations are usually made a few days before or the same day. |
| Stochastic <br> demand | Demand depends of the day of the week and the season. People usually go to <br> restaurants more in weekend than week-days. |
| High fixed <br> costs | Infrastructure and personal are a great part of the costs in a restaurant. A more <br> customer basically only suppose the raw material that he will consume. |
| Low variable <br> costs | People who go to restaurants are very heterogenic. Customers can be families or |
| Customer <br> heterogeneity | groups of students, or can be groups of businessmen who are willing to pay more. |

Table 20: How restaurants satisfy R M favourable conditions

A difference between restaurants and the other industries is that is not common that customers pay in advance of the service. Sometimes customers who make a reservation don't go to the restaurant and it can't be a waste of money by the restaurant. For this reason, some restaurants that are usually full don't accept bookings. The other significant difference with the others is that restaurants usually do not use a sophisticated method to collect data and make decisions; they often do it in an easily way because the volume of products that they offer is lower than in the other industries.

### 4.8. Passenger railways

The application of Revenue Management in this industry is impulse because of the preoccupation of using a high-costed infrastructure that has a low opportunity cost (rails from point $A$ to point $B$ cannot be changed if they are not useful) and the very few marginal costs for an additional passenger [26].

Some of the long-distance systems has a little occupation during some seasons during the year. That is the reason why is necessary to offer some special rates during the little occupation seasons to equilibrate the demand during the year. In this industry is not as important as in airlines the anticipation of some months to make reservations; it is only important when they sell a packet of seats for tour operators.

Characteristics between passenger railways and airlines are very similar then it is not necessary to show how passenger railways satisfy the RM favourable conditions.

### 4.9. Theatres and Sport events

To practice Revenue Management in theatres and sport events is very convenient because satisfy all the conditions to apply RM. This satisfaction of the conditions it is shown in the table

| Relatively <br> fixed capacity | Theatres and sport stadiums have a limited number of sites that usually cannot <br> be incremented or reduced. |
| :---: | :---: |
| Perishable <br> inventory | Seats that are available for an actuation or a match cannot be sold in the future <br> when all the locations are full. |
| Inventoried <br> demand | Tickets are usually sold some time before the day of the event in the ticket office <br> or in websites. |
| Stochastic <br> demand | Demand is usually higher on weekends than during the week. Moreover, some <br> actuations and matches are more attractive than others |
| High fixed <br> costs | Almost every cost is fixed: the infrastructures, salaries of actors/sportmen and |
| personal, ... |  |

Table 21: How satisfy Theatres and sport events RM conditions

- We can see that satisfy all de conditions. In theatres and sport stadiums are offered different rates that can differ too much. This difference in prices usually depends of the location of the seat or the importance of the event. The locations that are more comfortable or have better vies are more expensive than the less-privilege seats. And, for example, customers are not willing to pay the same price for a ticket to watch the Champions League final match than a match of the second league.
- One special characteristic of this industry is that usually offers some season tickets that allows the customer to have a seat for all the events of the season [2]. Another modality is to sell some tickets that allows the customer to buy tickets at a lower price. The revenues of these kinds of tickets are lower than regular tickets but the benefits of these tickets give companies a fixed revenue that does not depend of the future demand.


### 4.10. Freight

Freight industry is the responsible of transporting objects or products from one place to another. It could be made by a variety modes of transports (airplanes, trucks, trains or ships). During the 90s Campbell and Morlok investigate the applicability of revenue management techniques to freight [30].

The difference between Freight and others of the industries is the variable capacity that allows reduce or increment the capacity. For example, in rail freight you can increase or reduce the number of wagons depending on the needs.

Freight companies usually offer different rates in function of the volume of products that a customer want to transport. Also, they offer better prices when customers notify in a good time than when they notify the same day of the travel. It is because that allows freight companies to store demand and to plan the transports to reduce the non-used places.

Demand is usually heterogenic because they transport every kind of products and materials with different sizes and conditions to travel. Moreover, demand is also stochastic because there are some seasons when factories reduce their work that demand is also reduced.

As the other industries that are able to Revenue Management, in freight industry fixed costs are high while the cost that suppose transport one more product from one point to another it is usually insignificant when it is necessary to do this trip because there are other products to transport.

### 4.11. Tour operators

Tour operators share the same Revenue Management problems than hotels and airlines because they sell packages of air/ground travel and lodgement. Usually they contract some amount of the capacity of the transport and the lodgement from third-party suppliers.

In the table 22, it is shown how satisfy the RM favourable conditions.

| Relatively <br> fixed capacity | For each package, they have booked an amount of the capacity in transports and <br> hotels that is fix and reduce or increment the amount means extra cost. |
| :---: | :---: |
| Perishable <br> inventory | Each package has its own dates and it is not possible to sell more units of a <br> package after the date of this service. |
| Inventoried <br> demand | Customers reserve the packages before the date of the service |
| Stochastic <br> demand | Demand is higher during holidays or when the weather is good for this activity <br> than in other cases |
| High fixed <br> costs | Usually tour operators pay for the amount of capacity that they contract <br> independently of the customers that they have. |
| Low variable <br> costs | Tour operators often pay each place independently of if they use all the capacity <br> or not. Then, costs for a new customer is low. |
| Customer <br> heterogeneity | The variety of customers is very high because works with groups as schools or <br> families and also with particulars. Each customer is willing to pay different rates <br> and to enjoy different services. |

Table 22: How travel operators satisfy $R$ M favourable conditions

The fact of contract some amount of the capacity allows them the capacity to negotiate competitive prices. Then the challenge for tour operators is to manage flexible capacity and the different options offered with different costs [2].

Firstly, tour operators set the packages that they will sell that includes transport and lodgement; and in some cases, they also offer other service as activities or tourism visits.

After setting the packages they must establish the capacity for each package and set the prices for each package. As we commented before, the prices will depend of the quantity because marginal cost also depend of quantity.

Finally tour operators offer some discounts and promotions during the booking period to stimulate the demand.

### 4.12. Programs used in Hotel industry

Revenue managers use some programs to apply the Revenue Management in their companies. Some of the programs used in hotel industry are the followings:

### 4.12.1. STR

STR or STAR Program is used in the global hotel industry as a vital revenue management tool.

This program compare your occupation and rates data with the data of your competitors. It tracks and delivers monthly, weekly and daily data [36].

### 4.12.2. IDeaS

IDeaS Revenue Management System is another tool used by Revenue Managers in the Spanish hotel industry. It is used by different companies as Petit Palace to predict the occupation and stablish the rates depending on different data (arriving date, duration of the reservation process, duration of the stay, ...) [37].

### 4.12.3. HotelsDot

HotelsDot is not a program used by companies. It is a company specialized in hotel Revenue Management that do it externally. When a hotel contracts their services, HotelsDot works as the Revenue Management department of the hotel. [38]

It is very useful to independent hotels or small hotel companies those have not a Revenue Management department.

### 4.12.4. Modern Revenue

Modern Revenue is a simply and integral software that optimize the management process in hotels; providing the optimal price of their rooms for each moment.

Modern Revenue works using some algorithms to analyse all the important data (occupation, historic, competence, demand, ...) to provides a correct sales prevision. It provides the best rates to increase the marginal revenues per room. [38]

## 5. CONCLUSIONS

This thesis is born as a result of the investigation and study about the concept of Revenue Management that is a relatively new way to carry out the management in different industries.

The success of the application of Revenue Management could be observed in the airline industry that is where Revenue Management is born during the 70s. As a consequence of this success, other industries begin to apply RM during the 90s and the beginning of the $21^{\text {st }}$ century.

The objective of this thesis is to provide an introduction to the Revenue Management because as it is commented, it has been very successful in the industries where it has been implemented.

Moreover, it is a very interesting concept because it is in developing process, especially in the industries where the concept is relatively new. I these industries there are much work to do behind this concept because although in other industries as airlines it is very developed, in each industry, Revenue Management work in a different way, with different models. In fact, different companies of the same industry, work in a different way depending on company's priorities.

For these reasons, "Principles of Revenue-Management and their applications" is a good starting point to learn about this concept.

## 6. APPENDIX:

### 6.1. Appendix 1: Table of normal distribution



Figure 7: Table of normal distribution [24]

### 6.2. Appendix 2: Graphic of c.d.f. distribution



Figure 8: Graphic of c.d.f. distribution [25]
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