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Abstract 

We review atomistic modeling approaches for issues related to ion implantation and 

annealing in advanced device processing. We describe how models have been upgraded 

to capture physical mechanisms in more detail as a response to the accuracy demanded in 

modern process and device modeling. Implantation and damage models based on the 

binary collision approximation have been improved to describe the direct formation of 

amorphous pockets for heavy or molecular ions. The use of amorphizing implants 

followed by solid phase epitaxial regrowth has motivated the development of detailed 

models that account for amorphization and recrystallization, considering the influence of 

crystal orientation and stress conditions. We apply simulations to describe the role of 

implant parameters to minimize residual damage, and we address doping issues that arise 

in non-planar structures such as FinFETs. 
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1. Introduction 

The continuous scaling down of electronic devices has revealed the necessity of 

innovative nanostructures to overtake the limitations of traditional planar MOSFETs in 

present and future technological nodes [1]. Thus, a change from the traditional 2D planar 

FETs to 3D multigate MOS devices has been imposed to improve device performance 

[2-5]. FinFETs [6-8] are already in production at industrial level, while the use of gate-

all-around devices [9-11] and nanowire FETs [12-15] is being considered for near-future 

technology nodes as a promising scaling approach. 

Ion implantation is still the most common technique used to selectively introduce 

dopants in planar and multigate FET devices for junction formation. This technology is 

also being used for pocket formation, threshold-voltage or work-function adjustment in 

advanced memory and CMOS devices [16]. Power devices, CMOS image sensors and 

even solar cells [17] also take advantage of the precise control in the dopant distribution 

provided by ion implantation. However, as the energetic incoming ions penetrate into the 

substrate, the crystal lattice becomes damaged. Subsequent thermal anneals are required 

to heal the crystal defects and to electrically activate dopants. The compromise to remove 

damage and to control dopant activation and diffusion has driven sophisticated 

implantation and annealing schemes. Modern devices involve a mixture of implant 

species, cold and hot implants followed by processing steps at low temperatures (<650°C) 

combined with high temperature anneals with rapid temperature-time variations (flash 

and laser anneals) [18,19]. 

Semiconductor technology faces up to continuous challenges to satisfy the 

requirements of scalability of new devices and low power/high performance. The 

minimization of defects is a pressing concern in all devices because they are responsible 

for increased leakage currents, carrier mobility degradation and enhanced dopant 

diffusivity, among other deleterious effects [20-22]. Variability is also crucial in modern 

devices compared to past technologies. It is associated to inaccuracy in angle, energy, 

dose or temperature control during implants, wafer temperature variations, random 

dopant fluctuations or inhomogeneous defect distributions. In addition, reduced sizes and 

complex geometries of nanoscale devices introduce additional complexity in the 

characterization techniques [23]. 



3 
 

The fabrication and design of new integrated circuits makes the use of technology 

computer-aided design tools essential to reduce the development times and costs [24]. In 

fact, trends in device technology drive the requirements for process modeling. Simulation 

capabilities evolve to encompass processes, geometries and materials considered for 

present and future devices. Scaling of transistors does not only demand a higher degree 

of accuracy but also may require new models for effects that were neglected in previous 

technology nodes. As the classical Si scaling is reaching its limits and many options are 

being explored (tunneling devices, quantum electronics, etc. [25]), physics based models 

should provide understanding and predictive capabilities that could guide technology.  

The mainstream tool at industrial level for the simulation and modeling of ion 

implantation and annealing processes in Si relies on semi-empirical analytical expressions 

for implanted dopant and defect profiles, and on continuum models in which interactions 

among dopants and defects are formulated as a series of coupled partial differential 

equations [24,26]. For enough accuracy and predictability, many interactions should be 

considered which involve numerous rate equations and unknown parameters. In addition, 

the presence of very large concentration gradients, high extrinsic doping levels, dopant 

clustering, dopant segregation, impurities such as C, F or N, amorphous-crystalline (a/c) 

phase transitions, heavily strained Si and SiGe, and 3D device geometries make this 

approach difficult and not very efficient.  

In this scenario atomistic modeling is gaining relevance in process simulation. 

Atomistic methods are time consuming as they consider interactions at atomic level, 

however they are more flexible when applied to systems that require a detailed description 

or involve complex materials and device architectures. The advances in the understanding 

of the physics behind dopant-defect interactions and the explosion of computer resources 

(large memory cells and multi-processor computers) at an affordable price have greatly 

contributed to the progress in atomistic process simulation. The reduction of device size 

and the increase of computer power have enabled full atomistic simulation of real 

structures. Kinetic Monte Carlo (KMC) models [27,28] are beginning to play an 

important role, both for fundamental research and as a pathway to improve continuum 

models, and also for direct process simulation at industrial level [24]. KMC methods are 

based on the random selection of events and particles (dopants and defects) which are 

relevant for the particular material and process to be simulated. The probability of 

occurrence of every event is determined by an activation energy and a pre-exponential 
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factor. Once all events have been assigned a probability, a random number determines 

which particular event will take place and which particle will be involved. Then, the 

simulation time is increased accordingly to the selected event frequency. KMC models 

make use of a large number of parameters which are usually extracted from experiments 

or more fundamental simulation techniques, such as classical molecular dynamics (CMD) 

[29,30] or ab-initio methods [31,32]. 

The prominence of Si in electronic circuits has driven intense research on this 

material over the past decades, leading to modeling capabilities with a high sophistication 

level. Nevertheless, existing understanding is still improving, some issues remain 

unsolved and new challenges are appearing. For instance, just recently unexpected {001} 

dislocation loops have been observed in laser annealed implanted Si [33]. Defect growth 

models based on coalescence instead of conventional Ostwald ripening have been 

proposed to account for such defects [30]. Other materials that are only recently being 

considered for integration into mainstream devices, such as Ge and compound 

semiconductors (III-V´s, SiC), have not been researched as much as Si, and there is a lack 

of understanding even of fundamental parameters and processes [34]. In principle, 

research on new materials can be built on the experiences and methods developed for Si. 

But even for Ge, so similar to Si in many aspects, the extrapolation of Si models is not 

straightforward [35]. 

In this paper we review atomistic process modeling approaches for issues related 

to ion implantation in novel devices. We go into detail about the evolution of implantation 

and damage models from approximate empirical descriptions to detailed atomistic models 

in response to the accuracy demanded in modern process technology.  We apply atomistic 

simulations to describe the role of implant parameters to minimize residual damage and 

we address doping issues that arise in non-planar structures. 

 

2. Towards a comprehensive description of ion-implanted damage  

Ion implantation has been used in Si technology in a routine way. For many years, 

analytic distributions were used to obtain fast estimations of dopant and damage depth 

profiles [36]. These profiles were characterized in terms of the projected range and 

straggling of implanted ions and generated damage. The parameters that define these 

distributions need to be calibrated for each set of implantation conditions (ion type, 
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energy, incident angle, etc.) Thus, they cannot be used to predict dopant profiles for 

implantations that have not being previously tabulated. In addition, they do not provide 

any information at the atomic level of the damage generated during the implantation 

process. This information is essential to account for dynamic annealing or local 

inhomogeneities.   

Monte Carlo methods based on the binary collision approximation (BCA) 

overcome this limitation as they provide an atomistic description of individual collision 

cascades during the implantation process. The basic idea of BCA is that energetic moving 

ions that penetrate the implanted target only collide with their closest target atom. These 

collisions can be numerically solved from the energy and momentum conservation laws 

[37-39]. The target atoms are placed in crystalline lattice sites (such as in MARLOWE 

[37,40,41] and IIS [42] codes) or in random positions to reproduce an amorphous material 

(such as in SRIM code [43]). This has consequences in the channeling of the implanted 

ions and therefore in the tails of the profiles. In any case, a target atom is displaced from 

its lattice position when its energy after the collision exceeds the displacement energy 

threshold, Ed [37]. For Si, experimental and theoretical estimations for Ed range from 10 

to 30 eV [44-46], but for most BCA simulators it is conventionally taken as 15 eV [40,43]. 

For energy transfers above Ed, the target atom can become a recoil, leaving behind a 

vacancy and generating a Si self-interstitial where it stops. For energy transfers below Ed 

the target atom is not displaced and the energy is assumed to be lost to phonons. This 

treatment of implantation cascades allows simulating almost any implantation condition 

without additional calibrations. 

Some BCA simulators only track the trajectory of the implanted ion, and the 

number of displaced atoms NDA is estimated taking into account the energy deposited into 

a given target volume Edep using the modified Kinchin-Pease formula [47]: 

𝑁𝑁𝐷𝐷𝐷𝐷 = 0.42
𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑
𝐸𝐸𝑑𝑑

                                                          (1) 

Within this approach [48], ion profiles are rapidly evaluated and generally agree with 

experiments. The depth distribution of dopants and defects is obtained by simulating a 

large number of implant cascades, but at the expense of losing the atomic description of 

damage.  
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To obtain the complete description of the damage generated within BCA, it is 

necessary to follow the trajectories of the implanted ion and all the generated recoils (full 

cascade BCA). The result of this type of simulation is the position of the implanted ion 

and the generated Si self-interstitials and vacancies, called Frenkel pairs (FPs), which can 

be the input for KMC codes. This approach adequately reproduces the dilute damage 

generated by light ions. However, it is not able to reproduce more complex damage and 

amorphous structures observed experimentally for heavy ions or molecular implants. 

These implant conditions have to be properly modeled since ions such as Ge or As are 

frequently used in the manufacturing of Si devices as preamorphizing steps [49,50], and 

molecular implants with octadecaborane are considered as an alternative to monatomic B 

implants because they are self-amorphizing and minimize residual damage [51]. 

In order to obtain a detailed and accurate description of damage structures 

generated during cascades it is necessary to resort to CMD simulations. In CMD the 

interactions among atoms are described through an empirical potential, which is an 

analytic function developed and fitted to reproduce the equilibrium properties of the 

simulated material (crystal structure, lattice constant, bulk modulus, melting temperature, 

etc.) [52]. To correctly account for the high energy collisions that take place during 

implantation cascades, splines of empirical potentials to repulsive pair potentials are used 

[53]. Within CMD simulations the dynamics of atoms is obtained by the numerical 

integration of Newton’s equations. These simulations showed that light ions generate 

dilute damage in the form of isolated FPs or small defect clusters (as observed in BCA 

calculations), while heavier ions can also generate larger defect clusters and amorphous 

regions [54-56]. They also showed that the energy deposition conditions in molecular 

implants result in the generation of craters [57-59], structures that cannot be predicted 

either by BCA. Regardless the detailed description of generated damage at the atomic 

level provided by CMD simulations, the associated high computational cost makes their 

use impractical for simulating a full implantation process (i.e. thousands of cascades on 

the same target with dynamic annealing during the intercascade time interval). 

Different approaches have been made to develop simulation techniques and 

models that accurately predict the damage structures resulting from collision cascades 

with a relatively low computational cost [55,60]. One possibility consists on using CMD 

simulations to gain insight on the physics governing the damage generation mechanisms 
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occurring during collision cascades [61-64], and then employing this information to 

develop advanced but simpler damage generation models [65,66]. 

Whereas the atomic interactions occurring at the ballistic regime of energetic 

atoms (i.e. when their energy is well above Ed) can be considered as binary collisions with 

the closet target atom, multiple interactions with target atoms become important as the 

energy of moving atoms decreases. CMD simulations showed that energy transfers 

among atoms below Ed can generate amorphous regions as the result of a competition 

between melting of the lattice and out-diffusion of the deposited energy [63]. This was 

also observed from ab-initio simulations [67]. To form an amorphous region by this 

mechanism, it is necessary that the deposited energy remains concentrated locally long 

enough for melting to occur before it out-diffuses. The quantification of CMD results 

allowed to develop a simpler model [65,66] that defines the final number of displaced 

atoms NDA resulting from the evolution of N initial moving atoms with an initial average 

energy ρ (in eV/atom), as: 

𝑁𝑁𝐷𝐷𝐷𝐷 =
𝑁𝑁𝑁𝑁 − 𝐸𝐸𝑇𝑇(𝑁𝑁)
𝐷𝐷𝐶𝐶(𝑁𝑁)                                                        (2) 

where ET(N) and DC(N) are the threshold energy density for damage production and the 

damage generation cost, respectively. According to Eq. 2, it is necessary first to overcome 

an energy density threshold, given by ET, in order to reach an initial disordered state. To 

keep atoms permanently displaced, or at least a fraction of them, an additional amount of 

energy is required. DC controls the final number of displaced atoms that are generated 

with the remaining energy density. As N increases, both ET(N) and DC(N) decrease, 

because it is easier to move an atom from its perfect lattice position and keep it displaced 

when its neighboring atoms are also energetically excited. The transition in damage 

generation mechanisms between ballistic (for N=1 in Eq. 2) and thermal spike regimes 

(for larger values of N in Eq. 2) is naturally included within this dependence. The model 

also accounts for the nonlinear generation mechanisms that appear in energy spikes 

during molecular implants. In particular, this model was applied to simulate the 

implantation of single octodecaborane molecules into Si [58]. Figure 1 shows the damage 

predicted using the improved BCA model, together with the result from time-expensive 

CMD simulations. As it can be seen, the dimensions of the obtained disordered region 

applying the improved damage model are in good agreement with the results of CMD 

simulations, while the total calculation time was reduced in a factor of 103 [66]. 
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Fig. 1. Depth projection of damage generated by an octodecaborane molecule (B18) 

cascade of 9 keV (500 eV per B atom) obtained with the improved damage model (left) 

and from CMD simulations (right). A conventional BCA code only provides the position 

of FPs generated by the B ions. The improved damage model adds the disordered atoms 

(DAs) generated through multiple interactions, which constitute the main volume of the 

amorphous region and cannot be obtained only by the superposition of individual 

cascades (improved damage model results from Ref. [36], and CMD simulations from 

Ref. [58]). 

 

This general framework can be applied to other materials with proper calibration. 

In particular, it was used to understand damage generation efficiency in Ge [68], since 

Ge has attracted much attention in the microelectronic industry as a complementary 

material to Si [69,70] as well as in radiation detection applications [71,72]. This material 

is easily damaged by incident radiation and amorphizes at implant doses much lower than 

those required for Si [72-74]. CMD simulations indicate that the number of displaced 

atoms is always larger in Ge than in Si for equivalent deposited energy conditions [68]. 

In the case of Ge, the melting mechanism dominates over energy out-diffusion due to a 

lower melting temperature and thermal conductivity than in Si. The comparative values 

of ET and DC for Si and Ge are shown in Fig. 2. ET is similar in both materials but DC is 

significantly lower in Ge than in Si. Thus, there is a higher efficiency of the thermal spike 

phase in Ge in comparison to Si which accounts for the enhancement of damage 

production in Ge compared to Si.  
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Fig. 2. Threshold energy ET and damage generation cost DC as a function of the number 

of initial moving atoms in Si and Ge (from Ref. [68]). 

 

This framework has been also applied to understand how damage generation 

mechanisms can be affected by different factors, such as the presence of free surfaces 

and/or interfaces. It is important to quantify the role of surfaces because new device 

architectures (FinFETs, nanowires) have a high surface-to-volume ratio. Different 

experiments showed that the generation of damage near surfaces was enhanced [75-78] 

and some CMD simulations also suggested this behavior [79-82]. Experimental findings 

were initially explained considering that there might be a reduced amorphization 

threshold near surfaces. Other experiments showed that defects generated near the surface 

could have a higher stability [78]. Using CMD simulations we have quantified the role of 

surfaces in the generation of damage. Fig. 3 shows the evolution of ET and DC as a 

function of the distance to the (100) Si surface. Both ET and DC decrease with respect to 

bulk values when approaching the surface. If we consider the shallowest recoils, the 

energy required to permanently displace one atom (ET+DC) is only 13.7±1.7 eV for the 

(100) Si surface. This energy is approximately 38% lower than the bulk value, which 

results in the enhancement of damage generation near the surface. 
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Fig. 3. Threshold energy ET and damage generation cost DC as a function of depth for the 

(100) Si surface. Horizontal solid lines show the bulk values, and horizontal dashed lines 

indicate their standard deviations.  

 

3. Modeling of amorphization and regrowth: from empirical models to detailed 

lattice kinetics 

Damage generated by implanted ions may accumulate leading eventually to the 

crystalline to amorphous transformation of the irradiated area. The dopant implantation 

process itself can be self-amorphizing, especially when heavy ions and/or high doses are 

used. But even for light ions, a preamorphizing implant is usually performed to create a 

continuous amorphous layer (a-layer) in which dopants are later introduced. The 

formation of the amorphous phase is beneficial as it limits ion channeling (which can 

distort the implant dopant profile) and during the subsequent solid phase epitaxial 

regrowth (SPER) step a high concentration of dopants can be incorporated into 

electrically active positions [49,83]. In addition, recrystallization takes place at relatively 

low temperatures [84], and the regrown layer has a low defect density because during 

SPER of a continuous a-layer excess Si self-interstitials are swept to the surface or buried 

interface, where they are annihilated [85]. Remaining damage, known as end-of-range 

(EOR) defects, is only a fraction of all generated defects during the implantation step, and 

is located beyond the initial a/c interface. The amount and location of EOR defects is 
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determined by the thickness of the a-layer [55]. Therefore, it is essential to model with 

great accuracy the depth of the a-layer, as small variations may lead to large changes in 

the predicted residual damage. 

During the ion implantation process there is a competition between damage 

generation and dynamic annealing, i.e. damage recovery that takes place as the implant 

proceeds. In fact, the intensity of the dynamic annealing during the implant may allow 

the accumulation of the generated damage or, on the contrary, the recombination of most 

of it, avoiding the creation of an amorphous region. Implant parameters such ion mass 

and energy, dose, dose rate and substrate temperature control the intensity and duration 

of dynamic annealing. By selecting the right implant parameters, dynamic annealing 

during the ion implantation process can be appropriately engineered to control damage 

accumulation. The optimization of the a-layer depth can significantly boost the efficiency 

of thermal treatments on the removal of EOR defects both in planar and 3D devices. If 

most of the irradiated region transforms into amorphous (by reducing the substrate 

temperature during implant, for example), most defects are swept to the surface during 

SPER and only a small fraction remains as residual damage [86]. In other cases, as it 

occurs when planar ultra-thin silicon-on-insulator (SOI) devices and FinFETs are fully 

amorphized [87], an incomplete or defective regrowth causes the degradation of device 

performance and variability [88], and implant parameters should be selected to enhance 

dynamic annealing and so avoid the formation of the amorphous phase. 

The relevance of amorphization on semiconductor industry has motivated the 

development of several phenomenological and structural models to explain ion-beam 

induced amorphization and thermal recrystallization in Si [89-94]. These models, 

compatible with process simulators, must be able to predict the onset of amorphization 

and its dependence on implant parameters. 

Critical energy/defect density model  

The critical energy density model assumes that the implanted region turns 

amorphous when an energy density threshold (typically in the order of 5×1023 eV/cm3) is 

exceeded [89,90,95], or a critical defect concentration (CDC) is reached (typically in the 

order of 1.15×1022 cm−3) [89,96]. However, when the theoretical damage profile is 

compared with the experimentally measured position of the a/c interface, the CDC value 

required to obtain a good fitting is not unique, and variations of more than one order of 
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magnitude have been reported [54]. The CDC value has been found to depend on implant 

parameters such as ion mass, dose rate and implant temperature, among others, which is 

associated to the effects of dynamic annealing on damage accumulation. Variations on 

the CDC value introduce uncertainty in the position of the a/c interface. In turn, as it is 

shown in Fig. 4, a small change in the position of the a/c interface may result in a large 

variation in the amount of residual damage remaining after SPER [97].  

 

Fig. 4. Schematic that shows the a-layer depth and the amount of residual damage 

associated to two different CDC values.  

Atomistic KMC models 

To take into account dynamic annealing during the implant, a key factor in modern 

ion implantation strategies, improved models have been developed that provide a detailed 

atomistic description of damage generation and accumulation during ion implantation. A 

unifying and consistent view of amorphization and recrystallization processes is provided 

by the non-lattice atomistic amorphization model based on the bond defect or IV pair 

[91]. The IV pair is a metastable defect structure generated by the incomplete 

recombination of an interstitial and a vacancy [98], or as a result of a pure ballistic process 

[99]. It consists of a local rearrangement of bonds in the crystal with no excess or deficit 

of atoms [100,101]. CMD simulations indicate that the IV pair as an individual defect is 

not stable enough to promote amorphization, but the stability of the IV pair increases with 

the presence of other IV pairs in the surroundings [29]. With the use of CMD simulations 
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we have determined that the mean lifetime of IV pairs increases as approaching a free Si 

surface as represented in Fig. 5. This retardation of IV pair recombination near free 

surfaces causes the formation of twin defects in FinFET devices [87,102]. 

 

Fig. 5. Arrhenius plot of the mean lifetime of IV pairs as a function of the distance to the 

(100) Si surface. Results in the bulk are also shown for comparison. 

In the KMC model proposed by Pelaz et al. [91] the IV pair is used as the 

elementary unit to describe the amorphous phase, and each IV pair is characterized by the 

number of neighboring IV pairs. IV pair recombination is modeled as a thermally 

activated process whose activation energy depends on the number of neighboring IV 

pairs. The local characterization of the disordered atoms allows the model to capture any 

damage morphology that may arise from irradiation cascades. Figure 6 is a schematic that 

shows a continuous a-layer and several amorphous pockets (a-pockets). Isolated IV pairs 

and those belonging to convex regions (like A and B in Fig. 6), have fewer neighboring 

IV pairs and recombine faster, shortening the lifetime of irregular a-pockets compared 

with more compact structures [103,104]. IV pairs at an a/c interface (C) have fewer 

neighboring IV pairs than those embedded within the amorphous region (F), and therefore 

recrystallization (IV pair recombination) will begin at the interface. The recombination 

of the first IV pair at the planar interface (C) starts a triggering mechanism in which its 

neighbors (D and E) are the most likely ones to be recombined next (since they have lost 

a neighbor), which leads to the complete recrystallization of the whole monolayer.  
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Fig. 6. Schematic of a damage distribution in which a continuous a-layer and several a-

pockets are shown. IV pairs are represented by solid circles. For some IV pairs a dotted 

circle indicates their neighboring IV pairs. 

To optimize CPU time and memory requirements, some KMC models implement 

a less detailed description of the amorphous phase, using the a-pocket as the basic 

amorphous structure [93]. A-pockets are considered as 3D irregular-shaped agglomerates 

of an arbitrary number of interstitials and vacancies and trapped impurities. Their 

recrystallization is a thermally activated process whose activation energy depends on the 

minimum number of interstitials and vacancies they contain, i.e. the overall number of IV 

pairs, without taking into account the a-pocket morphology [105]. The simulation cell is 

divided in small boxes that are considered to turn amorphous when the defect 

concentration associated to the a-pockets within the box exceeds the amorphization 

threshold. Recrystallization of each one of these boxes occurs as a whole at a rate given 

by the experimental regrowth velocity of a planar a/c interface. 

Lattice KMC models 

Non-lattice KMC models cannot simulate the anisotropy of SPER with substrate 

orientation, being 20 times faster for {100} interface orientation with respect to {111} 

orientation [106]. SPER is also strongly dependent on stress [107]. Stresses can be 

externally generated or appear as a result of the 2% volume expansion of amorphous Si 

with respect to crystal Si [108]. CMD simulations have shown that the anisotropic 

regrowth of the amorphous phase in thin film layers results in twin defects [102,109,110], 
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and that when significant strains are present, a slow-down in zones with high shear strain 

produces the evolution of ledges that collapse and evolve into Frank partial loops [111]. 

As mentioned previously, while CMD is very useful to get physical insight into the SPER 

process in confined regions, it is a very time-consuming technique that cannot be directly 

applied to the simulation of actual processing sizes and times. 

To overcome the limitations of non-lattice KMC models in a computationally 

efficient code, Martin-Bragado et al. developed a lattice KMC model that reproduces 

different planar SPER velocities and the formation of defects during regrowth [94,111-

113]. Stress information can be extracted from finite-element methods [111] and fed back 

and forth to the lattice KMC code. The model is based on the assumption that each atom 

in the amorphous phase needs to form two undistorted bonds with the crystal to be 

incorporated to the crystalline phase [106]. As it is shown in Fig. 7, this happens for all 

atoms at {100} oriented surfaces, but it requires the simultaneous recrystallization of two 

or three atoms for the {110} and {111} surfaces, respectively. Regrowth kinetics is 

modeled as a sequence of atomic recrystallization events, whose frequency is determined 

by a unique activation energy but with three different pre-exponential factors, 

characterizing the growth rates of {100}, {110} and {111} orientations. Thus, the 

anisotropy on the regrowth rate for the three basic planar orientations during SPER is 

simulated as well as the formation of twins on {111} planes, the slowed recrystallization 

near corners as a consequence of the shear strain, and the formation of dislocations where 

two recrystallization fronts meet [94,111,114]. 

 

Fig. 7. Atomistic configurations for {100}, {110} and {111} local recrystallizations. Si 

atoms in the crystalline phase are delimited by the dashed line. Sites to be occupied by 

atoms from the amorphous phase to induce a recrystallization event are indicated with 

dotted lines (from Ref. [113]). 
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CMD models 

In the case of conventional planar devices, SPER produces the complete regrowth 

of the amorphous region up to the Si surface, with good crystalline quality and high 

dopant activation level in the regrown layer [109,115,116]. However, in the case of 3D 

nanometric multigate devices, SPER is not as straightforward as in bulk Si [87,117-119]. 

In fact, experiments show that in narrow planar ultra-thin SOI devices, FinFETs and 

nanowires, regrowth is imperfect, line defects starting at the lateral interfaces are formed 

in the implanted regions, and polycrystalline material is nucleated beyond [87,120]. These 

regrowth features, which are more acute in narrower structures, are serious concerns 

because of the degradation of device performance and variability [88,121]. 

CMD simulations have reproduced the observed experimental behavior regarding 

the defected recrystallization of FinFET structures in Si [102], as shown in Fig. 8. Duffy 

and coworkers fabricated sub-20nm wide Si fin structures on (100) SOI wafers, patterned 

in the <110> direction [87]. After the implantation step, the fin body was fully 

amorphized and only the bottom portion remained crystalline (see Fig. 8(a)). During 

subsequent annealing, soon {111} stacking faults (twins) started forming at the sides. 

Beyond them, polycrystalline Si was generated (see Fig. 8(b)). Thus, despite the presence 

of a lattice template at the bottom of the fin, SPER was highly defected, which produced 

an increase of the on-resistance of the final device [88,121]. On the contrary, in bulk Si 

systems, where regrowth occurs perpendicular instead of parallel to the interfaces, 

recrystallization is almost perfect [109]. Figures 8(c) and 8(d) show the initial and final 

snapshots taken in a CMD simulation of the annealing of a 10 nm wide Si fin surrounded 

by amorphous material (crystal orientations are the same as in the previously described 

experiment) [102]. SPER proceeds from the bottom crystal seed but at the lateral 

interfaces crystallization is hindered. Meanwhile, the recrystallization front in the center 

of the fin advances in the <100> direction. The influence of the regrowth retardation due 

to the presence of lateral interfaces propagates diagonally, which makes the regrowth 

front to adopt the typical form of an arrow tip limited by {111} planes. Spontaneous 

nucleation of crystal grains with random orientations occurs in the amorphous region 

beyond such stacking faults, which produces polycrystalline Si as observed in Fig. 8(d). 
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Fig. 8. Transmission electron microscopy images of a sub-20 nm wide Si fin after (a) the 

implantation and (b) the subsequent rapid thermal annealing (from Ref. [87]). (c) Initial 

and (d) final snapshots from the CMD simulation of the annealing of a 10 nm wide fin 

(from Ref. [102]). 

CMD simulations show that defected regrowth is due, in the first place, to the 

slowing down of the recrystallization velocity in the vicinity of the a/c interfaces. This is 

basically due to the absence of a crystal template beyond such interfaces [102,122]. In the 

particular orientation of the fin body considered in the experiment by Duffy et al. [87], 

recrystallization fronts, retarded at the lateral interfaces but continuing in the fin body 

center, catch up with {111} planes. Regrowth along the <111> direction is slowest and 

shows frequent defects in the stacking sequence [106,123]. Due to the consequent 

recrystallization slow down, spontaneous nucleation of randomly oriented crystal grains 

in the amorphous region beyond the staking faults becomes the fastest regrowth 

mechanism, producing the formation of polycrystalline Si [124]. In planar devices, 

recrystallization is not hindered and crystal grains have not enough time for nucleating 

before full regrowth occurs. 

CMD simulation results can be used to suggest alternatives to improve SPER in 

multigate devices. One possibility consists of changing the fin orientation. Fig. 9 shows 

the initial and final snapshots taken from the CMD simulation of the annealing of a 10 

nm wide Si fin, now aligned along the <100> direction [102]. Recrystallization is 

improved with respect to the <110> oriented fin. This is because the influence of the 

lateral interface now propagates diagonally along {110} planes. SPER along the <110> 

direction is faster that in <111> and does not show defects in the stacking sequence so 

frequently [106,123]. 
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Fig. 9. Initial and final snapshots taken from the CMD annealing of a 10 nm wide fin 

structure aligned along the <100> direction (from Ref. [102]). 

Another alternative to improve SPER consists of leaving a crystalline seed in the 

middle of the fin (by selecting appropriate implant parameters in the experiment). Figure 

10 shows the initial and final snapshots taken from the CMD simulation of the annealing 

of a 10 nm wide Si fin aligned along the <110> direction, with a thin crystalline seed (just 

1 nm thick) in the middle of the fin body. In this case there are two recrystallization fronts, 

one advancing parallel to the lateral interfaces in the <100> direction and another one 

perpendicular to lateral interfaces in the <110> direction. Even though regrowth is again 

limited by {111} planes, recrystallization quality is significantly improved with respect 

to CMD simulations shown in Fig. 8. SPER is good even in the case that the thin 

crystalline seed in the middle of the fin is highly damaged (as it would be expected after 

the implantation step) [102]. 

SPER in nanowires is even more challenging than in the case of FinFET 

structures: while in the latter case the crystal phase is confined within the amorphous 

material in just one dimension, in the former case of nanowires it is confined in two. This 

fact hinders the correct SPER of the surrounding amorphous phase as several 

recrystallization fronts with different associated velocities interact and merge. CMD 

simulations show that SPER of nanowires renders more defective crystalline material 

when compared with the regrowth of fin structures with the same dimensions and 

orientations [102]. These CMD results are in striking good agreement with the in-situ 

experimental observation of the regrowth of nanowires [120]. 
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Fig. 10. Initial and final snapshots taken from a CMD annealing of a 10 nm wide fin 

structure aligned along the <110> direction with a 1 nm crystalline seed in the middle of 

the body (from Ref. [102]). 

 

4. Damage engineering by implant optimization 

The control of dynamic annealing during ion implantation is a promising strategy 

to minimize the concentration of EOR defects and facilitate their removal, or to prevent 

amorphization. This is especially challenging for FinFET devices due to the small volume 

involved in narrow fins, in which keeping the substrate crystallinity and a low defect 

density are critical issues. Damage engineering by the optimization of implant parameters 

requires a deep understanding of the physical mechanisms underlying damage 

accumulation and phase transformations, and especially of the role of implant conditions 

on dynamic annealing [54,92].  

Implant energy determines the projected range of the implanted ions, i.e. the 

region where most damage is generated and amorphization begins [125]. Because of the 

enhanced stability of large a-pockets compared to dilute damage, damage accumulation 
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is superlinear versus dose [126]. Once amorphization is reached, new cascades inside the 

amorphous region just move atoms already displaced from their lattice positions. More 

damage is added only when new cascades reach not-fully amorphous regions close to the 

continuous a-layer, which causes its widening. In self-amorphizing doping implants, dose 

and ion energy are selected to obtain the desired a-layer depth, or even several implants 

with different energies and doses are combined to ensure the formation of a continuous 

a-layer that extends to the surface, so that the excess defects contained inside the a-layer 

are swept towards the surface during SPER.  

To accurately reproduce the onset of amorphization and the evolution of the a-

layer thickness with dose, models should account for defect accumulation and the 

progressive reduction of channeling as the implanted region turns amorphous. BCA codes 

that consider the target material as crystalline [37] reproduce channeling during the 

implant and the formation of damage tails, while those that consider amorphous targets 

result in more abrupt damage profiles [53]. However, as damage accumulates, the new 

incoming ions see a target that is gradually transforming from crystalline to amorphous. 

To take into account such effect, advanced BCA simulators include the feedback of 

accumulated damage for the next cascades [40,42,127-130]. 

Figure 11 shows KMC simulation results of the evolution of the a-layer thickness 

with dose [131], compared with experimental data from Maszara et al. [132], for 150 keV 

Si implants at 82 K. There is an initial fast increase of the a/c interface depth with dose 

until a given depth is reached, and then, the increase is very slow. Since at this temperature 

dynamic annealing is negligible and most damage is stable, the observed saturation is 

caused by the spatial distribution of generated damage. A schematic of the evolution of 

the damage profile with dose is plotted in Fig. 12, in which for simplicity the substrate is 

considered to turn amorphous when damage exceeds a threshold value. For low doses the 

damage profile is similar to that in a crystalline substrate, showing the channeling tail 

with a smaller slope. As dose increases, more damage is added and a wider a-layer is 

formed. As a consequence of damage accumulation, channeling is progressively reduced, 

giving rise to a steeper profile. Once the damage profile is very abrupt, a dose increase 

scarcely modifies the position of the a/c interface. These results show that increasing the 

implant dose may result in a more abrupt a/c interface, but it is not an efficient way to 

widen the a-layer.  
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Fig. 11. A/c interface depth as a function of dose for a Si 150 keV 1.56×1012 cm-2s-1 

implant performed at 82 K. Solid symbols represent experimental data extracted from 

Ref. [132]. Open symbols and the line correspond to simulation results (from Ref. [131]). 

 

 

Fig. 12. Schematic of the evolution of the damage profile with dose. Rp and ΔRp represent 

the projected range and the lateral straggling of the implant, respectively. The dashed line 

shows the amorphization threshold, above which the substrate turns amorphous. The 

position of the a/c interface is indicated by small arrows.  

The critical dose required for amorphization depends on ion mass. As the ion mass 

increases amorphization is possible with lower doses. While amorphization in Si can be 

easily achieved with Sb at doses in the order of 1014 cm−2, doses of at least 1016 cm−2 are 

needed to form a continuous a-layer with B ions at room temperature [133]. Differences 

do not only come from the amount of generated defects, but mostly because the 
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morphology of damage strongly influences its dynamic anneal. The improved BCA 

model developed by Santos et al. (see Section 2) reproduces the amount and morphology 

of generated damage at atomic level by encompassing both the ballistic and the thermal 

damage generation regimes, characteristic of light and heavy ions, respectively [65,66]. 

The influence of morphology on damage stability is naturally captured by the 

amorphization model based on the IV pair, due to the local characterization of the 

disordered atoms (as shown in Fig. 6).  

To illustrate the role of ion mass on dynamic anneal we show in Fig. 13 the 

damage evolution at room temperature for 100 cascades of low energy B and As implants 

from KMC simulations in which amorphization is envisioned as the accumulation of IV 

pairs [104]. While most generated damage by the B implant has not survived dynamic 

annealing, the larger mass of As results in larger and denser cascades which increase 

damage resistance to anneal (IV pairs are more stable as they have more neighboring IV 

pairs). For preamorphizing implants, the use of heavy ions such as Ge or Xe allows to 

form deeper a-layers with lower doses. N-type dopants (As) are usually self-amorphizing, 

while for p-type doping (B) molecular ions, such as BF2 or octodecaborane, can be used 

instead of monatomic B to promote self-amorphization and at the same time to achieve 

higher dose rates improving the throughput of implant tools [134,135]. 

 

Fig. 13. Damage accumulation during 100 cascades of low energy B and As implants at 

room temperature from KMC simulations. IV pairs are shown as green dots, while Si 

interstitials and vacancies correspond to red and blue dots, respectively. 
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The dose rate also affects the accumulation of damage by modifying the time of 

the dynamic anneal. This parameter specifies the temporal separation of implant cascades. 

If the dose rate is low, generated damage may have enough time to anneal out before the 

next cascade arrives into the same region. When the dose rate is high, damage generated 

by a cascade may overlap with damage from previous cascades favoring the formation of 

more stable defect structures which can accumulate [89,136]. We show in Fig. 14 

experimental and KMC simulation results including the a-layer depth and the amount of 

residual damage after regrowth, for different dose rates [131]. As it can be seen, as the 

dose rate increases a wider a-layer is formed and the amount of residual damage is 

reduced. It must be noted that different implant architectures in commercial implanters 

may exhibit disparities in ion beam parameters which could affect process results 

[137,138]. Advanced KMC models take into account the specific time-structure of the 

beam of implant tools, since assuming an average dose rate does not capture all of the 

physics and may lead to incorrect results [139].  

 

Fig. 14. Influence of the dose rate on the a/c interface depth and residual damage. 8×1014 

cm-2 12 keV Si was implanted at 293 K at dose rates ranging from 2.48×1011 to 8.27×1012 

cm-2s-1. Squares and triangles represent experimental (from Ref. [140]) and simulated a/c 

interface depths, respectively. Residual damage obtained in simulations is plotted as 

diamonds. 

Wafer temperature may significantly rise during the implant process, especially 

for high doses and dose rates, if heat is not appropriately dissipated [141]. Precise control 

of wafer temperature during the implant is essential to limit device variability and it is 
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also one of the main damage engineering strategies used nowadays [142-145]. Low 

implant temperatures are used to reduce EOR damage through the formation of a thicker 

a-layer that is cured during SPER. In this sense, cryogenic implants (-100°C) have been 

proved to reduce sheet resistance and threshold voltage variability [142-144].  

The problems associated to the imperfect regrowth of fully-amorphized thin films 

[87,102] can be avoided by rising the substrate temperature during the implant, so that 

amorphization is prevented and the crystal integrity of the wafer is maintained. The so-

called heated, raised or hot ion implantation is performed at an elevated temperature to 

enhance dynamic annealing avoiding damage accumulation. Hot ion implantation has 

been widely studied in the past [146] and has been applied for the source/drain (S/D) 

extension formation of Si-channel CMOS FinFETs [147-149]. Recently, hot ion 

implantation has been proved to enhance the performance of SOI CMOS FinFETs, 

resulting in better on/off characteristics and lower threshold voltage variability [150].  

For a given implant condition there is a critical temperature above which 

amorphization is avoided. The critical temperature depends mainly on the ion mass and 

the dose rate [151,152], as it is shown in our KMC simulation results of Si and Ge 

implants reported in Fig. 15. Higher temperatures are required to prevent amorphization 

for Ge implants due to its larger mass.  

 

Fig. 15. Simulated amorphous fraction versus implant temperature and dose rate. 

Amorphization is prevented above a given critical temperature value. 

KMC simulations can be used to predict the depth of the a-layer resulting from 

hot implants as a function of temperature, and the amount of residual damage remaining 

after recrystallization [153]. Results plotted in Fig. 16 indicate that a large amount of 
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excess Si interstitials remains in EOR defects as the a/c interface depth is reduced. For 

temperatures high enough to prevent amorphization, intense dynamic anneal during 

implant can reduce the number of residual Si self-interstitials, but a larger number of self-

interstitial hops at high temperatures (see Fig. 17), mostly during implant, implies 

significant dopant diffusion [154]. 

 

Fig. 16. Simulated a/c interface depth and EOR damage versus implant temperature for 

5 keV 1015 cm-2 As implants. A reduced a/c interface depth may result in more residual 

defects (from Ref. [153]). 

 

Fig. 17. Simulated Si interstitial hops versus implant temperature, during 5 keV 1015 cm-2 

As implants and rapid thermal annealing at 1050°C. More interstitial hops mean more 

diffusion (from Ref. [153]). 
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5. Doping issues in FinFET devices: a challenge in 3D 

The development of 3D device architectures such as FinFETs has supposed a 

challenge for doping processes because high dopant concentrations along with uniform 

and conformal doping conditions are required. This has also increased the complexity of 

the characterization techniques used to assess the suitability of the created dopant profiles 

[23]. Thus, computer simulations become a good alternative to evaluate dopant 

incorporation, distribution and electrical activation in such devices. The particular 

geometry along with the reduced dimensions make atomistic simulations very appropriate 

to address doping requirements on FinFETs. In this section we illustrate how detailed 

models are able to provide insight into the issues associated to these devices. 

 

Fig. 18. (a) Schematic of a FinFET device with fin dimensions H (height) and W (width), 

where xy and xz planes are indicated to clarify cross sectional views that will be 

considered during this section. (b) Schematic of the dual quadrant implant procedure to 

incorporate dopants thorough the fin. 

A schematic of a FinFET device is shown in Fig. 18. To achieve a good control 

of short channel effects (SCE) and off-state leakage currents, the fin width of FinFET 

devices must be narrow [155,156], but the parasitic S/D resistance increases as the fin 

width is scaled down [88,157]. This challenge to optimize FinFET performance is 

complicated by the difficulties to dope the fin due to its vertical structure. Classical 

standard doping techniques like ion implantation may not be suitable for FinFET devices 

because of the 3D geometry. Several solutions to incorporate dopants in the fin are being 

explored such as tilted ion implantation [23,153,158], plasma doping [159-162] or vapor 

phase doping [163]. Among them, tilted ion implantation remains a strong candidate to 

introduce dopants into the fin, as it is a conventional and well established technique, 
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although it suffers from specific issues that arise from the particular geometry of these 

devices. Figure 18(b) shows a schematic of the dual quadrant implant procedure typically 

used to dope the S/D regions, i.e. implantation from the left side and from the right side 

of the fin structure. Alternatively, plasma doping has gained interest due to the higher 

levels of conformality of fin doping and the lower levels of damage in the fin that can be 

achieved when compared to ion implantation, although it is also quite challenging due to 

secondary effects (sputtering/erosion, traps generation, etc.) that need to be addressed 

[19,161,162]. 

Dopant incorporation efficiency 

One of the main challenges is the efficient dopant incorporation into these vertical 

structures, as it directly affects the parasitic resistance RSD that defines the dynamic 

performance of FinFETs (high RSD values may limit the maximum drive current) 

[158,164]. This resistance is controlled by the geometry of the fin and the carrier 

concentration (determined by electrically active dopants) in the fin. As fins must be 

narrow in order to control SCE, reduction of fin resistance in the S/D region becomes 

critical, thus high-dose implants into the sidewalls of the fin are required. For ion 

implanted extensions the issue is greatly aggravated by the small tilt implant angle α 

required to avoid resist shadowing with dense fin pitches. The fin height-to-spacing ratio 

and the resist height determine the maximum implant angle so that the ion beam hits the 

foot of each fin, as illustrated in Fig. 19(a). Note that the tilt implant angle for the top 

surface implant is α whereas the angle of incidence to the sidewall surface is 90°-α. 

 

Fig. 19. (a) Schematic of the implant in dense fin array structures to illustrate the angle 

limitation. (b) Schematic of the different mechanisms of ion loss in a narrow fin structure. 
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Simulations allow the identification and quantification of the different sources of 

dopant loss during ion implantation. Using the BCA code MARLOWE [37], integrated 

in the atomistic KMC simulator DADOS [27], it is possible to evaluate the dopant 

incorporation efficiency in the fin under different conditions of tilt implant angle α, ion 

mass and implant energy. This simulation scheme also offers the advantage that the 3D 

nature of FinFETs is easily reproduced. As a first approximation to study dopant 

incorporation issues, dopant retention and loss were evaluated for implantation only into 

a lateral sidewall [165]. The schematic of the different mechanisms of dopant loss for 

sidewall implantation are shown in Fig. 19(b), which include backscattering during ion 

implantation (same side) and ion trajectories escaping from fin dimensions (opposite side, 

top and bottom).  Figure 20 plots the percentage of ions retained in the fin and the 

percentage of dopant loss through all the different mechanisms shown in Fig. 19(b) for B 

and As implants, 10° and 45° tilted, into 10 nm wide fins at different implant energies. 

As it can be observed, main contributions to dose loss are backscattered ions (same side) 

and ion trajectories larger than the narrow fin width (opposite side). Simulations indicate 

that dose loss strongly increases as implant tilt angle decreases, mostly due to the increase 

of the amount of ions that are backscattered. Thus, for 10° implants (80° implants to the 

sidewall) only a small fraction of ions are incorporated into the fin mostly due to strong 

dose loss through backscattered ions at highly oblique angle of incidence to the sidewall. 

At 45°, the amount of retained dose is significantly higher than for 10° implants as 

backscattering is greatly reduced. However, in narrow fins, a significant fraction of ions 

could also be lost because ion trajectories may escape from the fin, being this loss more 

significant in the opposite sidewall. This effect increases as the implant energy does, and 

it is more relevant for high tilt implant angles (lower incident angles to the sidewall). 

Finally, for a given implant angle and energy, heavier ions achieve higher levels of 

retained dopants since heavier ions penetrate deeper in the sample (less backscattering). 

A similar study could be done for top implantation although the loss of dopants is less 

significant as backscattering is minimized due to the small incident implant angles 

required to avoid shadowing. 

Figure 21(a) summarizes the dependence of dopant retention on implant 

conditions, as predicted by BCA calculations [153]. The incorporation of dopants in the 

sidewall of the fin improves as tilt implant angle increases (due to the reduction of 

backscattering), but high implant angles are not allowed in dense fin arrays. For low tilt 
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angles, medium energy implants achieve better levels of dopant incorporation. However, 

as the tilt implant angle increases, the use of medium implant energies results in dopant 

loss due to ions that escape from fin in narrow structures. Finally, heavier ions are 

generally better for dose retention. The inefficient dopant incorporation can be 

compensated with an increase in the implant dose. However, erosion caused by sputtering 

effects has to be taken into account as well. The simulated sputtering yield (target atoms 

extracted from a perfect Si surface per implanted ion) versus implant angle for B and As 

implants is plotted in Fig. 21(b). Sputtering (and therefore target erosion) is quite 

significant for small implant angles and heavy ions, while for light ions the effect is weak. 

 

Fig. 20. Percentage of ions implanted and quantification of the different sources of dopant 

loss for B implants (left) and As implants (right) into 10 nm wide fins at tilt implant angles 

of 10° and 45° (angles of incidence to the sidewall of the fin of 80 and 45°, respectively) 

for low and medium implant energies (from Ref. [165]).  

 

Fig. 21. (a) Simulated B and As sidewall dose retention versus angle in a 10 nm wide fin 

for low and medium energy implants. Small angle variations cause large changes in 

retention for small angles. (b) Sputtering yield versus implant angle for low and medium 

energy B and As implants. High energy heavy ions cause significant sputtering when they 

hit with a small angle (highly oblique to the sidewall) (from Ref. [153]). 

0
10
20
30
40
50
60
70
80
90

100

10º 45º 10º 45º

Io
ns

 im
pl

an
te

d 
(%

)

Lost: same side Lost: opposite side
Lost: top Lost: bottom
Retained

B 0.5 keV B 2 keV

0
10
20
30
40
50
60
70
80
90

100

10º 45º 10º 45º

Io
ns

 im
pl

an
te

d 
(%

)

Lost: same side Lost: opposite side
Lost: top Lost: bottom
Retained

As 2 keV As 8 keV



30 
 

The experimental verification of the inefficient incorporation of dopants into the 

sidewalls for high incident angles and its dependence on implanted ion mass was later 

confirmed by secondary ion mass spectroscopy (SIMS) analysis performed in blanket 

wafers combined with SRIM code simulations reported by Duffy et al. [166]. These 

authors also demonstrated by device electrical simulations that both drive current and 

SCE control are very sensitive to sidewall dopant concentration. SIMS measurements 

[153] and Atom Probe Tomography (APT) data [167] for ion implanted fin structures also 

revealed more efficient dopant incorporation in the top compared to sidewalls due to 

complementary incident angles (see Fig. 18(b)), which complicates doping conformality 

as discussed in the next sub-section. As an example, Fig. 22(a) shows B concentration as 

a function of depth from a SIMS analysis of a 200 nm tall fin array implanted with BF2 

at different tilt angles (10° and 45°) and energies (medium and low) to a dose of 

8×1014 cm-2. The first dopant concentration peak is related to the top surface of the fin, 

whereas the plateau in the SIMS profile (around 30–200 nm) corresponds to the total 

sidewall concentration (i.e. both sidewalls of the fin). These experiments corroborate the 

inefficient dopant incorporation for low-energy low-tilt implants. In addition, the loss of 

dopants when using higher implant energies for 45° tilted implants in narrow fins has 

been experimentally confirmed by the increase in the resistance of the fins as implant 

energy is increased [88,153], as it is shown in Fig. 22(b).  

 

Fig. 22. (a) Apparent B concentrations obtained with SIMS analysis through a fin array. 

The plateau indicates sidewall doping. Low-energy low-tilt implants produce poor dose 

retention. (b) Experimental fin resistance (Rfin) versus fin width (Wfin) determined from a 

resistor experiment. High implant energies at 45° tilt implants significantly increase fin 

resistance which evidences poor dopant incorporation (from Ref. [153]). 
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In conclusion, the optimization of dopant profiles in fin devices implies a careful 

choice of tilt angle (as close to 45° as possible but avoiding shadowing), implant energy 

(to introduce dopants into the sidewalls but without losing ions through the opposite side 

of the fin) and implant dose (to compensate for inefficient dopant incorporation, but 

avoiding significant target erosion). 

Doping conformality  

Another challenge that concerns dopant incorporation in fin structures is the 

conformality of the dopant distribution in the fin, i.e. the need to have similar doping 

characteristics throughout the fin region (top and sidewalls). Conformality affects the 

resistance of the S/D regions since the total resistance in a region with a conformal profile 

would be smaller than that corresponding to a region with a non-conformal profile [168]. 

In addition, the loss of conformality leads to differences in turn-on behavior and current 

flow on the top and sidewalls of the fin [164] and increased gate-induced drain leakage 

currents (a major source of off-state leakage in FinFETs) [161,169]. 

The use of ion implantation complicates conformality of the dopant distribution 

in the fin as expected from the tilt angle limitations previously mentioned to avoid 

shadowing in closely spaced fins. Due to trigonometrical considerations, the dose 

irradiated in the sidewalls is a factor of tan(α) with respect to the dose in the fin top [164]. 

Moreover, when using an implantation process with a tilt angle different from zero to 

dope both sidewalls of the fin (using the dual quadrant implant procedure shown in Fig. 

18(b)), the sides of the fin are implanted with a single dose value whereas the top of the 

fin is implanted with a double dose value. In addition, as shown in Fig. 20, backscattering 

effects may also affect dopant conformality since the top and sidewalls of the fin are 

implanted with complementary angles. As an example, in Fig. 23 the KMC simulated 

dopant concentrations obtained for B implants with (a) 0.5 keV 1015 cm-2 at 10°, (b) 2 

keV 1015 cm-2 at 10°, (c) 0.5 keV 5x1015 cm-2 at 10°, and (d) 0.5 keV 1015 cm-2 at 45°, in 

10 nm wide fins, are shown (projected in a xy cross section of the fin as schematized in 

Fig. 18(a)). Note that in these simulations not only the sidewall but also the top implant 

is considered, from both sides of the fin (as in the scheme of Fig. 18(b)). For 10° implants, 

both conformality of the dopant distribution throughout the fin and the concentration of 

dopants incorporated into the sidewalls of the fin are poor. The geometrical factor alone 

already decreases the irradiated dose on the sidewalls in a factor of ½tan(10°) ≈ 0.08 of 
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the irradiated dose at the top surface, which complicates conformality. In addition, the 

inefficient dopant incorporation in the sidewalls (80° implant angle) due to backscattering 

also favors the non-conformal doping profile in the fin. The ion loss is more pronounced 

for 0.5 keV (90% of the incident ions are backscattered and only 10% retained) than for 

2 keV (30% of the incident ions are retained, 65% are backscattered, and there is an 

additional effect of about 5% of the ions that are lost because their trajectories escape 

from the fin). Increasing the implant dose at 0.5 keV from 1015 to 5×1015 cm-2 results in 

higher dopant concentrations but the poor level of conformality is maintained. For 45° 

implants, the conformality and the dopant incorporation are best since tan(45°)=1 and 

about 60% of incident ions are retained. The irradiated dose on the sidewalls is now a 

factor of 0.5 of the irradiated dose at the top surface. 

 

Fig. 23. 2D cross-section for dopant concentration in a 10 nm wide fin implanted with B 

at (a) 0.5 keV, 1015 cm-2, 10°; (b) 2 keV, 1015 cm-2, 10°; (c) 0.5 keV, 5x1015 cm-2, 10°; 

and (d) 0.5 keV, 1015 cm-2, 45°. A highly non-conformal dopant profile is obtained for 

10° implants (from Ref. [170]). 

These simulation results are similar to those reported by Kambham et al. by APT 

measurements [23,167]. Figure 24 provides a comparison between the sidewall and top 

doping profiles obtained for a 200 nm tall fin array BF2 implanted at 5 keV, 8×1014 cm-2, 

with two different tilt angles (10° and 45°). In the case of the 10° implantation, dopants 

are shallower and significantly reduced in concentration for sidewall compared to top 

implant, showing a high non-conformality. For the 45° tilt implantation dopants are 

deeper, and the top dopant concentration is around twice when compared to the sidewall 

dopant concentration. 
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Fig. 24. Comparison between top and sidewall profiles for 10° and 45° implants as 

extracted from APT measurements (from Ref. [167]). 

Similar trends have been observed by 2D scanning spreading resistance 

microscopy (SSRM) measurements (for the same experimental conditions) which provide 

2D quantitative carrier profiles. This parameter is more relevant in terms of the evaluation 

of parasitic resistance than the dopant concentration, since it is the electrical behavior of 

dopants which determines RSD. In order to improve electrical activation of dopants, a 

900°C annealing was performed to dissolve formed boron-interstitial clusters (BICs), 

known to be responsible for B deactivation [171,172].  Again a clearly worst level of 

conformality of electrically active dopants is observed in the 10° implantation case 

compared to the 45° implantation case, as it is shown in Fig. 25. This behavior is also 

reproduced by atomistic KMC simulations. As an example, in Fig. 26 we show cross 

sections of both (a,c) crystalline or (b,d) preamorphized Si fins implanted with B ions 

with (a,b) 10° and (c,d) 45° tilted implants (1 keV, 8×1014 cm-2) and followed by a spike 

anneal at 1050°C to electrically activate dopants. As it occurred in conventional planar 

devices, higher levels of dopant activation can be achieved using preamorphizing 

implants [173]. As revealed by experiments, simulations evidence a significantly higher 

conformal distribution for electrically active B atoms in the 45° implantation case 

compared to the 10° implantation case. It is worthy to note that a proper modeling of the 

phenomenon of boron-interstitial clustering is required in order to accurately predict the 
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concentration of electrically active B atoms. As discussed in a previous work, this 

becomes a difficult task as high B concentrations are concerned in aggressively scaled 

devices [171,172]. Experiments that involve high B concentrations in both crystalline Si 

[174,175] and preamorphized Si [176,177] revealed the formation of BICs larger and 

more stable than expected from classical BICs models. In order to be able to reproduce 

these observations, the model for BICs was improved and its validity was demonstrated 

for low and high B concentration regimes in crystalline or preamorphized Si [171,172]. 

Results show that, at low and medium B concentrations (> 1020 cm-3), classical models 

for BICs are capable of reproducing experimental data on B clustering and dissolution 

(thus correctly predicting B electrical activation). However, at higher B concentrations a 

fraction of small BICs evolve into larger configurations (experimentally visible by high 

resolution transmission electron microscopy) which can be very stable in preamorphized 

Si when low Si interstitial supersaturation levels exist. The formation of these highly 

stable BICs complicates their dissolution, thus slowing down B electrical activation.  

 

Fig. 25. 2D SSRM map of active carrier concentration of BF2 implanted fin at 10° and 

45° implant angles and annealed at 900°C (from Ref. [178]). A higher level of 

conformality is obtained for a 45° tilted implant. 
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Fig. 26. Simulated electrically active B concentration in (a,c) crystalline or (b,d) 

preamorphized Si fins implanted with B ions with (a,b) 10° and (c,d) 45° tilt angles (1 

keV, 8x1014 cm-2) and spike annealed at 1050°C. Higher level of conformality for active 

dopants is obtained for 45° tilted implants in both crystalline and preamorphized Si. 

Thermal budget required for dopant activation as well as for defect removal also 

enhances dopant diffusion. In classical planar devices the minimization of sheet resistance 

along with the good SCE control requirements implied a trade-off between high dopant 

activation (degraded by the formation of dopant-defect clusters such as BICs) and 

minimal junction depth (degraded by dopant diffusion) [179]. However, in a FinFET 

device the situation is quite different. The S/D extension junction depth is controlled by 

the small dimensions of the fin. Concerning the S/D implants, in SOI FinFETs the vertical 

junction depth is no longer a relevant parameter (as it is rather set by the Si thickness) and 

only the lateral profile characteristics are relevant [23]. In fact, the lateral diffusion of the 

dopants into the channel under the gate (gate overlap) is an important parameter that 

affects the final device performance [160]. This lateral diffusion has been also analyzed 

by KMC simulations in Fig. 27. For this purpose, several B implants with the same 
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conditions as in Fig. 23 were performed and followed by a thermal annealing process. In 

this case B concentrations in a xz cross section (dashed slice in the scheme shown in Fig. 

18(a)) were evaluated, providing a lateral view of dopants as-implanted and after a 

1100°C spike anneal step. Simulations show that dopants diffuse during annealing, 

penetrating from the S/D region into the channel for all implant conditions. It also clearly 

evidences that under-diffusion varies along the height of the fin, especially for the 10° 

tilted implants. Thus, a higher lateral diffusion is obtained in the top of the fin compared 

to the bottom of the fin (due to the higher concentration of dopants in the top compared 

to sidewalls). This effect is more pronounced for low angle tilt implants due to the high 

non-conformality of dopants observed in Fig. 23. Similar behavior for lateral diffusion 

was later confirmed by 3D APT measurements performed by Vandervorst et al. [23] in 

As plasma-doped fins, as it is illustrated in Fig. 28. The authors observed lateral diffusion 

of dopants into the channel under the gate which is enhanced at the top of the fin. They 

attributed this enhancement to the non-conformal doping used in their measurements 

causing higher dopant incorporation in the top of the fin and thus leading to more lateral 

diffusion. 

 

Fig. 27. Lateral view of the B concentration in a FinFET implanted with B at (a) 0.5 keV, 

1015 cm-2, 10°; (b) 2 keV, 1015 cm-2, 10°; (c) 0.5 keV, 5x1015 cm-2, 10°; and (d) 0.5 keV, 

1015 cm-2, 45°; as implanted (left) and after a 1100°C spike anneal (right) (from Ref. 

[170]).  
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Fig. 28. 3D doping profile obtained with APT for As plasma doping and diffusion from 

the S/D region to the gate (from Ref. [23]). Slice taken along the direction indicated in 

the insert.  

As an alternative to beam directed ion implantation, isotropic doping techniques 

like plasma-immersion doping (PLAD) [180] and improved self-regulatory plasma 

doping [159] can be used to obtain conformal profiles throughout the fin. High levels of 

conformality have been obtained for p-type doping of Si fins [159,181]. Nevertheless, 

conformal doping is more difficult for n-type doping. This is due to the low adsorption 

efficiency of n-type dopants on Si surfaces that results in poor incorporation of As or P 

on the fin sidewalls [18,19,160,162,180]. Dopants located at the fin surface are then 

vulnerable to subsequent resist strip and etching processes (i.e. dopant losses for As doped 

fins from 75% [180] to a recently improved value of around 25% after the strip process 

have been reported [162]). To avoid dopant loss after the strip process, recent studies 

considered the use of a rapid thermal annealing (RTA) after plasma doping in order to 

drive the dopants inside the fin (in-diffusion) and electrically activate them [18,19]. As 

an example, Fig. 29(a) displays a SSRM image of a plasma As doped fin RTA annealed 

at 1050°C, showing good doping conformality along the top and sidewalls of the fin 

[161]. Additionally, plasma doped Si lattice becomes less damaged compared to ion 

implanted Si lattice [161]. As discussed in Section 3, ion implantation induces poor 

recrystallization in narrow fins leading to defect formation, which is avoided by plasma 

doping (see Fig. 29(b) and (c)). Nevertheless, although the use of RTA reduces dopant 

loss, dopant deactivation and pile-up/segregation at trap sites at the interface layers (thus 
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affecting RSD) as well as significant gate overlap (thus degrading SCE) were observed due 

to the increased thermal budget [18]. More recently, Lee et al. have considered the 

deposition of an oxide buffer layer prior to plasma doping instead of RTA, achieving 

about 76% of the As doped concentration retained in the Si fin after the strip process and 

even after ashing [162]. Nevertheless, although recent works on plasma doping in 

FinFETs are promising in terms of dopant incorporation and conformality, this technique 

is still quite challenging. Its implementation is compromised by concurrent artifacts, 

sputter erosion being the most important one, especially for narrow fins. In fact, a trade-

off exists between conformal doping and fin erosion [19]. This may lead to significant fin 

deformation (especially at corners) and it also complicates dopant incorporation, thus 

degrading device characteristics. Recently, trap generation on the surface of the fin has 

also been reported, which aggravates both on- and off-state characteristics [162]. 

 

Fig. 29. (a) SSRM image of conformal plasma doped fin; Cross-sectional transmission 

electron microscopy images of fins doped by (b) ion implantation and (c) plasma doping 

(from Ref. [161]). 

In addition, modeling plasma doping is extremely difficult since this process is 

inherently a balance of several mechanisms including implantation, deposition, knock-in 

and surface sputtering/etching [180,182-185]. The competition and balance among all 

these concurrent processes can be optimized by varying the large amount of plasma 

doping parameters such as energy, dose, power, bias pulsing, pressure and gas dilution 

ratios, in order to obtain the desired dopant profile characteristics [180]. Several factors 

determine the doping profiles resulting from plasma doping, including plasma chemistry, 

deposition and etching characteristics, and energy distribution in the collisional plasma 

(b)(a) (c)
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[186]. Thus, a challenging objective could be the mapping of all the concurring 

phenomena in a reliable computational tool for the plasma doping simulation. Recently, 

some advances on plasma doping modeling have been obtained and applied to the 

simulation of dopant profiles in 3D devices [184,185]. Burenkov et al. analyzed dopant 

profiles in FinFETs by using the Monte Carlo PLAD model implemented in the Synopsis 

SENTAURUS process simulator [24,185], which is particularly focused on the prediction 

of ion penetration. In that simulation code, the PLAD process is modeled as a simple 

combination of conformal and directed implantation. Instead of launching all ions from 

above the device, as in beam-directed ion implantation, a fraction of ions is launched 

along the device surface by considering particular energy and angle distributions. 

However, as stated by La Magna et al., this approach takes into account only a limited 

part of the phenomena occurring during the plasma doping process, neglecting the role of 

neutrals adsorption, ion beam surface modifications (due to deposition and/or erosion) 

and the proper angular distribution of the plasma components [184]. These authors 

proposed a more sophisticated model which is able to predict fin erosion during plasma 

doping. Nevertheless, although the mapping of the different events is more complete in 

their implementation, La Magna and coworkers mentioned that further advancements are 

still needed for the parameter calibration and for the reliable coupling with the generic 

plasma conditions. 

 

6. Conclusions 

We have overviewed the pathway of physics-based modeling improvement 

through a multi-scale scheme where several techniques are combined to gain fundamental 

understanding that can guide the technology. Models have been improved to capture 

physical mechanisms in more detail as a response to the accuracy requested in modern 

process and device modeling. The demanding requirements for next generation Si 

integrated circuits have not only imposed the change from the traditional 2D planar FETs 

to 3D multigate MOS devices, but also a critical control of process parameters to limit 

device variability. In this scenario of complex geometry devices in the nanoscale where 

accurate process description is needed, atomistic methods become the most appropriate 

strategy to simulate even full-size structures. We have focused on the evolution of ion 

implantation and damage models to comply with the request of process technology. We 

have illustrated the role of implant parameters to minimize residual damage and we have 
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addressed doping issues that arise in FinFETs, where atomistic simulation becomes an 

essential tool to complement the complex characterization techniques needed for device 

optimization. 

Although detailed implant, defect and dopant models have been formulated to 

satisfy the demands of the fast evolving CMOS Si technology, other fields of the 

semiconductor industry such as solar cells, image sensors, and power devices also benefit 

from these developments. Even other areas of application such as devices exposed to 

radiation (nuclear detectors, or devices in space) take advantage of the improved 

understanding of irradiation cascades and damage cure. 
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