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Abstract. An in-depth analysis of nonautonomous bifurcations of saddle-
node type for scalar differential equations x′ = −x2 + q(t)x + p(t), where

q : R→ R and p : R→ R are bounded and uniformly continuous, is fundamental

to explain the absence or occurrence of rate-induced tipping for the differential
equation y′ = (y − (2/π) arctan(ct))2 + p(t) as the rate c varies on [0,∞). A

classical attractor-repeller pair, whose existence for c = 0 is assumed, may

persist for any c > 0, or disappear for a certain critical rate c = c0, giving rise
to rate-induced tipping. A suitable example demonstrates that this tipping

phenomenon may be reversible.

1. Introduction

Complex systems are ubiquitous in nature and society, and are known to ex-
hibit abrupt, large and irreversible transitions in their behaviour, as a consequence
of relatively small changes in parameters describing external conditions. These
often unexpected changes are commonly referred to as tipping points (or critical
transitions), and they have been reported by applied scientists in various contexts,
including epileptic seizures, ecology, earthquakes, and climate (see Scheffer [25]).
Recent interdisciplinary research efforts have stimulated the foundation of a math-
ematical theory for the occurrence of tipping points. It is now understood (see
Ashwin, Wieczorek, Vitolo and Cox [6]) that there are three different mechanisms
of tipping: bifurcation tipping, which can be explained using classical bifurcation
theory; noise tipping, which involves a transition from one to another attractor due
to noisy fluctuations; and rate-induced tipping, which involves a fast change in the
parameters, so that tracking of an attractor is no longer possible.

Rate-induced tipping can be seen as a special type of a nonautonomous bifur-
cation, which manifests itself on a finite time interval, on which the parameters
change significantly and non-adiabatically. Recently, a framework has been devel-
oped that allows the analysis of this type of finite-time bifurcation using asymptotic
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theory (see Ashwin, Perryman and Wieczorek [5]), by using an appropriate nonau-
tonomous transition between two different autonomous systems that represent the
past and the future of the model. While the nonautonomous transition between
the past and future systems is defined on an infinite time interval, its speed on
a finite time interval, given by a so-called rate, is crucial for the dynamics of the
system, which may drastically change as the rate varies, giving rise to rate-induced
tipping. The infinite-time analysis involves a local pullback attractor, which repre-
sents the behavior in the past, and the tipping takes place when the future behavior
of the pullback attractor changes under variation of the rate. This change of the
forward limit of the pullback attractor can be linked to a collision of the pullback
attractor with an unstable object belonging to the future system, and such a col-
lision has been explored analytically and numerically in several contexts so far, in
one-dimensional systems (as in [5]), higher-dimensional systems (as in Alkhayoun
and Ashwin [1], Wieczorek, Xie and Jones [29], and Xie [30]), set-valued dynamical
systems (as in Carigi [7]), and random dynamical systems (as in Hartl [13]).

In this paper, we investigate rate-induced tipping in a situation where not only
the transition between the past and future systems is nonautonomous, but also both
past and future system are nonautonomous. Since, in general, nonautonomous dif-
ferential equations have no constant or periodic solutions, the local and global
dynamics can be very complicated. We work under the fundamental assumption
that the past and the future systems are described by quadratic concave differen-
tial equations whose global dynamics are governed by the presence of a classical
attractor-repeller pair. Although our results can be adapted to more general situ-
ations, in order to increase clarity, we focus on differential equations of the form

y′ = −
(
y − 2

π
arctan(ct)

)2

+ p(t) , (1.1)

where p : R→ R is a bounded and uniformly continuous function, and c ≥ 0. Due
to the asymptotic behavior of arctan(ct) for c > 0, the differential equation (1.1)
models a transition from the past equation

y′ = −(y + 1)2 + p(t) (1.2)

to the future equation

y′ = −(y − 1)2 + p(t) , (1.3)

and the speed of this transition is given by the rate c > 0: small values of c describe
a slow transition, while for large values of c, a large part of the transition from (1.2)
to (1.3) takes place rapidly on a small interval around t = 0.

Under the aforementioned assumption that the past and future equation have a
classical attractor-repeller pair, we show the following:

• For small c > 0, the differential equation (1.1) also has a classical attractor-
repeller pair, which connects forward and backward in time to the attractor-
repeller pairs of (1.2) and (1.3). This means that the unique attractor of
(1.1) converges to the attractors of the limiting equations (1.2) and (1.3)
in the limits t→ −∞ and t→∞, respectively, and the same holds for the
unique repeller of (1.1).

• For certain functions p, rate-induced tipping can not occur, which means
that the aforementioned connection of the attractor-repeller pairs holds for
every c > 0.
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• There exist functions p for which the connection between the attractor-
repeller pairs breaks up at a certain rate c = c0 > 0, giving rise to a rate-
induced tipping point. In these cases, the attractor-repeller pair for (1.1)
collides in the sense that the distance between the attractor and the repeller
goes to zero in the limit c→ c−0 , and for c = c0, a unique bounded solution
exists that is both a local pullback attractor and a local pullback repeller,
meaning that it is attractive in the past and repulsive in the future. This
follows from the fact that this unique bounded solution connects backward
in time to the attractor of the past equation (1.2) and forward in time to
the repeller of the future equation (1.3). So while for c < c0, there were two
connections (from attractor to attractor, and from repeller to repeller), at
c = c0, there is only one connection, from the attractor in the past to the
repeller in the future. If c is increased further beyond c0, one may observe a
complete lack of connections, which comes from the fact that there do not
exist any bounded solutions. However, there will always exist a solution
that is a pullback attractor and a solution that is a pullback repeller, but
these solutions will not be defined for all times.
• The point c0 may not be unique, since it it possible that there exists another

tipping rate c1 > c0 such that (1.1) has again an attractor-repeller pair for
certain c > c1. This means that rate-induced tipping can be reversible,
with the occurrence of intervals in the c-space for which the connections
between the attractor-repeller pairs persist.

Apart from the theoretical analysis, we have also conducted numerical studies
that completed our understanding of the tipping phenomena described above. In
particular, we show by means of an example that rate-induced tipping can be
reversed, as mentioned above.

This paper is organized as follows. The short Section 2 contains basic definitions
for nonautonomous differential equations and flows. Section 3 is mainly devoted
to the analysis of the concave quadratic scalar equation x′ = −x2 + q(t)x + p(t),
whose dynamical possibilities play a fundamental role in our results on rate-induced
tipping. In particular, we show that the existence of two hyperbolic solutions is
equivalent to the existence of two bounded and uniformly separated solutions, and
we provide a global description of the dynamics in this case. In Section 4, we
come back to the differential equation (1.1), in order to obtain the results described
above. We also present our numerical observations and illustrations that complete
our understanding of the tipping phenomena. Due to their length, Sections 3 and
4 have been divided into several subsections.

We close this introduction by pointing out that the results of Section 3, which are
crucial in the description of the rate-induced tipping in Section 4, are of independent
interest. As a matter of fact, they are (far from trivial) generalizations of results
from the papers Alonso and Obaya [2] and Núñez, Obaya and Sanz [20, 21] to
the case of a non-recurrent concave quadratic equation, which we consider in this
article. As we explain at the end of Section 3, they constitute by themselves an
analysis of a nonautonomous bifurcation pattern of saddle-node type, in the line of
the results of Núñez and Obaya [19] and Anagnostopoulou and Jäger [4].
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2. Some notions on nonautonomous differential equations and flows

Let h : R×R→ R be a continuous function such that ∂h/∂x : R×R→ R exists
and is continuous. We consider the nonautonomous scalar equation

x′ = h(t, x) . (2.1)

Let t 7→ x(t, s, x0) denote the maximal solution of the initial value problem x(s) =
x0 for (2.1). The so-defined real-valued mapping x is defined on an open subset
of R × R × R that contains the set {(s, s, x0) | (s, x0) ∈ R × R}, and we have the
two identities x(s, s, x0) = x0 and x(t, l, x(l, s, x0)) = x(t, s, x0), whenever all the
involved terms are defined.

As mentioned in the Introduction, in Section 4, we deal with the occurrence of
hyperbolic solutions that lose hyperbolicity during a critical transition and become
only locally pullback attractive or repulsive. In order to avoid interruption of the
discussion there, we explain the required notions of hyperbolicity, attractivity and
repulsivity now, and we refer the reader for in-depth analyses of nonautonomous
attractors and repellers to [14], [23] and [8].

A globally defined solution b̃ : R → R of (2.1) is said to be hyperbolic if the

corresponding variational equation z′ = (∂/∂x)h(t, b̃(t)) z has an exponential di-
chotomy on R [9]. In this one-dimensional context, the existence of an exponential
dichotomy means that there exist kb ≥ 1 and βb > 0 such that either

exp

∫ t

s

(∂/∂x)h(l, b̃(l)) dl ≤ kb e−βb(t−s) whenever t ≥ s (2.2)

or

exp

∫ t

s

(∂/∂x)h(l, b̃(l)) dl ≤ kb eβb(t−s) whenever t ≤ s (2.3)

holds. In the first case (2.2), the variational equation is called Hurwitz at +∞, and

the hyperbolic solution b̃ is said to be (locally) attractive. In the second case (2.3),

the variational equation is called Hurwitz at −∞, and the hyperbolic solution b̃
is said to be (locally) repulsive. In both cases, we call (kb, βb) a (non-unique)

dichotomy constant pair for the hyperbolic solution b̃ (or for the variational equation

z′ = (∂/∂x)h(t, b̃(t)) z).

With the aim to clarify the notation as much as possible, we write b̃, ã, r̃, etc.,
whenever we know that these functions are hyperbolic solutions.

Note that if the hyperbolic solution b̃ is attractive, then all (non-trivial) solutions
of the variational equation tend to 0 as t→∞, and they converge to +∞ or −∞ as

t→ −∞. Accordingly, if the hyperbolic solution b̃ is repulsive, then all (non-trivial)
solutions of the variational equation tend to 0 as t → −∞, and they converge to
+∞ or −∞ as t→∞. A proof of this well-known fact can be found, for instance,
in [15, Proposition 1.56].

An attractive hyperbolic solution attracts nearby solutions forward in time, and
a repulsive hyperbolic solution attracts nearby solutions backward in time. Since
(2.2) and (2.3) hold on the entire line R, this form of attraction and repulsion
takes place at all times. During the process of rate-induced tipping, attraction
and repulsion is lost on a half line, leading to attractive solutions becoming only
attractive in the past, and repulsive solutions becoming only repulsive in the future.
The following notions of local pullback attractivity and repulsivity, adapted from
[23, Section 2.3], describe this behavior.
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A solution ā : (−∞, β) → R (with β ≤ ∞) of (2.1) is called locally pullback
attracting if there exist s0 < β and δ > 0 such that if s ≤ s0 and |x0 − ā(s)| < δ
then x(t, s, x0) is defined for t ∈ [s, s0], and in addition

lim
s→−∞

max
x0∈[ā(s)−δ,ā(s)+δ]

|ā(t)− x(t, s, x0)| = 0 for all t ≤ s0 .

Note that, in our scalar case, this is equivalent to saying that if s ≤ s0, then the
solutions x(t, s, a(s)± δ) are defined for t ∈ [s, s0] and, in addition,

lim
s→−∞

|ā(t)− x(t, s, ā(s)± δ)| = 0 for all t ≤ s0 .

A solution r̄ : (α,∞) → R (with α ≥ −∞) of (2.1) is called locally pullback re-
pulsive if the corresponding solution r̄∗ : (−∞,−α)→ R of the differential equation
under time reversal y′ = −h(−t, y), given by r̄∗(t) = r̄(−t), is locally pullback at-
tractive. In other words, if there exist s0 > α and δ > 0 such that if s ≥ s0, then
the solutions x(t, s, r̄(s)± δ) are defined for t ∈ [s0, s] and, in addition,

lim
s→∞

|r̄(t)− x(t, s, r̄(s)± δ)| = 0 for all t ≥ s0 .

We proceed by summarizing some basic concepts and properties of topological
dynamics, which are needed in the proof of one our main results, Theorem 3.5.

A (real and continuous) global flow on a complete metric space Ω is a continuous
map σ : R×Ω→ Ω, (t, ω) 7→ σ(t, ω) =: σt(ω), such that σ0 = Id and σs+t = σt ◦σs
for each s, t ∈ R. The flow is local if the map σ is defined, continuous, and satisfies
the previous properties on an open subset of R× Ω containing {0} × Ω.

Let (Ω, σ) be a global flow. The σ-orbit of a point ω ∈ Ω is the set {σt(ω) | t ∈ R}.
A subset Ω1 ⊂ Ω is σ-invariant if σt(Ω1) = Ω1 for every t ∈ R. A σ-invariant
subset Ω1 ⊂ Ω is minimal if it is compact and does not contain properly any other
compact σ-invariant set; and the flow (Ω, σ) is minimal if Ω itself is minimal. If the
set {σt(ω) | t ≥ 0} is relatively compact, then the omega-limit set of ω0 is given by
those points ω ∈ Ω such that ω = limm→∞ σ(tm, ω0) for some sequence (tm) ↑ ∞.
This set is nonempty, compact, connected and σ-invariant. The definition and
properties of the alpha-limit set of ω0 are analogous, working now with sequences
(tm) ↓ −∞.

We end this short section by introducing the notation ‖b‖ := supt∈R |b(t)| for the
supremum norm of any bounded continuous function b : R→ R.

3. The dynamics of the concave scalar equation x′ = −x2 + q(t)x+ p(t)

As explained in the Introduction, our approach to rate-induced tipping is based
on an in-depth analysis of the dynamics of the nonautonomous concave scalar dif-
ferential equation x′ = −x2 +p(t), and we establish several fundamental facts about
this differential equation in this section. Since the effort is the same, we work with
the more general quadratic equation x′ = −x2 + q(t)x+ p(t).

In Subsection 3.1, we establish the existence of two fundamental “special” solu-
tions a and r for a class of scalar differential equations x′ = h(t, x) that includes
both (1.1) and x′ = −x2 + q(t)x + p(t). The graphs of these solutions determine
the areas of initial conditions giving rise to solutions that are bounded backward
or forward in time, respectively.

In Subsection 3.2, we prove that a and r are globally defined and hyperbolic
solutions of x′ = −x2 +q(t)x+p(t) if and only if they are uniformly separated. We
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note that this is the unique possibility for the occurrence of (exactly two) hyperbolic
solutions. We also explain in detail the dynamics in this situation.

Finally, in Subsection 3.3, we introduce a real parameter λ and describe the
only three dynamical scenarios which are possible for the differential equation x′ =
−x2 + q(t)x+ p(t) + λ. These three possibilities depend on the relation between λ
and a special value λ∗(q, p) of the parameter, and correspond to a nonautonomous
bifurcation pattern of saddle-node type.

3.1. Some facts on the coercitive scalar equation x′ = h(t, x). Let the func-
tion h : R2 → R be continuous, locally Lipschitz in its second argument, such that
lim supx→±∞ h(t, x)/x2 < 0 uniformly in t ∈ R. We consider the nonautonomous
scalar equation

x′ = h(t, x) . (3.1)

As in Section 2, we represent by t 7→ x(t, s, x0) the maximal solution satisfying
x(s, s, x0) = x0, defined on the interval Is,x0 = (αs,x0 , βs,x0). Note that −∞ ≤
αs,x0

< s < βs,x0
≤ ∞. We define

B− :=
{

(s, x0) ∈ R2
∣∣∣ sup
t∈(αs,x0

,s]

x(t, s, x0) <∞
}
,

B+ :=
{

(s, x0) ∈ R2
∣∣∣ inf
t∈[s,βs,x0 )

x(t, s, x0) > −∞
}
,

which may be empty sets. Due to the above assumptions on the function h, there
exist ε > 0 and m > 0 such that

h(t,±x) ≤ −ε for all t ∈ R and x ≥ m, (3.2)

and this implies that for all (s, x0) ∈ R2,

lim inf
t→(αs,x0

)+
x(t, s, x0) > −m and lim sup

t→(βs,x0 )−
x(t, s, x0) < m . (3.3)

Therefore, αs,x0 = −∞ for all (s, x0) ∈ B− and βs,x0 =∞ for all (s, x0) ∈ B+. It is
also clear that the sets B− and B+ are invariant in the sense that (t, x(t, s, x0)) ∈ B−
for all (s, x0) ∈ B− and t ∈ Is,x0

, and (t, x(t, s, x0)) ∈ B+ for all (s, x0) ∈ B+ and
t ∈ Is,x0

. The (possibly empty) set

B := B− ∩ B+ (3.4)

is the set of initial pairs (s, x0) giving rise to (globally defined) bounded solutions
of (3.1). In addition,

x(t, s,m) < m for all t ∈ (s, βs,m) , (3.5)

lim
t→(αs,x0

)+
x(t, s, x0) =∞ for all s ∈ R and x0 ≥ m, (3.6)

x(t, s,−m) > −m for all t ∈ (αs,m, s) , (3.7)

lim
t→(βs,x0 )−

x(t, s, x0) = −∞ for all s ∈ R and x0 ≤ −m. (3.8)

Let us now define

R− := {s ∈ R | there exists x0 with (s, x0) ∈ B−} ,
B−s := {x0 ∈ R | (s, x0) ∈ B−} for s ∈ R− ,
R+ := {s ∈ R | there exists x0 with (s, x0) ∈ B+} ,
B+
s := {x0 ∈ R | (s, x0) ∈ B+} for s ∈ R+ .

(3.9)
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The following theorem shows the existence of a solution a : R− → (−∞,m) of
(3.1) which is the maximal one in B− (if B− 6= ∅), and a solution r : R+ → (−m,∞)
which is the minimal one in B+ (if B+ 6= ∅). We see later in Theorem 3.5 that, in
an appropriate setting, these two solutions are globally defined and form what we
have called a classical attractor-repeller pair in the Introduction.

Theorem 3.1. Consider the differential equation (3.1), let m > 0 satisfy (3.2),
and let B±,B,R± and B±s be the sets defined above.

(i) If B− is nonempty, then the set R− is either R or a negative open half-
line; for each s ∈ R−, we have B−s = (−∞, a(s)], where the map a : R− →
(−∞,m) is a solution of (3.1). In addition, if s ∈ R− then x(t, s, x0) is
bounded for t → −∞ if and only if x0 ≤ a(s); and if supR− < ∞, then
limt→(supR−)− a(t) = −∞.

(ii) If B+ is nonempty, then the set R+ is either R or a positive open half-
line; for each s ∈ R+, we have B−s = [r(s),∞), where the map r : R+ →
(−m,∞) is a solution of (3.1). In addition, if s ∈ R+ then x(t, s, x0) is
bounded for t → ∞ if and only if x0 ≥ r(s); and if infR+ > −∞, then
limt→(infR+)+ r(t) =∞.

(iii) Let x be a solution of (3.1) defined on a maximal interval (α, β). If it
satisfies lim inft→β− x(t) = −∞, then β <∞; and if lim supt→α+ x(t) =∞,
then α > −∞. In particular, any globally defined solution is bounded.

(iv) B is nonempty if and only if R− = R or R+ = R, in which case both
equalities hold, a and r are globally defined and bounded solutions of (3.1),
and

B = {(s, x0) ∈ R2 | r(s) ≤ x0 ≤ a(s)} .
(v) If there exists a bounded C1 function b : R → R such that b′(t) ≤ h(t, b(t))

for all t ∈ R, then B is nonempty, and r(t) ≤ b(t) ≤ a(t) for all t ∈ R. And
if b′(t) < h(t, b(t)) for all t ∈ R, then r(t) < b(t) < a(t) for all t ∈ R.

Proof. (i) Take (s, x0) ∈ B− and take l > 0. Then, (s − l, x(s − l, s, x0)) ∈ B−, so
that R− is either R or a negative half-line; and (s + l, x(s + l, s, x0)) ∈ B− if l is
small enough, so that R− is open. In addition, if (s, x0) ∈ B− and y0 < x0, then
x(t, s, y0) < x(t, s, x0) whenever both terms are defined, from which it is easy to
deduce that (s, y0) ∈ B−. And (3.6) ensures that (s,m) /∈ B− for any s ∈ R. Thus,
if s ∈ R−, then B−s is a negative half-line bounded from above by m. We define
a(s) := supB−s for s ∈ R−.

Let us now prove that a(s) belongs to the set B−s . We take an increasing sequence
(an) in B−s with limn→∞ an = a(s). Since (t, x(t, s, an)) ∈ B− for any t ≤ s and
n ∈ N, the function t 7→ x(t, s, an) is defined at least in (−∞, s], where it satisfies
x(t, s, an) < m. Hence x(t, s, a(s)) = limn→∞ x(t, s, an) ≤ m as long as the left
hand term is defined. Combined with the first inequality in (3.3), we conclude that
t 7→ x(t, s, a(s)) is defined and bounded in (−∞, s], which shows that (s, a(s)) ∈ B−,
as asserted. Note also that a(s) < m.

Now we take s̄ ∈ R− and t̄ ≤ s̄, so that t̄ ∈ R−. Since (s̄, a(s̄)) ∈ B−, there
exists x(t̄, s̄, a(s̄)), and x(t̄, s̄, a(s̄)) ≤ a(t̄). Note also that

x(l, t̄, x(t̄, s̄, a(s̄))) = x(l, s̄, a(s̄)) for all l ∈ [t̄, s̄] . (3.10)

On the other hand, the solution l 7→ x(l, t̄, a(t̄)) is defined at least for l in an
interval [t̄, l̄] with t̄ < l̄ ≤ s̄, and it satisfies x(l, t̄, a(t̄)) ≥ x(l, t̄, x(t̄, s̄, a(s̄))) =
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x(l, s̄, a(s̄)) for l ∈ [t̄, l̄], so that x(l, t̄, a(t̄)) is bounded from below. The inequality
(3.5) shows that it is also bounded from above. Therefore, we can take l̄ = s̄, which
means that x(l, t̄, a(t̄)) exists and is bounded for (at least) l ∈ [t̄, s̄], and hence
it exists and is bounded for l ∈ (−∞, s̄]. In addition, (s̄, x(s̄, t̄, a(t̄))) ∈ B− (and
hence x(s̄, t̄, a(t̄)) ≤ a(s̄)): as long as x(l, s̄, x(s̄, t̄, a(t̄))) is defined, it coincides with
x(l, t̄, a(t̄)); and this last solution exists on (−∞, s̄] and is bounded, as just seen.
The already obtained inequalities x(t̄, s̄, a(s̄)) ≤ a(t̄) and x(s̄, t̄, a(t̄)) ≤ a(s̄), and
the equality (3.10) for l = s̄, yield

a(s̄) = x(s̄, s̄, a(s̄)) = x(s̄, t̄, x(t̄, s̄, a(s̄))) ≤ x(s̄, t̄, a(t̄)) ≤ a(s̄) ,

from where we deduce, first, that x(s̄, t̄, a(t̄)) = a(s̄) and, second, that x(t̄, s̄, a(s̄)) =
a(t̄). The conclusion is that x(t, s, a(s)) = a(t) whenever s, t ∈ R−, as asserted.

The last two assertions of (i) follow easily from the definition of a and from the
fact that it is a solution of the equation.

(ii) The proof is analogous to that of (i), making now use of (3.8), the second
inequality in (3.3), and (3.7).

(iii) Note that limt→β− x(t) = −∞ if lim supt→β− x(t) = −∞. Let us assume
that this is the case and, for contradiction, that β = ∞. The conditions initially
assumed on h ensure the existence of µ > 0 and s0 > α with x(s0) 6= 0 and such
that h(t, x(t))/x2(t) ≤ −µ < 0 for all t ≥ s0. Then, x′(t)/x2(t) ≤ −µ, so that

− 1

x(t)
+

1

x(s0)
≤ −µ (t− s0)

for t ≥ s0, and we get the contradiction by taking limit as t → ∞. The second
assertion in (iii) is proved in the analogous way. And the last one follows from these
properties and (3.3).

(iv) The definition (3.4) and the previous properties prove the assertions in (iv).

(v) Let us assume that b′(s) ≤ h(s, b(s)) for any s ∈ R, and fix any s0 ∈ R. Then,
standard comparison results for first order scalar differential equations ensure that
b(t) ≤ x(t, s0, b(s0)) if t > s0 and x(t, s0, b(s0)) exists, and b(t) ≥ x(t, s0, b(s0))
if t < s0 and x(t, s0, b(s0)) exists. It follows from the first inequality (and the
global existence of b(t)) that (s0, b(s0)) belongs to B+, and from the second one
that (s0, b(s0)) belongs to B−, so that B is not empty and the maps a and r are
globally defined. In addition, a(t) = a(t, t− 1, a(t− 1)) ≥ x(t, t− 1, b(t− 1)) ≥ b(t)
and r(t) = x(t, t+1, r(t+1)) ≤ x(t, t+1, b(t+1)) ≤ b(t) for any t ∈ R. This proves
(v) in the first case. Finally, if the initial inequality is strict, so are those derived
from the comparison results, and we conclude that r(t) < b(t) < a(t) for any t ∈ R.
This completes the proof of (v). �

3.2. Hyperbolic solutions for x′ = −x2 + q(t)x + p(t). Let q : R → R and
p : R → R be bounded and uniformly continuous functions. In Section 4, we will
apply Theorem 3.1 mainly (but not only) to scalar concave equations of the type

x′ = −x2 + q(t)x+ p(t) . (3.11)

In fact, we will work there mainly with x′ = −x2 + p(t). As mentioned in the In-
troduction, we need to extend part of the properties of recurrent concave equations
proved in [2], [20] and [21] (see Remark A.1 below). The proofs of the main results
in this section rely deeply on those of [20].
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We first establish robustness of hyperbolicity for the differential equation (3.11).
A proof of this well-known property in a more general setting can be found in [22,
Theorem 3.8], but we include a direct proof for the reader’s convenience.

Proposition 3.2. Assume that (3.11) has an attractive (resp. repulsive) hyperbolic

solution b̃q,p. Then this hyperbolic solution is persistent in the following sense. For
ε > 0, there exists δε > 0 such that, if q̄ : R → R and p̄ : R → R are bounded and
continuous functions with ‖q̄ − q‖ < δε and ‖p̄− p‖ < δε, then also the perturbed
differential equation

x′ = −x2 + q̄(t)x+ p̄(t)

has an attractive (resp. repulsive) hyperbolic solution b̃q̄,p̄ that satisfies ‖b̃q,p−b̃q̄,p̄‖ <
ε. In addition, there exists a common dichotomy constant pair for all the variational

equations z′ = (−2 b̃q̄,p̄(t) + q̄(t)) z, where, as above, the functions q̄ and p̄ satisfy
‖q̄ − q‖ < δε and ‖p̄− p‖ < δε.

Proof. The proof is based on that of Lemma 3.3 in [3]. Let us assume that the

variational equation z′ = (−2 b̃q,p(t) + q(t)) z is Hurwitz at +∞ with dichotomy
constant pair (kb, βb), where kb ≥ 1 and βb > 0, see Section 2. It is easy to deduce
from this definition that there exists δ̄ > 0 such that if q̄, y0 ∈ C(R,R) satisfy

‖y0‖ < δ̄ and ‖q̄ − q‖ < δ̄, then z′ = (−2 b̃q,p(t) + q̄(t) + y0(t)) z is also Hurwitz at
+∞, and that there exists a common dichotomy constant pair that is valid for all
the perturbed equations corresponding to q̄ and y0 with ‖y0‖ < δ̄ and ‖q̄ − q‖ < δ̄.
We assume without restriction that δ̄ ≤ min(βb/(3kb), 1).

The change of variables y = x− b̃q,p takes x′ = −x2 + q̄(t)x+ p̄(t) to

y′ = (−2 b̃q,p(t) + q(t)) y − y2 + (q̄(t)− q(t)) y + s(t) , (3.12)

where s(t) := (q̄(t)− q(t)) b̃(t) + p̄(t)− p(t). The results of [9, Lecture 3] (see also
[10, Theorem 7.7]) ensure that for any y0 ∈ C(R,R) with ‖y0‖ ≤ δ̄ ≤ 1, there exists
a unique bounded solution Ty0 of

y′ = (−2 b̃q,p(t) + q(t)) y − y2
0(t) + (q̄(t)− q(t)) y0(t) + s(t) ,

given by Ty0(t) :=
∫ t
−∞ u(t)u−1(l) (−y2

0(l) + (q̄(l)− q(l)) y0(l) + s(l)) dl for u(t) :=

exp
∫ t

0
(−2b̃(l) + q(l)) dl. Therefore, ‖Ty0‖ ≤ (kb/βb)(‖y0‖2 + ‖q̄ − q‖ + ‖s‖) and

‖Ty1 − Ty2‖ ≤ (kb/βb) ‖y1 + y2 + q − q̄‖ ‖y1 − y2‖. Recall that 0 < δ̄ < βb/(3kb).
It is easy to check that if ‖q̄ − q‖+ ‖s‖ ≤ (βbδ̄/(2kb))(1− 2kbδ̄/βb), if ‖q̄ − q‖ ≤ δ̄,
and if ‖yi‖ ≤ δ̄ for i ∈ {0, 1, 2}, then

‖Ty0‖ ≤
δ̄

2
and ‖Ty1 − Ty2‖ ≤

3 kb δ̄

βb
‖y1 − y2‖ .

Since 3 kb δ̄/βb < 1, the map T : C(R, [−δ̄, δ̄]) → C(R, [−δ̄, δ̄]) is a contraction and

thus has a fixed point ȳq̄,p̄. Clearly, ȳq̄,p̄ solves (3.12), so that b̃q̄,p̄ := ȳq̄,p̄ + b̃q,p
solves x′ = −x2 + q̄(t)x+ p̄(t).

Let us take ε > 0 and assume from the beginning, without restriction, that δ̄ < 2ε
(so that δ̄ may depend on ε). Now we choose a positive δε < min(βbδ̄/(12kb), δ̄), as
well as continuous functions q̄ and p̄ such that ‖q̄ − q‖ ≤ δε (so that ‖q̄ − q‖ ≤ δ̄,
as previously required) and ‖s‖ < δε. Then, ‖q̄ − q‖+ ‖s‖ ≤ 2δε ≤ (βbδ̄/(2kb))(1−
2kbδ̄/βb), and hence, the fixed point ȳq̄,p̄ exists and satisfies ‖ȳq̄,p̄‖ < δ̄/2. Therefore,
since ‖−2ȳq̄,p̄‖ ≤ δ̄ and ‖q̄ − q‖ ≤ δ̄, we can assert that the differential equation
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z′ = (−2 b̃q̄,p̄(t) + q̄(t)) z = (−2 b̃q,p(t) − 2ȳq̄,p̄ + q̄(t)) z is Hurwitz at +∞; and

‖b̃q,p − b̃q̄,p̄‖ = ‖ȳq‖ ≤ δ̄/2 < ε. This completes the proof in this first case, and
the other case, when the variational equation is Hurwitz at −∞, can be proved in
analogously. �

The following basic properties for equation (3.11) play a role in the rest of the sec-
tion. From the solution identity (∂/∂t)x(t, s, x0) = −x2(t, s, x0) + q(t)x(t, s, x0) +

p(t), we get (∂/∂x0)x(t, s, x0) = exp
∫ t
s
(−2x(l, s, x0)+q(l)) dl. Therefore, the map

x0 7→ x(t, s, x0) is strictly concave if t > s (since its derivative with respect to
x0 decreases strictly in x0, as does −2x(l, s, x0)) and convex if t < s (since its
derivative with respect to x0 increases strictly with x0). That is,

x(t, s, ρ x1 + (1− ρ)x2) > ρx(t, s, x1) + (1− ρ)x(t, s, x2) (3.13)

whenever t > s, x1, x2 ∈ R and ρ ∈ (0, 1) as long as all the involved terms are
defined. Note that the sign of the inequality changes for t < s. Let us now take
x1 ≤ x2. From

x(t, s, x2)− x(t, s, x1) =

∫ 1

0

∂

∂x0
x(t, s, λ x2 + (1− λ)x1)(x2 − x1) dλ ,

and from x(l, s, x1) ≤ x(l, s, λ x2 + (1− λ)x1) ≤ x(l, s, x2) for λ ∈ [0, 1], we deduce
that

exp

∫ t

s

(−2x(l, s, x2) + q(l)) dl ≤ x(t, s, x2)− x(t, s, x1)

x2 − x1

≤ exp

∫ t

s

(−2x(l, s, x1) + q(l)) dl for x1 < x2 and t ≥ s , (3.14)

and

exp

∫ t

s

(−2x(l, s, x1) + q(l)) dl ≤ x(t, s, x2)− x(t, s, x1)

x2 − x1

≤ exp

∫ t

s

(−2x(l, s, x2) + q(l)) dl for x1 < x2 and t ≤ s . (3.15)

All these inequalities hold as long as all the involved terms are defined.
The following proposition describes the dynamical behavior of the differential

equation (3.11) in the vicinity of hyperbolic solutions.

Proposition 3.3. Let b̃ be a hyperbolic solution of equation (3.11), and let (kb, βb)

be a dichotomy constant pair for b̃.

(i) If b̃ is attractive, then for all initial times s ∈ R and initial values x0 ≥ b̃(s),
the solution x(t, s, x0) is defined for any t ≥ s, and

|̃b(t)− x(t, s, x0)| ≤ kb e−βb (t−s) |̃b(s)− x0| for t ≥ s ;

and, given any β̄b ∈ (0, βb), there exists ρ > 0 such that, if s ∈ R and

x0 ∈ [̃b(s)− ρ, b̃(s)], then x(t, s, x0) is defined for any t ≥ s, and

|̃b(t)− x(t, s, x0)| ≤ kb e−β̄b (t−s) |̃b(s)− x0| for t ≥ s .

(ii) If b̃ is repulsive, then for any initial time s ∈ R and initial value x0 ≤ b̃(s),
the solution x(t, s, x0) is defined for any t ≤ s, and

|̃b(t)− x(t, s, x0)| ≤ kb eβb (t−s) |̃b(s)− x0| for t ≤ s ;
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and given any β̄b ∈ (0, βb) there exists ρ > 0 such that, if s ∈ R and

x0 ∈ [̃b(s), b̃(s) + ρ], then x(t, s, x0) is defined for any t ≤ s and

|̃b(t)− x(t, s, x0)| ≤ kb eβ̄b (t−s) |̃b(s)− x0| for t ≤ s .

Proof. Let us prove (i). We fix s ∈ R and x0 ≥ b̃(s). Since the function r from

Theorem 3.1 is globally defined and b̃ ≥ r, Theorem 3.1(ii) ensures that x(t, s, x0)
is defined and bounded (at least) on [s,∞). Therefore, the first inequality in (i)
follows from the definition of hyperbolicity and the second inequality in (3.14). To

prove the second one, we make the change of variables z = x − b̃(t), which takes
(3.11) to

z′ = (−2 b̃(t) + q(t)) z − z2 .

Let z(t, s, z0) be the solution of this transformed equation satisfying z(s, s, z0) = z0.
According to the First Approximation Theorem (see [12, Theorem III.2.4] and its
proof), if β̄b ∈ (0, βb), then there exists ρ > 0 such that if |z0| ≤ ρ, then z(t, s, z0) is

defined and satisfies |z(t, s, z0)| ≤ kb e
−β̄b (t−s)|z0| for t ≥ s. The second inequality

in (i) follows from this, since x(t, s, x0) = b̃(t) + z(t, s, x0 − b̃(s)). The proof of (ii)
is analogous. �

Proposition 3.3 shows that hyperbolicity of solutions of (3.11) (which is defined
by means of the linear variational equation) has strong implications for the nonlinear

differential equation (3.11). If the hyperbolic solution b̃ is attractive, then there
exists a neighbourhood of size ρ > 0 around the solution curve that is attracted
exponentially uniformly for all times. It follows that this solution is also locally
pullback attractive as defined in Section 2, which is a weaker form of attractivity
and requires attraction only in the past and not uniformly for all times. Similarly,

repulsivity of b̃ implies that b̃ is locally pullback repulsive; see also the discussion
in Section 2.

It also follows from Proposition 3.3 that if the solutions a and r from Theorem 3.1
are globally defined and hyperbolic, then they must be uniformly separated in the
following sense.

Definition 3.4. We say that two globally defined solutions x1(t) and x2(t) of (3.11)
with x1 ≤ x2 are uniformly separated if inft∈R(x2(t)− x1(t)) > 0.

Conversely, the following theorem shows that if the solutions a and r from The-
orem 3.1 are globally defined and uniformly separated, then they are hyperbolic
and determine the global dynamics of (3.11). As mentioned before, the pair of
solutions (a, r) corresponds to what we have described in the Introduction as an
attractor-repeller pair.

Theorem 3.5. Suppose that (3.11) has bounded solutions, and that the (globally
defined) functions a and r provided by Theorem 3.1 are uniformly separated. Then,

(i) the two solutions are hyperbolic, with a attractive and r repulsive.
(ii) Let (ka, βa) and (kr, βr) be dichotomy constant pairs for the hyperbolic so-

lutions a and r, respectively, and let us choose any β̄a ∈ (0, βa) and any
β̄r ∈ (0, βr). Then, given ε > 0, there exist ka,ε ≥ 1 and kr,ε ≥ 1 (depending
also on the choice of β̄a and of β̄r, respectively) such that

|a(t)− x(t, s, x0)| ≤ ka,ε e−β̄a(t−s)|a(s)− x0| if x0 ≥ r(s) + ε and t ≥ s ,

|r(t)− x(t, s, x0)| ≤ kr,ε eβ̄r(t−s)|r(s)− x0| if x0 ≤ a(s)− ε and t ≤ s .
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In addition,

|a(t)− x(t, s, x0)| ≤ ka e−βa(t−s)|a(s)− x0| if x0 ≥ a(s) and t ≥ s ,

|r(t)− x(t, s, x0)| ≤ kr eβr(t−s)|r(s)− x0| if x0 ≤ r(s) and t ≤ s .

(iii) Equation (3.11) does not have more hyperbolic solutions, and a and r are
the unique bounded solutions of (3.11) which are uniformly separated.

In the proof of Theorem 3.5, we employ a standard technique for nonautonomous
differential equations: the definition of a flow by means of the hull construction,
which allows us to use techniques from topological dynamics. The proof is quite
long and technical, and the arguments are rather different from the rest of those
used in the paper. That is the reason why we prefer to postpone this proof until
Appendix A, where we give the definition of the hull Ωq,p of (q, p) and of the
continuous flows defined on Ωq,p and on Ωq,p × R.

We point out again that Theorem 3.5, which holds for any bounded and uniformly
continuous function (q, p) : R→ R×R, extends previously known properties for the
case of recurrent (q, p); that is, for the case when the flow on Ωq,p is minimal.
These properties are proved in [2] and [20]. In fact, our proof is deeply based on
the results of [20]: Theorem 3.5 shows that the dynamical description of the flow
on Ωq,p × R given in [20] for the case of minimal Ωq,p is also valid for the general
case of a compact metric hull Ωq,p.

We also point out that the paper [4] develops a theory for discrete-time skew-
product flows over a compact base. Part of its conclusions are equivalent to many
of the statements made in Theorem 3.5 for the continuous-time case.

3.3. One-parametric variation of the global dynamics. Let us now consider
the one-parametric family of equations

x′ = −x2 + q(t)x+ p(t) + λ , (3.16)

where λ ∈ R. We will add the subscript λ to the previously established notation to
refer to the differential equation ((3.16)λ), its solutions (xλ(t, s, x0)), the possibly
empty set of bounded solutions (Bλ), and the solutions determined in Theorem 3.1
(aλ and rλ). The next result shows that (3.16) undergoes a bifurcation at a certain
value λ = λ∗: for λ < λ∗, there are no bounded solutions, while for λ > λ∗, there
exist two bounded hyperbolic solutions.

Theorem 3.6. There exists a unique λ∗ = λ∗(q, p) ∈ [−‖q2/4 + p‖, ‖p‖] such that

(i) Bλ is empty if and only if λ < λ∗.
(ii) If λ∗ ≤ λ1 < λ2, then Bλ1  Bλ2 . More precisely,

rλ2
< rλ1

≤ aλ1
< aλ2

. (3.17)

In addition, limλ→∞ aλ(t) =∞ and limλ→∞ rλ(t) = −∞ uniformly on R.
(iii) If λ = λ∗, then inft∈R(aλ∗(t) − rλ∗(t)) = 0, and there are no hyperbolic

solutions.
(iv) If λ > λ∗, then aλ and rλ are uniformly separated and the unique hy-

perbolic solutions, and the asymptotic dynamics of (3.16)λ is described by
Theorems 3.1 and 3.5.

(v) λ∗(q, p+ λ) = λ∗(q, p)− λ for any λ ∈ R.
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Proof. (i)&(ii) Note that (3.16) reads as x′ = −(x−q(t)/2)2 +q2(t)/4+p(t)+λ. It
is clear that if λ < −

∥∥q2/4 + p
∥∥ (so that q2(t)/4 +p(t) +λ ≤ −µ < 0 for all t ∈ R),

then (3.16)λ does not any have bounded solution. On the other hand, if λ > ‖p‖
(so that p(t) +λ ≥ µ > 0 for all t ∈ R), then the constant function b(t) ≡ 0 satisfies
the condition in Theorem 3.1(v), so that Bλ is not empty. Let us take λ1 < λ2.
Theorem 3.1(v) also shows that, if (3.16)λ1

has a bounded solution (so that rλ1
and

aλ1 are globally defined), then also rλ2 and aλ2 are globally defined and (3.17) holds.
These facts ensure that J := {λ ∈ R | Bλ is nonempty} is a nonempty positive half-
line. Let us define λ∗ := inf J and observe that λ∗ ∈ [−

∥∥q2/4 + p
∥∥ , ‖p‖]. We check

now that Bλ∗ is nonempty, and we define Iλ := {x0 ∈ R | rλ(0) ≤ x0 ≤ aλ(0)} for
λ > λ∗. The set Iλ is a compact interval, and Iλ1

⊆ Iλ2
if λ∗ < λ1 ≤ λ2, so

that I∗ :=
⋂
λ>λ∗ Iλ contains at least the point x∗ = limλ→(λ∗)+ aλ(0). Then,

xλ∗(t, 0, x
∗) is globally defined and bounded. To prove this, we take a constant

m satisfying simultaneously the condition of (3.2) for all the equations (3.16)λ
corresponding to λ ∈ [λ∗, λ∗+ 1], deduce from (3.6) and (3.8) that aλ(t) ∈ [−m,m]
for all λ ∈ (λ∗, λ∗ + 1], and note that xλ∗(t, 0, x

∗) = limλ→(λ∗)+ x(t, 0, aλ(0)) =
limλ→(λ∗)+ aλ(t) ∈ [−m,m]. The conclusion is that λ∗ ∈ J , which completes the
proof of (i).

To prove the remaining assertion in (ii), we take n ∈ N and look for λ(n) large
enough to guarantee that (±n)′ = 0 < −n2±q(t)n+p(t)+λ if λ ≥ λ(n). Theorem
3.1(v) ensures that rλ(t) < −n < n < aλ(t) for any t ∈ R if λ ≥ λ(n), which proves
the statement.

(iii) Since Bλ is empty for λ < λ∗, Proposition 3.2 precludes the positility of
hyperbolic solutions for (3.16)λ∗ , and hence Theorem 3.5 guarantees that aλ∗ and
rλ∗ are not uniformly separated (even if they are different). This proves (iii).

(iv) We assume for contradiction that inft∈R(aλ(t) − rλ(t)) = 0 for a λ > λ∗,
which we fix. It follows from (ii) that rλ(t) < xλ(t, s, aλ∗(s)) < aλ(t) for any
s, t ∈ R, and from a standard comparison result that ds(t) := xλ(t, s, aλ∗(s)) −
aλ∗(t) ≥ 0 for any s ∈ R and t ≥ s. We look for a constant κ > 0 such that
xλ(t, s, aλ∗(s)) + aλ∗(t)− q(t) ≤ κ for all s, t ∈ R. Then,

d′s(t) = −ds(t)
(
xλ(t, s, aλ∗(s))+aλ∗(t)−q(t)

)
+λ−λ∗ ≥ −κ ds(t)+λ−λ∗ for t ≥ s ,

and hence

ds(t) ≥
λ− λ∗

κ

(
1− e−κ(t−s)) whenever s ∈ R and t ≥ s .

In particular, there exists l > 0 such that ds(t) ≥ (λ−λ∗)/2κ =: κ̃ whenever s ∈ R
and t ≥ s+ l.

Now we look for t0 ∈ R such that aλ(t0)− rλ(t0) < κ̃. But then, by (ii),

κ̃ > xλ(t0, t0− l, aλ(t0− l))− rλ(t) > xλ(t0, t0− l, aλ∗(t0− l))− aλ∗(t) = dt0−l(t0) ,

which provides the required contradiction.

(v) This last assertion follows easily, for instance, from (i). �

We focus now on the differential equation (3.11), which coincides with (3.16) for
λ = 0.

Corollary 3.7. The differential equation (3.11) has either no hyperbolic solutions
or two hyperbolic solutions, given by the functions a and r from Theorem 3.1. The
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solutions a and r are uniformly separated and describe the global dynamics for
(3.11) as explained in Theorems 3.1 and 3.5.

Proof. Theorem 3.6 shows the absence of hyperbolic solutions if 0 ≤ λ∗(q, p) as
well as the existence of exactly two of them satisfying the stated properties if
0 > λ∗(q, p). �

We complete this section with two remarks concerning the dynamics of the para-
metric family of equations (3.16), as described in Theorem 3.6.

Remarks 3.8. (a) There are well-known examples of equations of the form (3.16)
for which the set of bounded solutions is nonempty and its maximum and minimum
solutions a and r are not uniformly separated, which according to Theorem 3.6 must
correspond to λ∗(q, p) = 0. The most classical ones appear in [27] and [17, 18]. A
very precise description of a similar situation and of the complexity of the induced
dynamics can be found in [15, Section 8.7].

(b) Theorem 3.6 can be understood as a result on nonautonomous saddle-node
bifurcation, on the line with those in [4] and [19]. In these papers, the skew-
product formalism is used to analyze nonautonomous bifurcations patterns for one-
parametric families of differential equations that are more general than (3.16). The
bifurcation occurs when the set of bounded solutions is empty at one side of a
certain value of the parameter and contains a classical attractor-repeller pair on the
other side. Detailed descriptions of this situation for some cases of nonautonomous
quadratic differential equations are given in [16] and [11], where the possibility of
occurrence of strange nonchaotic attractors is carefully analyzed.

4. Rate-induced tipping

The first goal in this section is to describe in detail the three (very different)
possibilities for the global dynamics induced by the equation

y′ = −
(
y − 2

π
arctan(ct)

)2

+ p(t) , (4.1)

where p : R → R is a bounded and uniformly continuous function and c > 0 (we
refer to this differential equation as (4.1)c). We study (4.1)c under a fundamental
hypothesis (see Hypothesis 4.1 below) for the differential equation

x′ = −x2 + p(t) . (4.2)

This differential equation is important for (4.1)c, since it relates to the two limit
equations of (4.1)c, given by the past equation

y′ = −(y + 1)2 + p(t) (4.3)

and the future equation

y′ = −(y − 1)2 + p(t) . (4.4)

(Note that limt→±∞(π/2) arctan(ct) = ±1 for c > 0.) The dynamics induced by
the last three equations is the same: (4.3) and (4.4) are obtained from (4.2) by
trivial changes of variable.

The second goal in this section is to analyze the possibility of occurrence of
rate-induced tipping: we study the existence of critical values c = c0 at which the
global dynamics in a neighborhood of c0 changes from one of the three previously
described cases (for c < c0 in the neighborhood) to another one (for c > c0). It turns
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out that this rate-induced tipping mechanism is closely related to the bifurcation
analysis performed in Section 3.

Let us formulate the aforementioned fundamental hypothesis.

Hypothesis 4.1. The differential equation (4.2) has exactly two hyperbolic solu-
tions ã and r̃.

Corollary 3.7 ensures that these solutions are uniformly separated, coincide with
those provided by Theorem 3.1 when applied to the differential equation (4.2),
and determine the global dynamics for this equation as described in Theorems 3.1
and 3.5: (ã, r̃) is a classical attractor-repeller pair for (4.2). This implies that, if

ã− := ã− 1 , r̃− := r̃ − 1 , ã+ := ã+ 1 , and r̃+ := r̃ + 1 , (4.5)

then (ã−, r̃−) and (ã+, r̃+) are classical attractor-repeller pairs for the limit equa-
tions (4.3) and (4.4). Note finally that if Hypothesis 4.1 is not satisfied for a certain
bounded and uniformly continuous function p, then we can replace p with pλ = p+λ
for λ > λ∗(0, p) in order to satisfy this hypothesis. This follows from (v) and (iii)
of Theorem 3.6, where the existence of λ∗(0, p) is established.

The remainder of Section 4 is divided into four parts:

- In Subsection 4.1, we formulate the main results concerning the aforemen-
tioned three dynamical possibilities, and explain them with the help of some
descriptive figures.

- Subsection 4.2, quite technical, is devoted to prove the main results.
- In Subsection 4.3, we define a continuous map λ∗ : [ 0,∞) → R such that

the global dynamical behavior for (4.1)c with c > 0 is determined by the
sign of λ∗(c): the rate-induced tipping mechanism is hence characterized
by changes of sign of λ∗.

- Finally, Subsection 4.4 is devoted to a basic numerical study of some of the
questions treated in the paper.

4.1. Global dynamics: the main results. In the description of the three dy-
namical possibilities for (4.1) (formulated in Theorems 4.4, 4.5 and 4.6 below), the
most important role is played by the solutions ac : R−c → R and rc : R+

c → R of
(4.1)c determined by Theorem 3.1. They exist for any c > 0 under Hypothesis 4.1,
which follows from two auxiliary results, Theorem 4.8 and Proposition 4.12. In
the formulation of these results, the four functions ã± and r̃± defined by (4.5),
that exist under Hypothesis 4.1, will be used. Recall that (ã−, r̃−) and (ã+, r̃+) are
classical attractor-repeller pairs for the limit equations (4.3) and (4.4), respectively.
The maximal solution of (4.1)c is denoted by t 7→ yc(t, s, y0).

The three aforementioned dynamical possibilities are given by Cases A, B
and C:

Definition 4.2. Given c > 0, we say that the differential equation (4.1)c is

- in Case A if it has two different hyperbolic solutions,
- in Case B if it has exactly one bounded solution, and
- in Case C if it has no bounded solutions.

Theorem 4.3. Assume that Hypothesis 4.1 holds. Then, Cases A, B and C
exhaust the dynamical possibilities for the differential equation (4.1)c if c > 0.

We postpone the proof of this theorem and the following ones until Section 4.2.
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In Definition 4.2, the focus of the classification is put on the existence of bounded
and/or hyperbolic solutions. But there are many other ways to distinguish the three
cases. Surely, the most meaningful one refers to the behavior of the pair (ac, rc).
These functions are always locally pullback attractive and repulsive solutions of
(4.1)c, respectively (see Section 2 for the definition). After Theorems 4.4, 4.5 and
4.6, and with the help of the Figures 1-6, it will be clear that, if c > 0,

- Case A holds if and only if (ac, rc) is a classical attractor-repeller pair,
which turns out to be equivalent to saying that ac and rc are globally
defined and different, and in which case this pair provides the connection
between the pairs (ã−, r̃−) and (ã+, r̃+) we referred to in the Introduction;

- Case B holds if and only if ac = rc, hence giving rise to the unique bounded
solution, and in which case this solution connects ã− with r̃+;

- and Case C holds if and only if no solution is globally defined, which
implies that none of the above connections can occur.

Much more information concerning the limit behavior of all the solutions of (4.1)c
is provided by the next three theorems.

Theorem 4.4. Assume that Hypothesis 4.1 holds, and take c > 0. In Case A,

A1 the hyperbolic solutions are given by rc and ac.
A2 If y0 > ac(s), then yc(t, s, y0) is unbounded for t→ −∞, and limt→∞ |ac(t)−

yc(t, s, y0)| = 0.
A3 If rc(s) < y0 < ac(s), then yc(t, s, y0) is globally defined and bounded, and

limt→∞ |ac(t)− yc(t, s, y0)| = limt→−∞ |rc(t)− yc(t, s, y0)| = 0.
A4 If y0 < rc(s), then yc(t, s, y0) is unbounded for t→∞, and limt→−∞ |rc(t)−

yc(t, s, y0)| = 0.
A5 limt→±∞ |ã±(t)− ac(t)| = 0 and limt→±∞ |̃r±(t)− rc(t)| = 0.

Theorem 4.5. Assume that Hypothesis 4.1 holds, and take c > 0. In Case B, if
bc is the unique bounded solution of (4.1),

B1 rc and ac coincide with bc.
B2 The solution bc is locally pullback attractive and locally pullback repulsive.
B3 limt→−∞ |ã−(t)− bc(t)| = 0 and limt→∞ |̃r+(t)− bc(t)| = 0.
B4 The following three conditions are equivalent: y0 > bc(s); yc(t, s, y0) is

unbounded for t→ −∞; and limt→∞ |ã+(t)− yc(t, s, y0)| = 0.
B5 The following three conditions are equivalent: y0 < bc(s); yc(t, s, y0) is

unbounded for t→∞; and limt→−∞ |̃r−(t)− yc(t, s, y0)| = 0.

Theorem 4.6. Assume that Hypothesis 4.1 holds, and take c > 0. In Case C,

C1 R−c = (−∞, l−c ) for l−c ∈ R and R+
c = (l+c ,∞) for l+c ∈ R, so that

limt→(l−c )− ac(t) = −∞ and limt→(l+c )+ rc(t) =∞.

C2 The solutions ac and rc of equation (4.1)c are respectively locally pullback
attractive and locally pullback repulsive.

C3 limt→−∞ |ã−(t)− ac(t)| = 0 and limt→∞ |̃r+(t)− rc(t)| = 0.
C4 Let us take s ∈ R−c . Then, yc(t, s, y0) is bounded for t→ −∞ if and only if

y0 ≤ ac(s); and limt→−∞ |̃r−(t)− yc(t, s, y0)| = 0 if and only if y0 < ac(s).
C5 Let us take s ∈ R+

c . Then, yc(t, s, y0) is bounded for t → ∞ if and only if
y0 ≥ rc(s); and limt→∞ |ã+(t)− yc(t, s, y0)| = 0 if and only if y0 > rc(s).
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C6 There exist solutions yc(t, s, y0) which are unbounded at both endpoints of
their maximal intervals of definition. More precisely, this situation corre-
sponds to those points (s, y0) such that either s < l−c and y0 > ac(s), or
l−c ≤ s ≤ l+c and y0 ∈ R (if l−c ≤ l+c ), or l+c < s and y0 < rc(s).

Figures 1 and 2 depict the situation in Case A for c = 0.15 and the periodic
function p(t) = 0.9 − sin(t/5). Figure 1 shows the curves ac and rc of (4.1)c,
as well as (“a half” of) the classical attractor-repeller pairs (ã−, r̃−) and (ã+, r̃+)
for the limit equations (4.3) and (4.4). Here we observe that (ac, rc) provides the
connection between the attractor-repeller pairs for the limit equations. Figure 2
shows ac, rc and six more solutions of the equation (4.1)c: two of them are above
ac, so that they are unbounded for t → −∞ and approach ac (and hence ã+) for
t → ∞; two of them are below rc, so that they are unbounded for t → ∞ and
approach rc (and hence r̃−) for t→ −∞; and the remaining two, globally bounded,
approach rc (and hence r̃−) for t → −∞ and ac (and hence ã+) for t → ∞. (For
our visualization, we have chosen a periodic function p for simplicity. More details
concerning the method used to numerically approximate these curves are given in
Section 4.4.)

Figure 1. Case A: the trajectories of ac (solid red line) and rc
(long-dashed blue line), the “left half” of the classical attractor-
repeller pair given by (ã−, r̃−) for the limit equation (4.3) (green
short-dashed lines), and the “right half” of the classical attractor-
repeller pair given by (ã+, r̃+) for the limit equation (4.4) (green
dash-dotted lines).

Figure 2. Case A: the trajectories of ac (solid red line), of rc
(long-dashed blue line), two other bounded solutions (indigo short-
dashed lines), and four unbounded solutions approaching rc as t→
−∞ or ac as t→∞ (black dotted and green dash-dotted lines).

Figures 3 and 4 depict the situation in Case B, for p(t) = 0.9 − sin(t/5) and
for a value of c ≈ 0.22609301, so that λ∗(c) = 0. It was numerically not possible
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to determine c exactly, and for this reason, the two figures have been edited to
represent Case B: a small difference in the tenth decimal causes a jump from Case
A to Case C. In Figure 3 we observe how the attractor ã− at −∞, is connected to
the repeller r̃+ at +∞ by the orbit of the unique bounded solution bc. Four more
solutions are depicted in Figure 4: those starting above bc are unbounded at −∞
and approach ã+ at +∞; and those starting below bc are unbounded at +∞ and
approach r̃− at −∞. The locally pullback attractive and repulsive properties of bc
are also demonstrated in Figure 4.

Figure 3. Case B: the trajectories of ac = rc (solid red line), the
“left half” of the classical attractor-repeller pair given by (ã−, r̃−)
for the limit equation (4.3) (green short-dashed lines), and the
“right half” of the classical attractor-repeller pair given by (ã+, r̃+)
for the limit equation (4.4) (green dash-dotted lines).

Figure 4. Case B: the trajectories of ac = rc (solid line), and
four solutions left-bounded or right-bounded, which approach r̃−

as t→ −∞ or ã+ as t→∞.

Finally, Figures 5 and 6 depict Case C, for p(t) = 0.9−sin(t/5) and for c = 0.15,
following the same scheme of Figures 1 and 2. In this case, the connection between
the attractor-repeller pairs is broken, but still r̃− determines the limit behavior
of the solutions bounded for t → −∞ (except ac, which approaches ã−); and ã+

determines the limit behavior of the solutions bounded for t→∞ (except rc, which
approaches r̃+). The locally pullback attractive (resp. repulsive) character of ac
(resp. rc) is also demonstrated in Figure 6.

Remark 4.7. In the three dynamical possibilities, if s ∈ R+
c and y0 > rc(s),

then the solution yc(t, s, y0) is locally forward attractive, since limt→∞ |yc(t, s, y0)−
yc(t, s, y1)| = 0 whenever y1 > rc(s). This is due to the fact that limt→∞ |yc(t, s, y0)−
ã−(t)| = 0 whenever y0 > rc(s), which is a common property in Cases A, B and C.
Similarly, if s ∈ R−c and y0 < ac(s), then the solution yc(t, s, y0) is locally forward
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Figure 5. Case C: the trajectories of ac (solid red line) and rc
(long-dashed blue line), the “left half” of the classical attractor-
repeller pair given by (ã−, r̃−) for the limit equation (4.3) (green
short-dashed lines), and the “right half” of the classical attractor-
repeller pair given by (ã+, r̃+) for the limit equation (4.4) (green
dash-dotted lines).

Figure 6. Case C: the trajectories of ac (solid red line), rc (long-
dashed blue line), two solutions unbounded both to the right and
to the left (black dotted lines), and four solutions left-bounded or
right-bounded, which approach r̃− as t → −∞ or ã+ as t → ∞
(indigo short-dashed and green dash-dotted lines).

repulsive, since limt→−∞ |yc(t, s, y0) − yc(t, s, y1)| = 0 whenever y1 < ac(s). This
forward behavior can be observed in Figures 2, 4 and 6.

4.2. Proofs of the main results. To analyze the general dynamical properties
for the family of equations (4.1) is the starting point for the proofs of Theorems 4.3,
4.4, 4.5 and 4.6. For each c ≥ 0 we make the change of variables

x = y − 2

π
arctan(ct) , (4.6)

which transforms the differential equation (4.1)c to

x′ = −x2 + p(t)− qc(t) , (4.7)

where the function qc : R→ R is given by

qc(t) :=
2c

π(c2t2 + 1)
.

As usual, (4.7)c is the equation of the family (4.7) corresponding to a particular
value of c; and t 7→ xc(t, s, x0) is the maximal solution with value x0 at t = s. Note
that (4.7)0 coincides with (4.2), whose maximal solutions are denoted by x(t, s, x0).
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It is clear that

lim
t→±∞

qc(t) = 0 and lim
c→0

qc(t) = 0 uniformly on R .

This implies that the differential equation (4.2) plays now three roles: it coincides
with (4.7)0 for c = 0, and at the same time it coincides with the past and future
limit equations of (4.7)c for any c > 0, i.e. for t → ∞ and t → −∞. The dynam-
ical properties of (4.7)c will be analyzed in Theorems 4.8 and 4.9, which will be
fundamental for the proofs of the main results stated in Section 4.1.

Let ã and r̃ be the hyperbolic solutions from Hypothesis 4.1, and fix n0 ∈ N such
that

2

n0
≤ inf

t∈R
(ã(t)− r̃(t)) . (4.8)

The following construction is made for each n > n0 and for any fixed c > 0. Propo-
sition 3.2 applied to equation (4.2) and to ε = 1/n provides a constant δn, which
we also fix, such that ‖k‖ ≤ δn ensures that x′ = −x2 + p(t) + k(t) has also two hy-
perbolic solutions ãk and r̃k, with ãk attractive and satisfying ‖ãk − ã‖ < 1/n, and
with r̃k repulsive and satisfying ‖r̃k − r̃‖ < 1/n. In particular, ãk and r̃k are differ-
ent solutions. In fact, they are uniformly separated. Assuming without restriction
that the sequence (δn) is decreasing and δn ≤ 1/n, we take δc,n := min(δn, 2c/π)
and define tc,n > 0 as the unique positive value of time where qc(±tc,n) = δc,n,
which implies

t2c,n =
2

π c δc,n
− 1

c2
and lim

n→∞
tc,n =∞ . (4.9)

And we also define

q̃c,n : R→ R , t 7→
{
qc(t) if |t| ≥ tc,n ,
qc(tc,n) if |t| ≤ tc,n .

Hence ‖q̃c,n‖ ≤ δc,n ≤ δn, so that the equation

x′ = −x2 + p(t)− q̃c,n(t) (4.10)

(to which we will refer as (4.10)c,n, and whose maximal solutions will be represented
by xc,n(t, s, x0)) has two different hyperbolic solutions, ãc,n and r̃c,n, with

inf
t∈R

(ãc,n − r̃c,n) > 0 , ‖ãc,n − ã‖ ≤
1

n
and ‖r̃c,n − r̃‖ ≤

1

n
. (4.11)

Now we define a−c,n and r+
c,n as the unique (possibly locally defined) solutions of

(4.7)c with a−c,n(−tc,n) = ãc,n(−tc,n) and r+
c,n(tc,n) = r̃c,n(tc,n), and observe that

a−c,n is at least defined on (−∞,−tc,n ] and r+
c,n is at least defined on [ tc,n,∞), and

a−c,n(t) = ãc,n(t) for t ≤ −tc,n ,
r+
c,n(t) = r̃c,n(t) for t ≥ tc,n ,
xc(t, s, x0) = xc,n(t, s, x0) if s, t ≥ tc,n or s, t ≤ −tc,n .

(4.12)

Finally, we denote by ac : R−c → R and rc : R+
c → R the solutions associated to

(4.7)c by Theorem 3.1, and we note that the domains R−c and R+
c (as defined in

(3.9)) are nonempty, due to the existence and properties of a−c,n and r+
c,n. Recall

that these sets contain at least a negative and a positive half line, respectively, and
that they are given by the entire line R if and only if (4.7)c has globally bounded
solutions (see Theorem 3.1). Note also that ac and rc are closely related to the
above mentioned solutions ac and rc of (4.1)c, which is explained in Proposition 4.12
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below. In the statements and the proofs of the following results, there appear the
following eight functions (six in fact, as Theorem 4.8 shows):

- ã and r̃ (hyperbolic solutions of (4.2)=(4.7)0),
- ac, a

−
c,n, rc and r+

c,n (solutions of (4.7)c, perhaps locally defined),
- and ãc,n and r̃c,n (hyperbolic solutions of (4.10)c,n).

Recall that the definitions of locally pullback attractive and repulsive solutions are
given in Section 2.

Theorem 4.8. Assume that Hypothesis 4.1 holds. Let us take n0 satisfying (4.8)
and fix some n > n0. For any c > 0,

(i) r̃ < r̃c,n < ãc,n < ã.
(ii) a−c,n = ac and r+

c,n = rc.
(iii) limt→−∞ |ã(t)− ac(t)| = 0 and limt→∞ |r̃(t)− rc(t)| = 0.
(iv) Let us take s ∈ R−c . Then, xc(t, s, x0) is bounded for t→ −∞ if and only if

x0 ≤ ac(s); and limt→−∞ |r̃(t)− xc(t, s, x0)| = 0 if and only if x0 < ac(s).
(v) Let us take s ∈ R+

c . Then, xc(t, s, x0) is bounded for t→∞ if and only if
x0 ≥ rc(s); and limt→∞ |ã(t)− xc(t, s, x0)| = 0 if and only if x0 > rc(s).

(vi) The solutions ac and rc of equation (4.7)c are respectively locally pullback
attractive and locally pullback repulsive.

Proof. (i) The second inequality follows, for instance, from (4.11) and (4.8), since
n > n0. Theorem 3.1(v) ensures the other ones, since 0 < q̃c,n.

(ii) The last equality in (4.12) yields xc(t,−tc,n, x0) = xc,n(t,−tc,n, x0) for t ≤
−tc,n. Theorem 3.1(i) applied to equation (4.10)c,n and to its solution ãc,n, and
the first and last equalities in (4.12), yield the equivalence

sup
t∈(−∞,−tc,n]

xc(t,−tc,n, x0) = sup
t∈(−∞,−tc,n]

xc,n(t,−tc,n, x0) <∞

⇔ x0 ≤ ãc,n(−tc,n) = a−c,n(−tc,n) .

But this is exactly the definition of ac(−tc,n), as Theorem 3.1(i) guarantees. There-
fore, a−c,n(t) = ac(t), since both of them solve (4.7)c and they coincide at t = −tc,n.

An analogous argument shows that r+
c,n(t) = rc(t).

(iii) Property (ii) and the first equality in (4.12) guarantee that ac and ãc,n
coincide on (−∞,−tc,n]. Since (tc,n) ↑ ∞ as n→∞ (see (4.9)), the first assertion
in (iii) is a consequence of (4.11). The argument is analogous for the second one.

(iv) We fix s ∈ R−c . Theorem 3.1(i) proves the first assertion in (iv). Let
us take x0 < ac(s), and any ε > 0. We look for n > n0 (with n0 defined by
(4.8)) such that 1/n ≤ ε/2 and such that −tc,n < s (see again (4.9)). Then,
xc(−tc,n, s, x0)) < ac(−tc,n) = ãc,n(−tc,n). In addition, the last equality in (4.12)
ensures that xc(t, s, x0) = xc,n(t,−tc,n, xc(−tc,n, s, x0)). Now we write

|r̃(t)− xc(t, s, x0)| ≤ |r̃(t)− r̃c,n(t, s, x0)|
+ |r̃c,n(t, s, x0)− xc,n(t,−tc,n, xc(−tc,n, s, x0))|

and apply Theorem 3.5(ii) to the hyperbolic solutions of (4.10)c,n and the last
bound in (4.11) in order to conclude the existence of tn ≤ −tc,n such that |r̃(t) −
xc(t, s, x0)| < ε for all t ≤ tn. Therefore, limt→−∞ |r̃(t) − xc(t, s, x0)| = 0. This
limit behavior is precluded for x0 = ac(s) by the first property in (iii) and the
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uniform separation of ã and r̃; and for x0 > ac(s) by the fact that the maximal
domain of xc(t, s, x0) is bounded below, according to Theorem 3.1(iii).

(v) The proof of these assertions is similar to that of point (iv).

(vi) We observe that the first assertion in (iii) and properties (4.11) allow us to
choose s0 ∈ R−c such that ε := (1/2) infs∈(−∞,s0](ac(s)− r̃c,n(s)) > 0. Hence, Theo-
rem 3.1(ii) applied to equation (4.10)c,n ensures that its solutions xc,n(t, s, ac(s)±ε)
are defined for any t ≥ s if s ≤ s0. We assume without restriction that s0 ≤ −tc,n.

Now we fix t ≤ s0 and take s ≤ t. If l ∈ [s, t], then ac(l) = ãc,n(l) (due to (ii) and
the first equality in (4.12)), and this implies xc(l, s, ac(s)±ε) = xc,n(l, s, ac(s)±ε) =
xc,n(l, s, ãc,n(s) ± ε) (using also the last equality in (4.12)). Therefore, Theorem
3.5(ii) applied to the hyperbolic solutions of (4.10)c,n, using the ε defined above,
provides k0 ≥ 1 and β0 > 0 (independent of s) with

|ac(t)− xc(t, s, ac(s)± ε)| = |ãc,n(t)− xc,n(t, s, ãc,n(s)± ε)| ≤ k0 e
−β0(t−s)ε ,

which is as small as desired if −s is large enough. This proves (vi) in the case of
ac, and the argument is similar for rc. �

Much more information can be given in the case of global existence of ac and
rc, mainly if they are different. Recall that λ∗(0, p − qc) is associated to equation
(4.7)c by Theorem 3.6.

Theorem 4.9. Assume that Hypothesis 4.1 holds. Let us take n0 satisfying (4.8)
and fix some n > n0. Assume also that ac and rc are globally defined and bounded.
Then, if c > 0,

(i) r̃ < r̃c,n ≤ rc ≤ ac ≤ ãc,n < ã.

If, in addition, ac and rc are different, then

(ii) limt→∞ |ã(t)− ac(t)| = 0 and limt→−∞ |r̃(t)− rc(t)| = 0.
(iii) inft∈R(ac−rc) > 0, ac and rc are hyperbolic solutions, and λ∗(0, p−qc) < 0.

Consequently,

(iv) if λ∗(0, p− qc) = 0, then equation (4.7)c has only one bounded solution.

Proof. (i) Theorem 3.1(v) ensures the chain of inequalities, since 0 < q̃c,n ≤ qc and
since the two hyperbolic solutions ãc,n and r̃c,n of (4.10)c,n delimit the set of initial
data of bounded solutions for this equation (see Corollary 3.7), as ã and r̃ do for
(4.2).

(ii) Let us take ε > 0 and fix n1 > max(2/ε, n0). Since ac > rc, it follows from
(i) that ac(tc,n1

) > r̃c,n1
(tc,n1

). Therefore, the last relation in (4.12) and Theorem
3.5(ii) ensure that |ac(t) − ãc,n1

(t)| ≤ ε/2 if t is large enough. Using (4.11), we
conclude that, for these values of t, |ã(t) − ac(t)| ≤ 1/n1 + ε/2 ≤ ε, which proves
the result for ac. The proof is analogous for rc.

(iii) The uniform separation between ac and rc follows from Theorem 4.8(iii),
assertion (ii), and the uniform separation between ã and r̃ guaranteed by The-
orem 3.5(iii). Therefore, Theorem 3.5(i) ensures that ac and rc are hyperbolic
solutions of (4.7). And Theorem 3.6(i)&(iii) ensure that λ∗(0, p− qc) < 0.

(iv) Theorem 3.6(i) ensures the existence of at least one bounded solution, and
(iii) precludes the existence of two different bounded solutions. �
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The next results add some information about how the domains R−c and R+
c of

ac and rc depend on c > 0. This is helpful in order to justify the accuracy of the
numerical simulations performed at the end of the paper.

Proposition 4.10. Assume that Hypothesis 4.1 holds. There exists t∗ > 0 inde-
pendent of c > 0 such that, if q∗c (t) is defined as qc(t) for |t| > t∗ and as qc(t

∗) on
[−t∗, t∗], then the differential equation x′ = −x2 + q∗c (t) + p(t) admits two different
hyperbolic solutions ã∗c and r̃∗c such that ac = ã∗c on (−∞,−t∗] and rc = r̃∗c on
[t∗,∞). In particular, (−∞,−t∗] ⊂ R−c and [t∗,∞) ⊂ R+

c for any c > 0.

Proof. Using the trivial inequality |2αβ|/(α2 + β2) ≤ 1, we check that |2 t qc(t)| ≤
2/π for all t ∈ R and c > 0, so that 0 < qc(t) ≤ 1/(π|t|) for all t 6= 0 and
c > 0. Proposition 3.2 allows us to choose t∗ > 0 large enough to guarantee
that, if ‖q‖ ≤ 1/(π t∗), then x′ = −x2 + q(t) + p(t) has two different hyperbolic
solutions (as close to those of x′ = −x2 + p(t) as desired). The function q∗c of
the statement satisfies this condition. We call the corresponding upper and lower
hyperbolic solutions ã∗c and r̃∗c , and repeat the arguments leading to the first and
second equalities in (4.12) and to Theorem 4.8(ii) in order to complete the proof. �

Remarks 4.11. (a) As a consequence of the previous result, we can assert that ac
and rc are globally defined hyperbolic solutions if and only if they are respectively
defined at least on (−∞, t∗] and [−t∗,∞) and satisfy ac > rc on [−t∗, t∗]. The
“only if” is trivial, and to check the “if”, we must just realize that this situation
precludes the existence of a vertical asymptote for ac or rc, since they should
respectively correspond to values of t > t∗ or t < −t∗ (and hence the graphs of ac
and rc would intersect). In fact, if is enough to find a point t ∈ [−t∗, t∗] at which
ac(t) > rc(t).

(b) The convergence of the solution x∗c(t, s, x0) of x′ = −x2 + q∗c (t) + p(t) to the
hyperbolic solution ã∗c (or r̃∗c ) is exponentially fast for t→∞ if x0 ≥ ã∗(s) (or for
t → −∞ if x0 ≤ r̃∗(s)), as Theorem 3.5(ii) states. Therefore, x∗c(−t∗,−s, x0) will
approach ã∗c(−t∗) = ac(−t∗) as close as required by choosing −s much smaller than
−t∗ and x0 ≥ ã∗c(−s) = ac(−s). In fact, a computer does not distinguish between
x∗c(−t∗,−s, x0) and ac(−t∗) if s − t∗ is large enough due to limited precision. A
similar situation applies to x∗c(t

∗, s, x0) and rc(t
∗) if s is much larger than t∗ and

x0 ≤ rc(s).

To prove the main theorems, we need to introduce more notation and go deeper
to understand the relation between (4.1)c and (4.7)c. Let yc(t, s, y0) be the solution
of (4.1)c with yc(s, s, y0) = y0. It is immediate to check that

yc(t, s, y0) = x
(
t, s, y0 − (π/2) arctan(cs)

)
+ (π/2) arctan(ct) . (4.13)

Recall that the functions ac and rc, associated to (4.7)c, are defined on the sets R−c
and R+

c , respectively.

Proposition 4.12. Consider the original equation (4.1)c, and let ac and rc be the
solutions provided by Theorem 3.1. Then,

(i) the map ac is defined on R−c and ac(t) = ac(t) + (π/2) arctan(ct), and
(ii) the map rc is defined on R+

c and rc(t) = rc(t) + (π/2) arctan(ct).

Proof. Let us define dc(t) = ac(t) + (π/2) arctan(ct) and observe that it is a solu-
tion of (4.1)c defined exactly on R−c . In addition, according to (4.13) and Theo-
rem 3.1(i), y(t, s, y0) is bounded for t→ −∞ if and only if y0 − (π/2) arctan(cs) ≥
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ac(s); that is, if and only if y0 ≥ dc. Using again Theorem 3.1(i), we conclude that
dc = ac, which completes the proof of (i). The proof of (ii) is analogous. �

Most of the work is done now, and the proofs of the main theorems, stated in
Section 4.1, follow directly from the previous results.

Proof of Theorem 4.3. It follows from the definition (see Section 2) that b̃ is a

hyperbolic solution for (4.7)c if and only if b̃ is a hyperbolic solution for (4.1)c, where

b̃(t) = b̃(t) + (π/2) arctan(ct). An analogous assertion holds when “hyperbolic” is
replaced by “bounded”. Therefore, the classification of Definition 4.2 is equivalent
for both equations. According to Theorem 3.6, we are in Case A if λ∗(0, p−qc) < 0,
and in Case C if λ∗(0, p − qc) > 0. Theorem 4.9(iv) shows Case B holds if
λ∗(0, p− qc) = 0, and this completes the proof. �

We prove Theorem 4.6 prior to Theorems 4.5 and 4.4.

Proof of Theorem 4.6. C1 follows from Proposition 4.12 and Theorem 3.1(iv),(i)&(ii).
To prove C2, note that it follows from Proposition 4.12 and (4.13) that

|ac(t)− yc(t, s, ac(s)± δ)| = |ac(t)− xc(t, s, ac(s)± δ)|
and

|rc(t)− yc(t, s, rc(s)± δ)| = |rc(t)− xc(t, s, rc(s)± δ)| ,
so that Theorem 4.8(vi) proves this assertion. Similarly, C3, C4 and C5 follow from
the statements (iii), (iv) and (v) of Theorem 4.8 combined with Proposition 4.12
and equalities (4.5) and (4.13). Finally, C6 follows easily from Theorem 3.1 applied
to (4.1)c. �

Proof of Theorem 4.5. Property B1 is trivial, and using this, we can repeat the
arguments of Theorem 4.6 to prove B2 and B3. The fist equivalence in B4 is proved
by Theorem 3.1(i) and the equality bc = ac; the second one by Theorem 4.8(v) and
the equalities bc = rc, (4.13) and (4.5). The proof of B5 is analogous. �

Proof of Theorem 4.4. It follows from Theorem 3.6 that the existence of two hyper-
bolic solutions for (4.7)c corresponds to the case λ∗(0, p − qc) < 0, in which case
these solutions are ac and rc. This fact, Proposition 4.12 and Remark 4.14 prove
A1.

Once this is established, Theorem 3.1(i)&(ii) and Theorem 4.8(iv)&(v) combined
with Proposition 4.12 and (4.13) prove A2, A3 and A4; and Theorems 4.8(iii) and
4.9(ii), Proposition 4.12 and equalities (4.5) prove A5. �

4.3. The bifurcation curve λ∗ and rate-induced tipping. In this subsection,
we analyse rate-induced tipping occurring in (4.1)c under variation of the rate
c > 0. We note that (4.1)c is linked to the differential equation (4.7)c by means
of the change of variables (4.6). In particular, this implies that for any fixed value
of c > 0, the differential equations (4.1)c and (4.7)c share the same dynamics by
being either in Case A, B or C from Definition 4.2.

For this reason, rate-induced tipping in (4.1)c occurs if and only if (4.7)c admits a
bifurcation. In other words, if the absence of bounded solutions for (4.7)c gives rise
to the presence of an attractor-repeller pair as c increases or decreases. According
to Theorem 3.6, this corresponds to a change of the sign of λ∗(0, p − qc), which is
exactly the bifurcation point in λ of the differential equation

x′ = −x2 + p(t)− qc(t) + λ . (4.14)
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To analyze this in the context of rate-induced tipping for (4.1)c, we thus define

λ∗ : [0,∞)→ R , c 7→ λ∗(c) := λ∗(0, p− qc)
and note that λ∗(0) = λ∗(0, p). We first establish elementary properties of λ∗
under Hypothesis 4.1. Note that the existence of hyperbolic solutions ensured by
this hypothesis and Theorem 3.6 guarantee that λ∗(0) < 0.

Theorem 4.13. Assume that Hypothesis 4.1 holds.

(i) The map λ∗ is Lipschitz continuous, with |λ∗(c2)−λ∗(c1)| ≤ (2/π)|c2− c1|
for c1 ≥ 0 and c2 ≥ 0, and it takes values in the interval [λ∗(0) , ‖p‖+ 1 ].

(ii) If the equation x′ = −x2 + p(t) +λ∗(0) has only one bounded solution, then
λ∗(c) > λ∗(0) for any c > 0.

Proof. Theorem 3.6(i) ensures that there exists at least a bounded solution bc for
x′ = −x2 + p(t) − qc(t) + λ∗(c). Let us take c > 0. Since qc > 0, we have
b′c(t) < −b2c(t)+p(t)+λ∗(c), and hence the last assertion in Theorem 3.1(v) ensures
that the equation x′ = −x2 +p(t)+λ∗(c) has two different bounded solutions. This
fact combined with Theorem 3.6 proves that λ∗(c) ≥ λ∗(0, p) = λ∗(0), and that the
inequality is strict under the additional condition assumed in (ii), which proves (ii).

The change of variables y = x + (2/π) arctan(ct) takes equation (4.14) to y′ =
−(y− (2/π) arctan(ct))2 +p(t)+λ, and clearly preserves the property of occurrence
or absence of bounded solutions: in this regard, the role of λ∗(c) is the same for
both equations. In particular, Theorem 3.6 shows that λ∗(c) ≤ supt∈R |p(t) −
(4/π2) arctan2(ct)| ≤ ‖p‖+ 1.

In order to prove the Lipschitz continuity, we fix c1 ≥ 0 and c2 ≥ 0, and take
a bounded solution bc1 for the equation x′ = −x2 + p(t) − qc1(t) + λ∗(c1). Then,
b′c1(t) ≤ −b2c1(t) + p(t) − qc2(t) + ‖qc1 − qc2‖ + λ∗(c1), so that Theorem 3.1(v)
and Theorem 3.6(i) ensure that λ∗(c2) ≤ ‖qc1 − qc2‖ + λ∗(c1), that is, λ∗(c2) −
λ∗(c1) ≤ ‖qc1 − qc2‖. Interchanging the roles of c1 and c2 we find λ∗(c1)−λ∗(c2) ≤
‖qc1 − qc2‖, so that |λ∗(c2) − λ∗(c1)| ≤ ‖qc1 − qc2‖. It is very easy to check that
(∂/∂c)qc(t) ≤ 2/π. Altogether, we conclude that |λ∗(c2)− λ∗(c1)| ≤ (2/π)|c2− c1|,
which proves the assertion. �

Remark 4.14. Since the change of variables y = x − (2π) arctan(ct) does not
change the possible boundedness or hyperbolicity of the solutions, the dynamical
possibilities for the equation

y′ = −(y − (2/π) arctan(ct))2 + p(t) + λ (4.15)

are those three described by Theorem 3.6, and they depend on the relation between
λ and λ∗(0, p− qc) = λ∗(c).

Therefore, the graph of the map λ∗ : [0,∞)→ R is the bifurcation curve for the
two-parametric families of equations (4.14) and (4.15): for pairs (c, λ) above the
graph, two hyperbolic solutions exist; for pairs (c, λ) below the graph, no bounded
solutions exist; and for the points of the graph, there exist bounded solutions, but
none of them is hyperbolic. These assertions follow from Theorem 3.6. (In fact,
Theorem 4.9(iv) ensures the existence of only one bounded solution for each point
on the graph if c > 0.)

The following proposition is a reformulation of Theorem 4.3 and shows that the
sign of λ∗ describes in which of the three cases the differential equation (4.1)c is.
The statement follows from the proof of Theorem 4.3.
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Proposition 4.15. Assume that Hypothesis 4.1 holds. Then, for c > 0, the differ-
ential equation (4.1)c is

(i) in Case A if and only if λ∗(c) < 0,
(ii) in Case B if and only if λ∗(c) = 0,
(iii) in Case C if and only if λ∗(c) > 0.

The proposition implies that under Hypothesis 4.1, a change of sign of the func-
tion λ∗ describes rate-induced tipping. Note that it is possible that the function
λ∗ takes only strictly negative values, in which case tipping does not occur and we
are in Case A for any rate c > 0.

Let us suppose now that rate-induced tipping is possible in the sense that there
exists a c > 0 with λ∗(c) > 0. Due to λ∗(0) < 0 and continuity of λ∗, this
implies the existence of c0 > 0 with λ∗(c0) = 0. We suppose that rate-induced
tipping occurs transversally at c = c0, i.e. there exists δ0 > 0 such that λ∗(c) < 0
for c ∈ [c0 − δ0, c0) and λ∗(c) > 0 for c ∈ (c0, c0 + δ0]. Using Proposition 4.15,
transversal rate-induced tipping means that

- for c ∈ [c0 − δ0, c0), the differential equation (4.1)c is in Case A,
- for c = c0, the differential equation (4.1)c is in Case B, and
- for c ∈ (c0, c0 + δ0], the differential equation (4.1)c is in Case C.

The following theorem shows that in this situation, tipping can be described by a
collision of the attractor-repeller pair (ac, rc).

Theorem 4.16. We suppose that Hypothesis 4.1 holds, and that there exists a
c0 > 0 such that (4.1)c admits a transversal rate-induced tipping at c = c0.

(i) As c increases to c0, the upper and lower bounds of the set of bounded
solutions collide in the sense that

lim
c→c−0

ac = bc0 uniformly on the negative half-lines of R ,

lim
c→c−0

rc = bc0 uniformly on the positive half-lines of R . (4.16)

(ii) As c decreases to c0, the half-line domains R−c and R+
c of ac and rc satisfy

lim
c→c+0

supR−c =∞ and lim
c→c+0

infR+
c = −∞ ,

and the limits (4.16) hold also as c→ c+0 .

Proof. We will prove the results for the auxiliary equations (4.7), and apply Propo-
sition 4.12 to deduce them for (4.1), since arctan(ct) converges to arctan(c0t) uni-
formly on R as c → c0. Let n0 satisfy (4.8), and let us fix n > n0 and consider
the equations (4.10)c,n for c ∈ [c0 − δ0, c0 + δ0], for which the classical attractor-
repeller pairs (ãc,n, r̃c,n) exist. It follows from (4.9) that limc→c0 tc,n = tc0,n. We
set t0 = tc0,n + 1. Then, ãc,n(t) = ac(t) for t ≤ −t0 and c ∈ [c0 − δ, c0 + δ0]
(see Theorem 4.8(ii) and the first equality in (4.12)). Recall also that ac0 = bc0 .
Proposition 3.2 allows us to assert that limc→c0 ac,n = ac0,n uniformly on R, so that
limc→c0 ac = bc0 uniformly on (−∞,−t0].

On the other hand, bc0 is also defined on [−t0,∞). Let us fix k ∈ N. The theorem
of continuous dependence with respect to initial conditions and parameters provides
δk ∈ (0, δ] such that if c ∈ [c0, c0 + δk] then ac(t) = xc(t,−t0, ac(−t0)) is defined on
[−t0, k], and in addition limc→c+0

ac = bc0 uniformly on [−t0, k]. This shows that

supR−c tends to ∞ as c→ c+0 (recall that R−c = R+
c = R for c ∈ [c0 − δ0, c0]), and
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that limc→c0 ac = bc0 uniformly on (−∞, k]. The assertions of (i) and (ii) concerning
ac (and hence ac) are hence proved. And, as usual, the proof is analogous for rc. �

We can reach similar conclusions if c0 is a point at which the graph of λ∗ crosses
transversally the horizontal axis in a decreasing sense: that is, λ∗(c0) = 0, and
there exists δ0 ∈ (0, c0) such that λ∗(c) > 0 for c ∈ [c0 − δ0, c0) and λ∗(c) < 0 for
c ∈ (c0, c0 + δ0]. The difference is that now the situation changes from Case C for
c < c0 to Case A for c > c0.

On the other hand, if 0 is a strict local maximum of λ∗ at c0, then Case A holds
for c 6= c0 in a neighborhood of c0, with the same limit behavior for |ac − rc| as
that described in Theorem 4.16(i) (from both sides). Accordingly, if 0 is a strict
local minimum attained at c0, then no bounded solutions exist for values of c 6= c0
close to c0, and the limit behavior for |ac − rc| is that of Theorem 4.16(ii) (from
both sides). Finally, we point out that the four cases that we have mentioned do
not exhaust the possibilities for the set of zeros of λ∗.

4.4. Numerical simulations. In this final subsection, we provide a numerical
analysis of some of the questions treated in this paper for the differential equation
(4.1), where

p(t) := 0.895− sin(t/2)− sin(
√

5 t) . (4.17)

We have chosen the value 0.895 to capture the possible phenomenon of reversibil-
ity of rate-induced tipping. We used the MATLAB function ode45 for numerical
approximations of all the involved equations, with the options on the relative and
absolute tolerance RelTol=1e-9 and AbsTol=1e-9.

We intend to provide a illustration of a number of rate-induced tipping phenom-
ena, and to do so, we have to work under two fundamental assumptions, for which
we have consistent numerical evidences (see end of the section): firstly, that there
exists an attractor-repeller pair (ã∗, r̃∗) for the modified differential equation

x′ = −x2 + p(t)− 0.03 ; (4.18)

and secondly, that, for a dichotomy pair (k, β) which is simultaneously valid for the
two hyperbolic solutions,

4 k e−950 β < 10−16 . (4.19)

Note that the first condition means that λ∗(0) < −0.03, so that Hypothesis 4.1 is
fulfilled. That is, there exists an attractor-repeller pair (ã, r̃) for (4.2). In turn,
under this hypothesis, Theorem 4.8 (resp. Proposition 4.12) ensure the existence
of the possibly locally defined solutions ac and rc (resp. ac and rc) associated by
Theorem 3.1 to (4.7)c (resp. to (4.1)c), for any c ≥ 0. In addition, since the
constant m = 2 satisfies the condition (3.2) for all the differential equations (4.7)c,
we know that ac(t) < 2, ac(t) < 3, rc > −2 and rc(t) > −3 on their respective
domains, see Theorem 3.1 and Proposition 4.12. The second assumption (4.19) is
used to find suitable initial conditions (initial time, initial value) to obtain suitable
approximations of the solutions ac and rc.

We proceed with the representation of ac and rc, using the idea given in Re-
mark 4.11(b). The first point is showing that, for the procedure described in
Proposition 4.10, we can take t∗ = 50. Note first that 1/(50π) < 0.01, which
ensures that qc(t) < 0.01 if |t| ≥ 50 for any t ≥ 0 (see the proof of Proposi-
tion 4.10). Now we construct q∗c as in the statement of Proposition 4.10, so that
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0 ≤ q∗c (t) < 0.01 < 0.03, and consider

x′ = −x2 − q∗c (t) + p(t) , (4.20)

whose maximal solution is denoted by x∗c(t, s, x0). We can use Theorem 3.1(v) to
compare (4.20) with (4.18), which combined with the fact that m = 2 satisfies the
condition (3.2) for all the equations (4.20)c, allows us to assert that the solutions
r̃∗c and ã∗c of (4.20) from Theorem 3.1 are globally defined and satisfy −2 < r̃∗c <
r̃∗ < ã∗ < ã∗c < 2 for any c ≥ 0. Since ã∗ and r̃∗ are uniformly separated, so are
ã∗c and r̃∗c , and hence, Theorem 3.5 ensures that (ã∗c , r̃

∗
c ) is an attractor-repeller

pair for (4.20). In addition, the former inequalities make it easy to check that the
dichotomy constant pair (k, β) is also valid for (ã∗c , r̃

∗
c ), for any c ≥ 0.

Having in mind these facts, the information provided by Theorem 3.5(ii), and as-
sumption (4.19), we observe that the computer (working with double precision) dis-
tinguishes neither ã∗c(−50) from x∗c(−50,−1000, 2), nor r̃∗c (50) from x∗c(50, 1000,−2).
(Note that 4 is a bound for |2−ã∗c(−1000)| and for |−2−r̃∗c (1000)|.) Recall now that
the solutions of (4.7)c are xc(t, s, x0), and note that x∗c(t,−1000, 2) = xc(t,−1000, 2)
and ac(t) = ã∗c(t) for t ≤ −50, and x∗c(t, 1000,−2) = xc(t, 1000, 2) and rc(t) = r̃∗c (t)
for t ≥ 50: this can be proved as (4.12) and Theorem 4.8(ii). Altogether, we can
assert that the computer distinguishes neither ac(−50) from xc(−50,−1000, 2), nor
rc(50) from x∗c(50, 1000,−2).

All this information can be immediately transferred to the differential equations
(4.1)c: their solutions yc(t,−1000, 3) and yc(t, 1000,−3) are respectively adequate
to obtain representations of ac(t) for t ≥ −50 and of rc(t) for t ≤ 50.

The way to proceed is clear now. If there is ta > −50 such that yc(ta,−1000, 3) <
−3, then there are not bounded solutions: the graphs of any possible bounded
solution lies in R × [−3, 3], and hence, such a bounded solution would intersect
the graph of the solution yc(ta,−1000,−3). Therefore, the dynamics is given by
Case C. And if we can continue the solution yc(t,−1000, 3) at least until t = 50,
and observe that yc(50,−1000, 3) > yc(50, 1000,−3), then we are in Case A (see
Remark 4.11(a)).

In Figure 7, the solutions ac and rc are plotted for certain increasing values of c
in the (t, y)-plane. As expected, these two solutions are bounded for small values
c ≥ 0, with ac > rc, since the system is in Case A. We observe rate-induced
tipping as c increases, when the solutions ac and rc become unbounded and hence
the system passes to be in Case C. Interestingly, we observe that a further increase
in c brings the system back into Case A, and then another transition into Case C
can be observed. Note also that, thanks to Theorems 4.4, 4.5 and 4.6, we know
that limt→−∞ |ã−(t) − ac(t)| = limt→∞ |̃r+(t) − rc(t)| = 0 holds for all c > 0.
This limit behavior can also be observed in Figure 7, as well as the fact that
limt→∞ |ã+(t)− ac(t)| = limt→−∞ |̃r+(t)− rc(t)| = 0 when c > 0 and ac and rc are
globally defined and uniformly separated.

The observed transitions Cases A → C → A → C (which can only occur if the
situation fits the critical Case B at least for three values of c) suggest that the
critical tipping rate may neither be just related to its magnitude nor unique. In
order to understand the occurrence of the different instances of tipping better, as
well as its possible reversibility, in Figure 8, we show the graph of the map λ∗, which
has been introduced before Theorem 4.13 (see also Remark 4.14). The mapping
λ∗ is computed using 6000 evenly-spaced values of c in the interval [0, 3.5]. Each
computed value of λ∗(c) is calculated using a bisection method: we find suitable λtop
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Figure 7. Approximation of ac (in solid red) and rc (in dashed
blue) of (4.1)c with p given as in (4.17), for ten values of c between
0 and 9. Three tipping points have been detected with a precision
of five digits by an approximation of the solutions ac and rc before
and after the bifurcation. The pictures for c = 0.5, c = 1.2 and
c = 9 demonstrate how ac and rc are separated when the value of
c is not close to a tipping point.

and λbot with λtop > λ∗(c) > λbot by checking if equations (4.15) are in Case A or
C, respectively. Then we make the same test for λ = (1/2)(λtop + λbot) to update
the values of λtop and λbot. We iterate this process until λtop − λbot ≤ 10−8. As
explained in Theorem 4.16, one has λ∗(c) = 0 at a tipping points c. Our numerical
results suggest that for the particular choice of p in (4.17), the function λ∗ seems
to have three zeros, although we do not have a theoretical justification for this.
Figure 9 provides a closer look at the first of the three tipping points appearing
in Figure 8. The aim is to illustrate the uniform convergence of ac and rc to the
unique bounded solution at the tipping point, as proved in Theorem 4.16.

The relation λ∗(0, p + λ) = λ∗(0, p) − λ (proved in Theorem 3.6(v)) and the
fact that λ∗ is bounded (proved in Theorem 4.13(i)), show that we can modify the
function p in order to get examples of equations (4.1) for which no tipping occurs.
For instance, replacing p by p1 := p + λ∗(0) − 1, the corresponding equations
(4.1)c are in Case C for any c ≥ 0: using Theorem 4.13(i), we observe that
λ∗(0, p1 − qc) = λ∗(c) − λ∗(0) + 1 ≥ 1 for any c ≥ 0; of course, this function p1

does not satisfy Hypothesis 4.1. For p2 := p + supc≥0 λ∗(c) + 1, we are always
in Case A, since λ∗(0, p2 − qc) = λ∗(c) − supc≥0 λ∗(c) − 1 ≤ −1. Assuming the
accuracy of the representation of λ∗, we can also get functions p3 and p4 for which
the corresponding λ∗ takes the value 0 at a local maximum or at a local minimum,
so that a punctual Case B “interrupts” Cases A or C.

We conclude by explaining the numerical evidences we have mentioned at the
beginning of this subsection. We obtain them by representing solutions of (4.18).
Independently of the initial time, the numerical approximation of every solution
starting in an initial value greater than 2 eventually falls onto the graph of the
function ã∗, which we represent in solid red in Figure 10. The analogous behavior
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Figure 8. Computation of the graph of λ∗(c) for (4.1) with p
given as in (4.17) for c ∈ [0, 3.5]. The picture on the right is a
magnification of the picture on the left close to 0. It seems very
plausible that for this choice of p, a slight change of the constant
0.895 appearing the definition of p could affect the number of pos-
sible tipping points for this system.
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Figure 9. Approximation of the solutions ac (in solid red) and rc
(in dashed blue) of (4.1) with p given as in (4.17), in the vicinity
of the first tipping point in Figure 8.
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is observed backwards in time when approximating solutions with initial value less
than −2, which are eventually mapped on the graph of r̃∗, represented in dashed
blue in Figure 10. Finally, the solution corresponding to any initial pair (initial
time, initial value) between the graphs of ã∗ and r̃∗ falls onto the red curve as time
increases and onto the blue curve as time decreases. In other words, we observe
numerically that (ã∗, r̃∗) is an attractor-repeller pair for (4.18), which is our first
assumption. Finally, the time of collision of solutions starting at a distance of less
than 5 to one of the hyperbolic solutions is never greater than 20, which is much
less than 950 and justifies the validity of our second assumption (4.19).

Appendix A. Proof of Theorem 3.5

Let q and p be the bounded and uniformly continuous functions of differential
equation (3.11), and let Ωq,p be its hull ; that is, the closure in C(R,R× R) of the
set {(q, p)t | t ∈ R}, where C(R,R×R) is endowed with the compact-open topology
and (q, p)t(s) := (q(t+ s), p(t+ s)). It is well-known that Ωq,p is a compact metric
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Figure 10. Global dynamics of (4.18). The behavior is the same
at any interval of integration.

space, and that the map σ : R × Ωq,p → Ωq,p, (t, ω) 7→ ωt, with ωt(s) := ω(t + s),
defines a continuous flow on it (see, e.g., [26]). And it is obvious that the operator
(q∗, p∗) : Ωq,p → R × R, ω 7→ ω(0), is continuous and satisfies (q∗, p∗)(ωt) = ω(t).
Note that if ω = (ω1, ω2) then q∗(ω) = ω1(0) and p∗(ω) = ω(0). We will represent
ωq,p := (q, p) ∈ Ωq,p, so that q∗((ω

q,p)t) = q(t) and p∗((ω
q,p)t) = p(t). Now we can

consider the family of scalar equations

x′ = −x2 + q∗(ωt)x+ p∗(ωt) (A.1)

for ω ∈ Ωq,p, which includes (3.11). Let t 7→ u(t, ω, x0) represent the maximal
solution of (A.1) with u(0, ω, x0) = x0 ∈ R. The continuity of the flow on the hull,
the uniqueness of solutions of initial value problems for (A.1), and standard results
on continuous dependence for ordinary differential equations, ensure that

τ : U ⊆ R× Ωq,p × R→ Ωq,p × R , (t, ω, x0) 7→ (ωt, u(t, ω, x0)) , (A.2)

defines a (local) continuous flow on Ωq,p × R. The set U is obviously composed
by those points (t, ω, x0) for which u(t, ω, x0) exists. Clearly, the (scalar) flow τ
is monotone with respect to its state variable; i.e., if x1 < x2, then u(t, ω, x1) <
u(t, ω, x2) as long as both solutions are defined. In addition, the flow τ is C1 and
strictly concave with respect to the state variable. The strict concavity means that

u(t, ω, ρ x1 + (1− ρ)x2) > ρu(t, ω, x1) + (1− ρ)u(t, ω, x2) (A.3)

whenever t > 0, ω ∈ Ω, x1, x2 ∈ R and ρ ∈ (0, 1), and as long as all the involved
terms are defined. This property can be proved as for (3.13). Taking t < 0 reverts
the sign of the inequalities. Note also that

x(t, 0, x0) = u(t, ωq,p, x0) and x(t, s, x0) = u(t− s, (ωq,p)s, x0) (A.4)

whenever the right (or left) terms of these equalities are defined.

Remark A.1. The pair of functions (q, p) (or the differential equation (3.11)) is
said to be recurrent if the flow on its hull Ωq,p is minimal. This is for instance the
case if q : R→ R and p : R→ R are almost periodic functions (as deduced from the
results in [10, Chapter 1], combined with [28, Proposition IV.2.3]).

Recall that Theorem 3.5 refers to the solutions a and r of equation (3.11) provided
by Theorem 3.1, which are assumed to be globally defined and uniformly separated.
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Proof of Theorem 3.5. (i) The proof of the assertions in (i) is made in six steps,
making use of the flow τ defined by (A.2). We define

δ := inf
t∈R

(a(t)− r(t)) > 0 .

Step 1. Let us consider the family of equations (A.1). We prove that there exist
globally defined and bounded functions a∗ : Ωq,p → R and r∗ : Ωq,p → R such that
u(t, ω, x0) is globally defined and bounded if and only if r∗(ω) ≤ x0 ≤ a∗(ω), with
infω∈Ωq,p

(a∗(ω)− r∗(ω)) ≥ δ, and such that

u(t, ω, a∗(ω)) = a∗(ωt) and u(t, ω, r∗(ω)) = r∗(ωt) for ω ∈ Ωq,p and t ∈ R . (A.5)

Let us define

Bω := {x0 ∈ R | u(t, ω, x0) is globally defined and bounded} .

We fix m > 0 such that −m2 + q∗(ω)m + p∗(ω) < −1 for any ω ∈ Ωq,p. We
check that Bω is nonempty and contained in [−m,m] for any ω ∈ Ωq,p. Let us take
any ω0 ∈ Ωq,p, choose (tn) such that ω0 = limn→∞(ωq,p)tn , and assume without
restriction that there exist a0 = limn→∞ a(tn) and r0 = limn→∞ r(tn). Then,

u(t, ω0, a0) = lim
n→∞

u(t, (ωq,p)tn , a(tn)) = lim
n→∞

u(t, u(tn, ω
q,p, a(0)))

= lim
n→∞

a(t+ tn) ,

so that the solution u(t, ω0, a0) is bounded on its domain and hence globally defined.
This ensures that a0 ∈ Bω0 . Similarly, r0 ∈ Bω0 . Now we define a∗(ω

0) := supBω0

and r∗(ω
0) := inf Bω0 . Theorem 3.1(i)&(ii) ensure that a∗(ω

0) and r∗(ω
0) belong

to [−m,m]: they are the functions provided by that theorem for the equation
x′ = −x2 + p∗((ω

0)t) evaluated at t = 0, and the corresponding condition (3.2) is
satisfied. In addition, a∗(ω

0)− r∗(ω0) ≥ a0 − r0 = limn→∞(a(tn)− r(tn)) ≥ δ. To
complete Step 1, note that

a∗((ω
q,p)t) = a(t) and r∗((ω

q,p)t) = r(t) for all t ∈ R , (A.6)

that the analogous equalities hold for any ω ∈ Ω, and that they guarantee (A.5).

Step 2. We prove that, if M ⊂ Ωq,p is a minimal set, then the maps M →
R , ω 7→ a∗(ω), and M → R , ω 7→ r∗(ω), are continuous; and that given ρ > 0,
there exist βM > 0 and kρ,M ≥ 1 such that

|a∗(ωt)− u(t, ω, x0)| ≤ kρ,Me−βMt|a∗(ω)− x0|
for t ≥ 0, ω ∈M and x0 ≥ r∗(ω) + ρ ,

|r∗(ωt)− u(t, ω, x0)| ≤ kρ,MeβMt|r∗(ω)− x0|
for t ≤ 0, ω ∈M and x0 ≤ a∗(ω)− ρ .

(A.7)

For the map a∗, the assertions follow from the strict concavity of the flow τ
defined by (A.2), and [20, Theorems 3.12 and 3.8(iv)]. To prove the assertions
concerning r∗, we proceed as follows:

- We first define a new flow on the hull Ωq,p by reversion of time: σ−(t, ω) =
ω−t.

- We consider the family of equations z′ = −z2 − q∗(ω−t) z + p∗(ω−t), which
induces the new flow

τ− : U ⊆ R× Ωq,p × R→ Ωq,p × R , (t, ω, z0) 7→ (ω−t, w(t, ω, z0)) ,
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and check that w(t, ω, z0) = −u(−t, ω,−z0). Consequently,

B−ω := {z0 | −a∗(ω) ≤ z0 ≤ −r∗(ω)}
are the sets of initial conditions giving rise to bounded solutions.

- We observe that the differential equation corresponding to ωq,p is given by
z′ = −z2− q(−t) z+p(−t), and hence that the roles of the solutions ā(t) =
−a(−t) and r̄(t) = −r(−t) of this differential equation correspond to the
roles played by r and a for the original differential equation, respectively;
and we have inft∈R(r̄(t) − ā(t)) = δ > 0. Therefore, the results obtained
so far for a and a∗ apply to r̄ and −r∗, leading us to conclude that given
ρ > 0, there exist βM > 0 and kρ,M ≥ 1 such that

|−r∗(ω−t)− w(t, ω, z0)| ≤ kρ,Me−βMt|−r∗(ω)− z0|
for t ≥ 0, ω ∈M and z0 ≥ −a∗(ω) + ρ ,

This fact and the previous equalities prove the second assertion in (A.7),
which completes this step.

Step 3. We prove that any point ω1 belonging to a minimal subset of Ωq,p is a
continuity point for a∗ : Ωq,p → R and r∗ : Ωq,p → R.

We take a sequence (ωn) in Ωq,p with limit ω1. We check that a∗(ω
1) =

limn→∞ a∗(ωn) and r∗(ω
1) = limn→∞ r∗(ωn). Note that it is enough to check

the following: if for a subsequence (ωm), there exist a1 := limm→∞ a∗(ωm) and
r1 := limm→∞ r∗(ωm), then a1 = a∗(ω

1) and r1 = r∗(ω
1).

So that let us take such a subsequence. It follows from (A.5) that u(s, ω1, a1) =
limm→∞ a∗((ωm)s) and u(s, ω1, r1) = limm→∞ r∗((ωm)s) for s ∈ R, which, as seen
in Step 1, ensures that u(s, ω1, a1) and u(s, ω1, r1) are bounded solutions. Hence,
r∗(ω

1) ≤ r1 ≤ a1 ≤ a∗(ω1) and, for any s ∈ R,

u(s, ω1, a1)− r∗((ω1)s) = u(s, ω1, a1)− u(s, ω1, r∗(ω
1)) ≥ u(s, ω1, a1)− u(s, ω1, r1)

= lim
m→∞

(
a∗((ωm)s)− r∗((ωm)s)

)
≥ δ .

According to Step 2, there exist βM > 0 and kδ,M ≥ 1 such that

|a∗((ω1)t)− u(t− s, (ω1)s, u(s, ω1, a1))| ≤ kδ,M e−βM(t−s)|a∗((ω1)s)− u(s, ω1, a1)|
if t ≥ s. Therefore, taking t = 0,

|a∗(ω1)− a1| ≤ kδ,M eβMs|a∗((ω1)s)− u(s, ω1, a1)|
for s ≤ 0. Since sups∈R |a∗((ω1)s)−u(s, ω1, a1)| <∞, we conclude that a∗(ω

1) = a1,
as asserted. The proof of r1 = r∗(ω

1) can be done in an analogous way.

Step 4. We prove that the maps a∗ and r∗ are continuous on Ωq,p.
We take ω2 ∈ Ωq,p and a sequence (ωn) in Ωq,p with limit ω2. We will check

that a∗(ω
2) = limn→∞ a∗(ωn) and r∗(ω

2) = limn→∞ r∗(ωn). Again, we will check
that if for a subsequence (ωm), there exist a2 := limm→∞ a∗(ωm) and r2 :=
limm→∞ r∗(ωm), then a2 = a∗(ω

2) and r2 = r∗(ω
2).

The hypothesis on uniform separation ensures that r2 ≤ a2 − δ. As seen in
Step 2, the solutions u(s, ω2, a2) and u(s, ω2, r2) are bounded, and hence r∗(ω

2) ≤
r2 < a2 ≤ a∗(ω2). This and (A.5) ensure that, for any s ∈ R,

a∗((ω
2)s)− u(s, ω2, r2) = u(s, ω2, a∗(ω

2))− u(s, ω2, r2) ≥ u(s, ω2, a2)− u(s, ω2, r2)

= lim
m→∞

a∗((ωm)s)− r∗((ωm)s) ≥ δ .
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Now let us assume for contradiction that r2 > r∗(ω
2), and look for ρ ∈ (0, 1) such

that r2 = ρ a∗(ω
2) + (1− ρ) r∗(ω

2). Then, the concavity of the flow τ ensures that
u(s, ω2, r2) ≥ ρ a∗((ω2)s) + (1− ρ) r∗((ω

2)s) for any s ≥ 0 (see (A.3)), and hence,

u(s, ω2, r2)− r∗((ω2)s) ≥ ρ
(
a∗((ω

2)s)− r∗((ω2)s)
)
≥ ρ δ

for any s ≥ 0. Let us take a point (ω1, x1) in a minimal set contained in the omega-
limit set of (ω2, r2) for the flow τ , and note that ω1 belongs to a minimal subsetM
of Ωq,p for the flow on the hull. It follows easily from the previous inequalities, the
continuity of τ , and the continuity of r∗ and a∗ at ω1 ∈ M established on Step 4
that

r∗((ω
1)t) + ρ δ ≤ u(t, ω1, x1) ≤ a∗((ω1)t)− δ

for any t ≥ 0. But this contradicts the information regarding the asymptotic
behavior of the solutions provided by Step 2: limt→∞(a∗((ω

1)t)−u(t, ω1, x1)) = 0,
since x1 ≥ r∗(ω1) + ρ δ. This contradiction shows that r2 = r∗(ω

2).
The proof for a∗ can be done similarly, now working for negative values of time

and for the alpha-limit set of (ω2, a2). This completes Step 4.

Step 5. We prove the absence of non-trivial bounded solutions for all the linear
differential equations

y′ = (2 a∗(ωt)− q∗(ωt)) y and y′ = (2 r∗(ωt)− q∗(ωt)) y . (A.8)

Let us work with a∗, assuming for contradiction the existence of ω4 such that

sup
t∈R

(
exp

∫ t

0

(2 a∗((ω
4)l)− q∗((ω4)l)) dl

)
=: κ <∞ ,

and let us take any x4 ∈ (r∗(ω
4), a∗(ω

4)). By repeating the argument leading to
(3.14), we get

a∗((ω
4)t)− u(t, ω4, x4) ≥ (a∗(ω

4)− x4) exp

∫ t

0

(−2 a∗((ω
4)l) + q∗((ω

4)l)) dl

≥ (1/κ)(a∗(ω
4)− x4) =: δ3 > 0

for any t > 0. By reasoning as in Step 4, we prove that there exists ρ ∈ (0, 1) with

u(t, ω4, x4)− r∗((ω4)t) ≥ ρ δ

for any t ≥ 0, and we reach the required contradiction by repeating the final
argument of Step 4.

Step 6. We prove that the solutions a∗(ωt) and r∗(ωt) of equation (A.1)ω (see
(A.5)) are hyperbolic, which combined with (A.6) proves (i).

We first take a point ω in a minimal subset M of Ωq,p, and x0 ∈ [a∗(ω), r∗(ω)].
By repeating the argument leading to (3.14) and (3.15), and using the information
from Step 2, we find

exp

∫ t

0

(−2 a∗(ωl) + q∗(ωl)) dl ≤ a∗(ωt)− u(t, ω, x0)

a∗(ω)− x0
≤ kρ,Me−βMt if t ≥ 0 ,

exp

∫ t

0

(−2 r∗(ωl) + q∗(ωl)) dl ≤ u(t, ω, x0)− r∗(ωt)
x0 − r∗(ω)

≤ kρ,MeβMt if t ≤ 0 .

It follows easily that the equations

y′ = (−2 a∗(ωt) + q∗(ωt)) y and y′ = (−2 r∗(ωt) + q∗(ωt)) y (A.9)
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have an exponential dichotomy for each element ω of any minimal subset M of
Ωq,p, where the first ones are of Hurwitz type at +∞ and the second ones are
of Hurwitz type at −∞. Therefore, also the equations (A.8) have an exponential
dichotomy for each element ω of each minimal subset M of Ωq,p, where the first
ones are of Hurwitz type at −∞ and the second ones are of Hurwitz type at +∞, see
e.g. [15, Proposition 1.73 and Theorem 1.60]. This fact combined with the absence
of bounded solutions established in Step 5 guarantees the exponential dichotomy
of the equations (A.8) for any ω ∈ Ωq,p, see [24, Theorem 2], and applying [15,
Proposition 1.73 and Theorem 1.60] again ensures that every differential equation
in (A.9) has an exponential dichotomy, which proves our assertion.

(ii) Let us concentrate on the hyperbolic solution a first. We fix a dichotomy
constant pair for a (see Section 2), and now check that (ka, βa) is a dichotomy
constant pair for the hyperbolic solution a∗(ωt) of equation (A.1)ω (see (A.5)), for
any ω ∈ Ωq,p. So, we take ω ∈ Ωq,p and obtain it as limit ω = limn→∞(ωq,p)tn for
a suitable sequence (tn). The continuity of the flow on Ωq,p, the continuity of a∗
(proved in Step 4 of (i)) and the first equality in (A.6) show that

exp

∫ t

s

(−2 a∗(ωl) + q∗(ωl)) dl = lim
n→∞

exp

∫ t

s

(−2 a(tn + l) + q(tn + l)) dl

= lim
n→∞

exp

∫ t+tn

s+tn

(−2 a(l) + q(l)) dl ≤ ka e−βa(t−s) if t ≥ s ,

which proves the assertion.
Let us fix β̄a ∈ (0, βa). Now we reason as in the proof of Proposition 3.3. By

reviewing the proof of [12, Theorem III.2.4], we conclude that there exists ρ > 0
(which depends just on the choice of β̄a) such that

|a∗(ωt)− u(t, ω, x0)| ≤ kae−β̄at|a∗(ω)− x0|
for t ≥ 0 , ω ∈ Ωq,p and |x0 − a∗(ω)| < ρ .

(A.10)

And we also check (as in Proposition 3.3) that

|a∗(ωt)− u(t, ω, x0)| ≤ ka e−βa t |a∗(ω)− x0|
for t ≥ 0 , ω ∈ Ωq,p and x0 ≥ a∗(ω) .

(A.11)

Now we fix ε > 0 and check that for each ω0 ∈ Ωq,p, there exists a time tω0 such
that

|u(tω0 , ω
0, r∗(ω

0) + ε)− a∗((ω0)tω0 )| < ρ .

If r(ω0) + ε ≥ a∗(ω
0)− ρ, this inequality follows from (A.10) and (A.11). Assume

hence that r∗(ω
0) + ε ≤ a∗(ω

0) − ρ. The non-existence of tω0 would ensure that
a∗((ω

0)t)−u(t, ω0, r∗(ω
0) + ε) ≥ ρ for every t ≥ 0. In that case, we take (ω1, x1) in

a minimal set contained in the omega-limit set of (ω0, r∗(ω
0)+ε) and conclude from

the continuity of τ and that of a∗ (proved in (i)) that a∗((ω
1)t)− u(t, ω1, r∗(ω

1) +
ε) ≥ ρ for every t ≥ 0. But this contradicts the first inequality in (A.7), so that
our assertion is proved. We point out that tω0 depends on ω0, ε and ρ, and hence
on ω0, ε and β̄a.

Note now that for any ω0 ∈ Ωq,p there exists an open neighborhood Uω0 such
that |u(tω0 , ω, r∗(ω)+ε)−a∗(ωtω0 )| < ρ for any ω ∈ Uω0 . Therefore the compactness
of Ωq,p provides a finite number of times t1, . . . , tn such that for any ω ∈ Ωq,p there



36 I.P. LONGO, C. NÚÑEZ, R. OBAYA, AND M. RASMUSSEN

exists j = j(ω) ∈ {1, . . . , n} with |u(tj , ω, r∗(ω) + ε) − a∗(ωtj )| < ρ. We define

T := max(t1, . . . , tn) and note that T depends on the choices of ε and β̄a.
Let us now fix ω ∈ Ωq,p and x0 ≥ r∗(ω) + ε. If x0 ≥ a∗(ω)− ρ, then (A.10) and

(A.11) ensure that

|a∗(ωt)− u(t, ω, x0)| ≤ kae−β̄at|a∗(ω)− x0| if t ≥ 0 . (A.12)

So that we assume that x0 ∈ [r∗(ω) + ε, a∗(ω)− ρ]. We choose j = j(ω) as above,
and note that the monotonicity of the flow ensures that |u(tj , ω, x0)−a∗(ωtj )| < ρ.
Therefore, if t ≥ T (and hence t ≥ tj),

|a∗(ωt)− u(t, ω, x0)| = |a∗((ωtj )(t−tj))− u(t− tj , ωtj , u(tj , ω, x0))|

≤ ka e−β̄a(t−tj)|a∗(ωtj )− u(tj , ω, x0)|

≤ ka e−β̄ateβ̄aT ρ ≤ ka eβ̄aT e−β̄at|a∗(ω)− x0| .

(A.13)

Now we define

κ := sup
t∈[0,T ], ω∈Ω, x0∈[r∗(ω)+ε,a∗(ω)−ρ]

|a∗(ωt)− u(t, ω, x0)|
e−β̄t|a∗(ω)− x0|

,

which is finite since the function on the right is a continuous map on a compact
metric space. While being independent of ω and x0, the quantity κ depends on ε
and on β̄a (as ρ). Then, if t ∈ [0, T ],

|a∗(ωt)− u(t, ω, x0)| ≤ κ e−β̄at|a∗(ω)− x0| . (A.14)

Summing up, assertions (A.12), (A.13) and (A.14) lead to

|a∗(ωt)− u(t, ω, x0)| ≤ ka,ε e−β̄at|a∗(ω)− x0|
for t ≥ 0, ω ∈ Ωq,p and x0 ≥ r∗(ω) + ε ,

where ka,ε := max(ka, ka e
β̄aT , κ). Note that ka,ε depends on ε and β̄a, but neither

on ω nor on x0.
The first statement concerning a in (ii) follows from the previous assertion and

the equalities (A.6) and (A.4), and the second one from these equalities and (A.11).
In order to prove the result for r, we make the change of variable z(t) = −x(−t),

which transforms the equation x′ = −x2+q(t)x+p(t) in z′ = −z2−q(−t) z+p(−t),
with solutions z(t, s, z0) = −x(−t,−s,−z0). We apply the results so far proved to
the transformed equation, for which the functions r̄(t) = −r(−t) and ā(t) = −a(−t)
play the same roles as a and r for the initial one, respectively. From here the proof
is easily completed: see the end of the proof of Step 2 in (i).

(iii) Let us check that a and r are uniformly separated, reasoning by contradic-
tion: it is easy to deduce from (i) that otherwise there exist k ≥ 1 and s0 such that

exp
∫ t
s0

(−2 r(l) + q(l)) dl ≤ k e−(βa/2)(t−s0) whenever t ≥ s0. But this implies that

the solutions z(t, s0, z0) of the linearized equation z′ = (−2 r(t)+q(t)) z tend to 0 as
t→∞, which is impossible, see the comments after the definition of hyperbolicity
in Section 2.

Let b be a bounded solution that is different from a and r, which implies a < b <
r. Then, (ii) ensures that limt→∞ |a(t) − b(t)| = 0 and limt→−∞ |r(t) − b(t)| = 0.
Therefore, a and r are the unique bounded and uniformly separated solutions. As
above, the same property shows that, for the equation z′ = (−2 b(t) + q(t)) z, there
coexist solutions bounded for t → ∞ and solutions bounded for t → −∞, which
precludes the hyperbolicity of b (see Section 2). The proof is complete. �
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