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Abstract. The estimation of collaboration quality using manual obser-
vation and coding is a tedious and difficult task. Researchers have pro-
posed the automation of this process by estimation into few categories
(e.g., high vs. low collaboration). However, such categorical estimation
lacks in depth and actionability, which can be critical for practitioners.
We present a case study that evaluates the feasibility of quantifying col-
laboration quality and its multiple sub-dimensions (e.g., collaboration
flow) in an authentic classroom setting. We collected multimodal data
(audio and logs) from two groups collaborating face-to-face and in a
collaborative writing task. The paper describes our exploration of differ-
ent machine learning models and compares their performance with that
of human coders, in the task of estimating collaboration quality along
a continuum. Our results show that it is feasible to quantitatively es-
timate collaboration quality and its sub-dimensions, even from simple
features of audio and log data, using machine learning. These findings
open possibilities for in-depth automated quantification of collaboration
quality, and the use of more advanced features and algorithms to get
their performance closer to that of human coders.
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1 Introduction

Collaboration has been traditionally studied using observation, interviews and
ethnographic methods [10]. Although these methods offer in-detailed informa-
tion, they also demand a lot of human effort and time, which are difficult to
scale up [10]. The use of technology to mediate collaboration has provided re-
searchers with large amounts of learner activity data (in the form of logs), offering
an alternative to traditional analyses of collaboration. Researchers have used a
variety of data (e.g., system logs, chats, discussion forums) to understand the
underlying process of collaboration using Learning Analytics (LA) methods like
content analysis, and interaction analysis [3]. The results of these analyses have
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been employed to develop various kinds of feedback systems, from mirroring to
guiding support [6]. While Computer-Supported Collaborative Learning (CSCL)
often involves face-to-face and computer-mediated interactions, collaborative LA
support often relies on just digital logs, thus offering only a partial picture of
the interactions. Aware of this limitation, the field of Multimodal Learning An-
alytics (MMLA) [2] emerged with the goal of understanding learning through
multimodal data from digital and physical spaces. Recent MMLA studies showed
that it is feasible to estimate collaboration aspects categorically (e.g., high vs.
low collaboration) in face-to-face settings by combining physical and digital ac-
tivity traces [12, 13]. In addition, researchers have found verbal interactions and
speaking activity features as an important indicator for collaboration behavior
[1, 7]. However, most of these studies are conducted in laboratory settings, so
their results might not hold under authentic classroom constraints (e.g., noisy
data). Moreover, the qualitative estimation of collaboration quality into a few
classes provides end users (e.g., a teacher) with little information about what
might be the underlying problem or reason why collaboration quality is high/low.

In order to estimate quality of collaboration in a more fine-grained fashion,
this paper explores regression analysis models to quantitatively estimate collabo-
ration quality in a classroom setting from audio and log data. To reach that goal,
we carried out a case-study where we collected data from two groups (each with
four participants) in an authentic classroom setting. The learning activity in-
volved face-to-face discussion and collaborative writing using digital means. We
applied various regression models and compared their performance with that of
human coders, in the task of coding collaboration quality and its sub-dimensions
along a continuum.

2 Related Work

Researchers have investigated the problem of estimating collaboration into a lim-
ited set of categories, in various settings: pair-programming [4], project-based
learning [12], and tabletop-based collaborative learning [8]. These studies col-
lected data through different means (audio [1, 13], Kinect sensors [4], system
logs [7, 13], and video [13]) and extracted a wide variety of features from them,
e.g.: non-verbal features like MFCC features, energy [1]; or spatial and dynamic
features like hand movement or distance between learners [12]. These features
were in turn used to estimate different aspects of the collaboration process: col-
laboration quality [1, 13, 8], or success in collaboration [12]. Certain studies [4,
13, 8] have included data from both physical and digital spaces to investigate
collaboration behavior.

While most of these studies devised their own coding schemes to annotate or
classify collaboration quality, others [8] have used collaboration rating schemes
that are widely used in the collaborative learning sciences (e.g., [9]). Although
these rating schemes often output quantitative scores (e.g., collaboration qual-
ity [8], grading of collaboration work [12]), such scores have often been mapped
into two or three categories (e.g., high vs. low collaboration), as binary clas-
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sification is an easier problem (from an information theory point of view) and
often results in better performance when using machine learning models [13, 12].
However, this “flattening” of the scores also takes away much of the nuance and
the different aspects that contribute to high-quality collaboration. In terms of
performance, classification accuracy has been reported from above average (48%
[4]) to moderate (69% [7]) and high level (80% [12], 96% [13]).

A number of gaps emerge from the aforementioned state of the art. First, that
MMLA researchers have mostly built models to estimate collaboration quality
categorically, which offers limited information about the reasons or underlying
structure of that judgement (i.e., limited explainability and actionability). In
consequence, there is still a lack of understanding regarding whether we can
estimate collaboration quality along a continuum (or to what extent). Third,
that MMLA studies often report their results without frames of reference that
can help the community understand how far (or how close) we are to developing
solutions of practical relevance to our classrooms (e.g., how they compare with
human-level classification or quantification of collaboration quality).

3 Methodology

To address the gaps identified in previous section, we setup a study to explore
the following research questions: RQ1. How well can we estimate collaboration
quality using machine learning, using audio and log data from an authentic
classroom setting in upper secondary school? RQ2. How well can we estimate
the various sub-dimensions of collaboration quality with machine learning, using
audio and log data from an authentic classroom setting?

To start addressing these questions, we have conducted a first case study
[14] in an authentic classroom setting, where learners performed collaborative
discussion and writing tasks, as part of their normal classes. Such case study
methodology allowed us to understand the situation in depth, and explore mul-
tiple aspects of the research questions (e.g., data fusion and regression models).

A 30 minute collaboration activity was co-designed by a researcher and a
teacher in which the students had to discuss and fill in a worksheet regarding
genetic mutations3. The activity was enacted in a secondary education biology
course with 10 students in autumn 2019. During the enactment, two researchers
were present in the classroom for data collection purposes and technical support.
A brief introduction was given to the students about the aim of study and their
consent for data collection was taken in written form before the activity. In the
case study, the data from two groups (four students each) are analyzed.

3.1 Data Collection

The students used an audio-capturing prototype -CoTrack- with an omni-directional
microphone placed in the center of the group’s table, and Etherpad4 for the col-
laborative writing. CoTrack detects presence of voice and provides the direction

3 Given learning activity is available at:https://bit.ly/collabtech-LD
4 An open source real-time collaborative text editor, see https://etherpad.org
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from which voice is detected. CoTrack then maps the direction to a particular
learner and extracts various features (e.g., speaking time, number of characters
added or deleted) from the audio and Etherpad logs. Our analyses below use a
total of 12 features: three features (speaking time, number of characters added,
and number of characters deleted) for each of the four students in the groups,
for every 30-second window of time (see below).

Table 1: Inter-rater agreement of human coders in each collaboration quality
sub-dimension (Cohen’s kappa)

SMU CF KE ARG SPST CO ITO-1 ITO-2 ITO-3 ITO-4

0.71 0.91 0.74 0.80 0.65 0.68 0.72 0.76 0.75 0.78

3.2 Data Annotation

We used Rummel et al.’s [11] collaboration quality rating scheme (itself adapted
from [9]), assigning a collaboration quality score along seven dimensions5. We
decided to use the adaptable version instead of the original scheme due to its ap-
plicability to a variety of CSCL settings. Two raters coded the dimensions at the
group level (except the ITO, which is coded at an individual level and averaged
to get the group-level feature). Following the recommendations by Mart́ınez et
al. [7], we used time windows of 30 seconds, in which each of the aforementioned
sub-dimensions was assigned a score between −2 (very bad) and +2 (very good).
The sub-dimension scores at the group level were then added up to get the over-
all collaboration quality score of the group for that time window (which can
theoretically range from −14 to +14). This overall score was used as dependent
variable in the regression analysis. The annotation phase resulted in a dataset
with 121 data points from the collaboration of two learner groups. Two raters
went through four iterations of coding before reaching substantial agreement on
each sub-dimension in terms of Cohen’s kappa (Table 1).

3.3 Data Analysis

To map the individual student audio and log features to group-level features,
we explored three different approaches6: simple averaging of individual scores,
using dimensionality reduction, and entropy-based fusion. In the dimensional-
ity reduction approach we applied principal component analysis (PCA) on all

5 Sustaining Mutual Understanding (SMU), Collaboration Flow (CF), Knowledge Ex-
change (KE), Cooperative Orientation (CO), Argumentation (ARG), Structuring
Problem Solving Process and Time Management (SPST), and Individual Task Ori-
entation (ITO)

6 Data analysis source code available at: https://github.com/pankajchejara23/collab-
analysis
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individual-level features and extracted the four components that explained most
variance. The entropy-based approach has been used to map individual features
to group-level features in previous research [1] using Shannon’s Entropy.

For the training and evaluation of the machine learning models, we used
Python’s Scikit-learn library7. We randomly divided our dataset into training
and test sets, using a ratio of 70:30. We trained regression models of different
kinds on our training set and investigated their performance on the test set. Con-
cretely, machine learning model families explored included K-Nearest Neighbors,
Random forest, Adaboost, Gradient boost, XGboost, Support vector regressors
(SVR), Neural networks, and ensemble (voting) regression models (using SVR,
Random forest and Adaboost). We used GridSearchCV (from Scikit-learn) with
3-fold cross validation to tune the model’s parameters.

3.4 Results

We used RMSE (Root Mean Square Error) as the performance metric to com-
pare the different regression models. As frames of reference, we computed the
RMSE that the human coders had achieved in their last round of manual collab-
oration quality scoring. We also computed the RMSE of two “no-information”
regressors, one that just estimates random values within the range of possible
quality scores, and one that provides an estimation equal to the average value
of the collaboration quality (quality=1.93, for this dataset).

KN
N

Ra
nd

om
 F
or
es
t

Ad
aB

oo
st

Gr
ad
ie
nt
 B
oo
st

XG
Bo

os
t

Vo
tin

g

Ne
ur
al
 N
et

SV
M

Regression Methods

2

3

4

5

6

7

8

RM
SE

Test data RMSE for regression models

entropy-fusion
pca-fusion
average-fusion
RMSE human-coders

(a) RMSE for different Fusion

KN
N

Ra
nd

om
 F
or
es
t

Ad
aB

oo
st

Gr
ad

ie
nt
 B
oo
st

XG
Bo

os
t

Vo
tin

g

Ne
ur
al
 N
et

SV
M

Regression Methods

0

2

4

6

8

10

Ro
ot
 M
ea

n 
Sq

ua
re
 E
rro

r

RMSE  for various regression models
RMSE human-coders
RMSE average model
RMSE random model
RMSE Training
RMSE Test

(b) RMSE of regression models

Fig. 1: Performance scores of regression models

From our analysis of the three fusion approaches, we found PCA-based fusion
as a better option than entropy and average, in terms of the performance of the

7 https://scikit-learn.org/stable/
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different regression models on test data. Figure 1(a) shows that PCA-fusion
based regression models achieved lower RMSE on test data than entropy-fusion
and average-fusion based regression models.

For the comparative analysis among regression models, we used PCA-based
fusion and trained different kinds of regression models, computing RMSE for
both the training and test data. All regression models (except Gradient Boost)
performed better than the average estimation model (figure 1(b)). XG Boost
and Neural Network regression models reported the highest variation between
training and testing errors, which can probably be explained by the models over-
fitting the small dataset available. The support vector regression (SVR) model
performed better than the other models, both in terms of lower RMSE, and
lower difference between training and test error. Comparing the performance
of this SVR model (which, let’s remember, used only very basic audio and log
features) with that of the no-information models (average and random) and the
human coders’ own RMSE values, we find that SVR covered about 50% of the
gap between the best no-information predictors and human-level performance.
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Fig. 2: SVR performance on various sub-dimensions of collaboration quality

We also applied similar regression models to estimate the seven sub-dimensions
of collaboration quality. Again, support vector regression models performed bet-
ter than other models in estimating the majority of the sub-dimensions. Figure
2 shows the RMSE scores of support vector regression model, compared with
the no-information and human-level frames of reference. For these dimensions,
SVR covered 50% or more of the gap between no-information and human-level
performance.

4 Conclusions and future work

This paper investigated the feasibility of estimating the quality of collabora-
tion in face-to-face classroom setting using simple features from audio and log
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data, and machine learning regression models. These results suggest that it is
feasible to quantitatively estimate collaboration quality along a continuum, and
even open the door to more in-depth estimation of the different collaboration
sub-dimensions (e.g., collaboration flow, knowledge exchange), which can be of
greater value to practitioners. We also provided three frames of reference (average
and random no-information estimators, as well as human coders’ performance)
with the aim to offer a more interpretable view on their performance. We sug-
gest future MMLA researchers to analyze their models’ performance using such
frames of reference, to help our research community in better understanding how
far our models and solutions have to go to achieve human-level performance .

This work is not without limitations. The small size of our dataset is proba-
bly the main weakness of our results so far, limiting greatly the generalizability
of the particular models and performance claims made. This issue can explain
the discrepancy between training and test errors of some of the regression mod-
els (e.g., Gradient Boost, AdaBoost, Neural Networks) due to over-fitting. The
expansion of this dataset with data from groupwork performed in different kinds
of authentic classroom settings, is one of our most important avenues of future
work. Thus, we plan to assess the generalizability of the results in terms of
effectiveness of the approach.

Moreover, in the current case study we only used simple audio and log fea-
tures, and a limited set of machine learning models, considering all dataset sam-
ples independently (i.e., not looking at their sequence). The use of more complex
features (e.g., intensity, pitch, MFCC for audio data, or conversion of voice to
text and subsequent analyses of content), consideration of final document quality
(in terms of matrices e.g., error rate, redundancy, keywords [5]), different data
fusion models, impact of task duration, and the exploration of time-dependent
machine learning models (e.g., Hidden Markov Models, sequence analysis) will
be considered as strategies to expand our work towards automated estimation
of collaboration quality that is close to human-level performance.
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