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A B S T R A C T   

The efficiency of visual grading standards applied to structural timber is often inappropriate, and timber 
properties are either under or over-graded. Although not included in the current UNE 56544 visual grading 
standard, machine learning algorithms represent a promising alternative to grade structural timber. The general 
aim of this research was to compare the performance of machine learning algorithms based on visual defects, 
non-destructive techniques and sawing systems (“cut type”) with UNE 56544:1997 visual grading in order to 
predict the qualifying efficiency of Populus x euramericana I-214 structural timber. Visual evaluation, ultrasound 
and vibrational non-destructive testing, and sawing systems register (radial, tangential and mixed) were applied 
to characterize 945 beams. In addition, in order to retrieve actual physical-mechanical values, density and static 
bending destructive testing (EN-408:2011 + A1:2012) was also carried out. Several machine learning algorithms 
were then used to grade the beams, and their predictive accuracy was compared with that of visual grading. To 
do so, three scenarios were considered: a first scenario in which only visual variables were used; a second 
scenario in which “cut type” variables were also included; and a third scenario in which additional non- 
destructive variables were considered. Results showed a poor level of performance of UNE 56544:1997, with 
an apparent mismatch between the strength values assigned for each visual grade (established by the EN 338 
standard) and the actual values. On the opposite, all algorithms performed better than visual grading and may 
thus be deemed as promising timber strength grading tools.   

1. Introduction 

Timber physical and mechanical properties, growth conditions and 
defects need to be assessed to ensure its efficient structural use and 
safety. In this sense, visual grading is the oldest and most widely used 
method for assignment strength grades to sawn timber. Visual grading 
involves inspecting, recording and evaluating defects, whose presence 
and magnitude define the structural visual grade of the pieces. It is 
carried out following grading rules usually defined in national stan
dards, which allow safe and economic grading results. In general, the 
national visual grading standards tend to be optimized for the needs of 
the publishing country and take into account the species, provenance, 

growth conditions, cross-sections and silvicultural treatments with 
different efficiency and different assignments to structural strength 
classes [1–3]. 

The first standard for visual grading of structural sawn timber in 
Spain was UNE 56544:1997 [4]. It was applied to softwood and hard
wood species grown in Spain (viz., Pinus sylvestris, Pinus pinaster, Pinus 
radiata, Eucalyptus globulus and Populus spp.). However, the current UNE 
56544 version (2011) is only applicable to conifer species [5]. There
fore, this study will use the 1997 version of UNE 56544, given that it is 
the only standard that includes Populus spp. in its scope. 

The UNE 56544:1997 standard [4] defines two grades for structural 
timber (ME-1 and ME-2), taking into account the presence and size of 
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defects such as face and edge knots, checks and splits, pitch pockets, 
juvenile and reaction wood, slope of grain, wane, pith and biological 
alterations (decay, blue stain, moulds, stains and hole insects). None
theless, wood is an anisotropic material, and, therefore, it has a differ
ential behaviour as a function of sawing systems (radial, tangential or 
mixed). Wood shrinks (swells) are primarily present in the direction of 
the annual growth rings (tangentially), about half as much across the 
rings (radially), and only slightly present along the grain (longitudi
nally). The combined effects of radial and tangential shrinkage can 
distort the shape of wood pieces because the difference in shrinkage and 
the curvature of annual rings result in warps (bow, crook, cup, twist). 
This is especially important during the drying process because it can 
influence structural timber use [6–8]. Even though sawing systems and 
warps are not included in the visual grading specifications of ME-1 and 
ME-2 in this version of the standard, given the influence of wood 
anisotropy, in this work, the sawing systems, ring width and warps will 
be taken into account. 

Furthermore, UNE 56544:1997 [4] assigns, by each visual grade and 
species, structural strength classes (C class, given in EN 338 standard 
[9]), based on the most important physical and mechanical (static 
bending destructive test) values obtained: density, modulus of elasticity- 
MOE (stiffness), and modulus of rupture-MOR (bending strength). 
However, to account for the variation of these values, the classification 
is based on the so-called characteristic values, which are the fifth 
percentile value for density and MOR, and mean values for MOE [10]. In 
the case of Populus spp. timber, UNE 56544:1997 standard correlates 
visual grade ME-1 with strength class C18 and visual grade ME-2 with 
strength class C14. 

To facilitate the exchange of structural timber between different 
markets and homogenize the national visual grades in all European 
countries, EN 1912 standard [11] lists how national visual grades are 
related to strength classes defined in EN 338 [2,9,12]. Unfortunately, 
Populus spp. from Spain has never been included in any EN 1912 stan
dard versions because the number of essays did not suffice to contrast 
them at the European level. In this regard, to include timber belonging to 
a species, provenance and grade into EN 1912 standard, extensive 
experience of use or essay results should be justified under EN 384, from 
which the characteristics values are obtained in order to assign a 
strength class according to EN 338 [13]. 

Even though visual grading is the most widely used method for 
assigning structural strength classes to sawn timber, the qualifying ef
ficiency of different visual grading standards applied to structural tim
ber is often inappropriate, and timber properties are either under or 
over-graded. Non-destructive techniques (NDTs) are adequate to assist 
visual grading, being a reliable and straightforward method to evaluate 
the performance and estimate physical and mechanical characteristics of 
samples of wood or even wood structures in service [14–16]. These 
NDTs have been developed and used over the last decades [17]. A 
literature review about the use of techniques on Spanish timber can be 
found on [12], which presents a panorama of works about density, MOR 
and MOE estimation from acoustic (ultrasound and stress wave), vi
brations and probing techniques. Some authors have also put forward 
the use of mixed techniques for structural grading and mechanical 
properties estimation based on a combination of NDTs and visual pa
rameters [17,18]. 

On the other hand, machine learning (ML) uses artificial intelligence 
algorithms that, using computers, improve the performance of tasks 
based on measured data. ML can be used to make predictions about 
future data and make decisions that are rational given these predictions 
[19]. There are many ML algorithms, among which Support Vector 
Machine (SVM), K-Nearest Neighbours (KNN), Decision Tree, Naive 
Bayes, Artificial Neural Network (ANN or nnet) are some of the most 
popular. Some of these algorithms have been used in studies on timber in 

the literature. For instance, SVM was used for knots detection on 
different tropical timbers, with promising results to improve the classi
fier [20]. SVM was also used to identify small samples of timber species 
in combination with infrared spectroscopy (IR), finding that this tech
nology led to better predicting results than Cluster Analysis and Bayes 
Discriminant [21]. Likewise, Dos Santos et al. 2021 [22], using a com
bination of near-infrared spectroscopy (NIR) and machine learning 
techniques (SVM, KNN and partial least squares discriminant analysis), 
were able to recognize wood from the “Louros” group from the Brazilian 
Amazon. 

Notwithstanding the above results, neural networks are the most 
widely used ML algorithms in connection with sawn timber. They have 
been used to grade wood defects (knots) [23], to predict MOR and MOE 
[24] and compression strength [25] on heat-treated wood, to predict the 
bonding strength of the wood joints pressed under different conditions 
[26], and to estimate wood resistance [27], among other applications, 
with consistently good prediction and classification performances. In 
Spain, neural networks were used to predict Spanish timber’s physical 
and mechanical properties in combination with NDTs and visual grading 
[12]. Another study compared the performance of neural networks for 
the visual grading of Spanish Pinus nigra and Pinus sylvestris timber ac
cording to UNE 56544/1M:2003, concluding that UNE 56544 is overly 
conservative for those two species, underrating their physical- 
mechanical properties, and that neural networks hold great potential 
as timber grading tools [28]. 

However, to the best of the authors’ knowledge, ML algorithms have 
not been assayed to grade Populus spp. Spanish structural timber. Hence, 
taking into account that Populus spp. represent a large surface of Spanish 
forested area (over 120,000 ha, according to the Land Use and Crop 
Yield Survey [29]), and that their timber is not included in current UNE 
56544 and EN 1912 standards, ML may be regarded as an exciting 
strategy to grade such structural timber. The traditional use of this 
timber is associated with low value-added applications [30–35]. How
ever, there is room for poplar valorization, particularly in the con
struction and building sector, through the development of engineering 
products with higher added value (studies on this topic with promising 
results were carried out by [36,37]). 

In this context, it would be interesting to add ML methods to current 
international standards and compare and evaluate the influence of de
fects on the physical and mechanical properties of Populus x euramer
icana (Dode) Guinier I-214 for structural purposes. The importance of 
this clone lies in that it is widely spread in the world [38], representing 
over 50% of the total amount of poplar available in Spain. This has 
attracted interest in studying its physical-mechanical properties for 
structural purposes to fulfil requirements established by the strength 
classes standard EN-338. Also, there is an increasing interest in the 
Populus x euramericana I-214 timber incorporation into the current Eu
ropean grading standard in force (EN-1912). To attain this goal, it is 
essential to evaluate the behaviour of this timber by UNE-56544 stan
dard and by visual grading rules in combination with other NDT tech
niques and with sawing variables to assess its performance. 

The aims of this paper were:  

– to evaluate the qualifying efficiency of the Spanish visual grading 
standard (UNE-56544:1997) applied to Populus x euramericana 
(Dode) Guinier I-214 structural timber. 

– to evaluate, through ML algorithms, the qualifying efficiency of vi
sual variables (defects, UNE 56544:1997) along with two NDTs 
(ultrasound and longitudinal vibration analysis) and three sawing 
systems (radial, tangential or mixed) for this structural timber.  

– to compare the performance of ML algorithms with that of the visual 
grading standard currently in use in terms of their ability to predict 
the qualifying efficiency of this structural timber. 
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2. Materials and methods 

2.1. Structural timber 

Nine hundred forty-five timber beams of Populus x euramericana I- 
214 were selected from 20-year old trees from five areas of Castilla-y- 
León (NW Spain), with the following nominal section sizes (Table 1). 

2.2. Visual grading 

The specimens were numbered, stacked and conditioned in the lab
oratory to achieve an equilibrium moisture content of 12 ± 2% (deter
mined by a digital hygrometer, model Testo 606-1). Their defects were 

measured following the European standard EN-1310:1997 [39], 
attending to three categories: timber anatomy (Fig. 1), sawing (Fig. 2), 
and drying process, i.e., warps (Fig. 3). 

The visual grading and strength class assignment were carried out 
according to the criteria of UNE-56544:1997 [4] standard because -as 
noted above- it includes Populus spp. timber, while in all new versions, it 
has been disregarded. The pieces were visually graded into three cate
gories: two structural grades (ME-1, ME-2) and a non-structural grade 
(Rejection, R). The assignment to strength class for ME-1 was C18, for 
ME-2 was C14, and for Rejection was non-structural timber. Also, three 
sawing systems (radial, tangential and mixed) were considered in all 
specimens, which were indicated as “cut type”. 

2.3. Non-destructive tests 

Once the specimens were classified, a non-destructive characteriza
tion was carried out. Ultrasound (Sylvatest®) and vibrational analysis 
(FFT analyzer) methods were used to determine ultrasonic wave velocity 
and vibrational frequency, respectively. In both methods, the tests were 
carried out on the longitudinal direction of specimens (Figs. 4 and 5, 
respectively). The dynamic MOE was determined according to Eqs. (1) 
and (2) for ultrasound and vibrational analysis, respectively (NDT 

Table 1 
Dimensions of the Populus x euramericana I-214 studied timber beams.   

Sample A Sample B Sample C Sample D Sample E 

Thickness (mm) 50 52 80 80 100 
Width (mm) 150 135 120 150 200 
Length (mm) 3050 2600 3100 3100 4100 
Number of beams 426 122 40 277 80  

Fig. 1. Defects linked to timber anatomy.  

Fig. 2. Defects linked to sawing.  

Fig. 3. Defects linked to the drying process.  
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variables). 

MOEult = (V)
2
× ρ (1)  

MOEvib = (2 × L × f)2
× ρ (2) 

The recorded variables were: MOEult: modulus of elasticity obtained 
by ultrasonic method; V: ultrasonic wave velocity (m⋅s -1); ρ: density 
(kg⋅m− 3), obtained by weight and volume determination; MOEvib: 
modulus of elasticity obtained by vibrational analysis method; L: spec
imen length (m); f: vibrational frequency (Hz). 

2.4. Physical-mechanical tests 

Physical-mechanical characterization tests were performed 
following the methodology proposed in EN-408:2011 + A1:2012 [40]. 
These tests were conducted to obtain the physical-mechanical values 
and validate the strength classes assigned through visual grading. The 
static bending destructive test was conducted using a universal machine 
(ELIB-100 W-IBERTEST), with a 100 kN load cell and a central linear 
variable differential transformer (LVDT), as shown in Fig. 6. The stiff
ness and strength of static bending were determined through the global 
modulus of elasticity (MOE) and the modulus of rupture (MOR), 
respectively. Characteristic values were determined according to EN- 
384:2010 (taking the 5th percentile of density and MOR, and the 
mean of MOE) [10]. 

2.5. Statistical analysis 

Data from 945 samples corresponding to the three different struc
tural visual grades (ME-1, ME-2 and Rejection “R”) were analyzed. First, 
the assumptions of independence, normality and homoscedasticity of 
the density, MOR and MOE data were checked for all groups. Data 
normality was checked for all populations using the Kolmogorov- 
Smirnov normality test with Lilliefors (L-KS) correction and further 
checked with the Normal Probability Plot. The homoscedasticity 

requirement was contrasted by the Levene test. In those cases in which 
the normality and homoscedasticity requirements were not met, pre
venting the use of ANOVA, two statistical technics were used: the 
Kruskal-Wallis test, when the distribution was not normal but the groups 
were homoscedastic; Welch’s heteroscedastic F test with trimmed means 
and Winsorized variances when neither normality nor homoscedasticity 
could be assumed. This latter robust procedure tests the equality of 
means by substituting trimmed means and Winsorized variances for the 
usual means and variances [41,42]. Also, bootstrap methods were used 
to establish robust confidence intervals for location [43] and robust 
homogenous groups. All the statistical analyses were performed using R 
software (v. 3.6.1 [44]). 

2.6. Classifying machine learning algorithms 

A classification task using machine learning algorithms usually in
volves separating the data into training and test sets. The goal is to 
produce modelling based on the training data, able to predict the test 
data’s target values, giving only the test data attributes. For grading 
structural timber, each instance (beam) in the training set contains one 
“target value” (i.e., the strength classes) and several “attributes” 
(observed or independent variables). 

Once the characteristic values of all the beams were obtained, they 
were classified into resistance groups, defining three classes: class1 
(C18), class2 (C14) and class3 (<C14 = reject). These were the target 
values and were actual strength values (i.e., obtained by destructive 
testing), not simply assigned (predicted) by visual grading. 

A total of 9 ML algorithms were selected, trying to cover the most 
classical and commonly used algorithms and other modern and flexible 
algorithms that use packaging techniques (Table 2). Model tuning, 

Fig.4. Ultrasonic method.  

Fig.5. Vibrational analysis method.  

Fig. 6. Device and test conditions for the universal machine [40].  

Table 2 
Classifying machine learning algorithms, model type, basic paremeters used and 
references.  

Algorithms Model type Basic parameters used References 

svm (Support Vector 
Machines) 

Kernel methods Kernel = radial basis 
funcion Kernel 
Cost parameter (C) = 1 
gamma = auto 
optimized for 
0.042388 
number of support 
vectors = 679 

[47] 

nb (Naïve Bayes) Probabilistic 
learning 

Kernel density 
estimate for 
continuous variables 
was used. 
Laplace smoother. fL =
0 

[48,49] 

knn (K-Nearest 
Neighbor) 

Lazy learning 9-nearest neighbor 
model 

[50] 

C5.0 Classification tree 
or rule-based 
models 

Trials = 10 
Model = rule 

[51,52,53] 

nnet Neural networks Multilayer percepton 
Size (Hidden units) =
1 
Decay = 0.1 

[54] 

Rf (Random Forest) Model ensembles – 
Decision trees 

Number of trees: 500 
mtry = 2 

[55] 

bagFDA (Bagged 
Flexible 
Discriminant 
Analysis) 

Model ensembles 
Non-parametric 
multiple 
regression 

degree = 1 
nprune = 22 

[56,57] 

bagEarthGCV 
(Bagged MARS 
using gCV 
Pruning) 

Multivariate 
adaptive 
Regression splines 

degree = 1  [56] 

Gbm (Gradient 
Boosting 
Machine) 

Boosted trees n.trees = 150 
interaction.depth = 1 
shrinkage = 0.1 
n.minobsinnode = 10 

[58–60]  
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training and prediction were performed using the caret package [45,46] 
as a wrapper package for an extensive list of machine learning algo
rithms implemented in R. 

2.7. Input variables: analysis groups 

The classification ML algorithms were applied in three scenarios, as 
follows: scenario 1: specimens grouped using visual (defects) variables 
(set of input variables VAR1); scenario 2: adding “cut type” (i.e. radial, 
tangential or mixed sawing systems) variable (set VAR2 = VAR1 + “cut 
type”); scenario 3: adding, at the same time, two NDT (MOEult and 
MOEvib) variables (set VAR3 = VAR2 + NDT variables); Table 3. 

In order to sort the independent input variables according to their 
relative importance in the classification, a sensitivity analysis was 
performed. 

2.8. Data preprocess 

Data preprocessing is an essential task in data analysis [61], partic
ularly when working with ML algorithms because many of them present 
a significant bias in their results when the input variables (attributes or 

independent variables) sizes are very different. In this study, it was 
observed that the numerical variables range was very changeable, 
finding extreme values that ranged from (0, 1) for “blue stain” to (4947, 
16321) for MOEult (Table 3). This constitutes a problem in some models’ 
final results that gives higher importance to variables with higher size 
values. Centring and scaling are the most usual data preprocess to 
achieve the same order of magnitude among variables. Centring 
removes the differences in the size of variables by subtracting the vari
able mean value from each element. Scaling allows for balancing the 
numerical values of the variables to achieve the same order of magni
tude among variables, thus avoiding that attributes in greater numeric 
ranges dominate those in smaller numeric ranges while avoiding nu
merical difficulties during the calculation [62]. Moreover, feature value 
scaling can help to increase the model accuracy according to our 
experimental results. In this work, each variable was linearly scaled to 
the (0, 1) range, according to Eq. (3). 

v′

=
v − mina

maxa − mina
(3)  

where v′ is scaled value, v is the original value, mina is the low bound of 
the feature value, and maxa is the upper bound of the feature value. 

Table 3 
Variables used for each different scenarios.  

Fig.7. Outline of the methodological strategy to establish the machine learning algorithms.  
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The most classic ML algorithms require their input to be numerical; 
therefore, before using any of them, all categorical features were 
transformed into numerical features (dummy variables) that take the 
numeric values [63–65]. 

2.9. Model control: cross-validation 

The goal of cross-validation is to test the model’s ability to predict 
new data that were not used in estimating it [66]. Thus, it is a method to 
estimate the error rate efficiently and in an unbiased way. 

This study used this technique in each of the algorithms, splitting the 
total pieces (945 beams) into a training set of 756 beams (80% of total) 
and a test set of 198 beams (20% of total). These percentages were 
selected to combine a good accuracy (better with high training per
centage) and low overfitting (better with low training percentage) in all 
models. In this work, all algorithms used k-fold cross-validation (k-fold 
= 10), and the method was repeated n times (n = 5), yielding 50 
different random partitions of the original sample. These 50 results were 
again averaged to produce a single estimation (Fig. 7). In this way, it was 
ensured that the statistical performance values found for each algorithm 
were highly robust. 

2.10. Classification performance. Model evaluation metrics 

Finally, a multi-class confusion matrix assessed the qualifier grading 
performance, estimating different statistics that allowed to determine 
the efficiency of the classificatory modelling methods. The classification 
problem consisted of three classes: C18 beams (or better), C14 beams, 
and reject. Fig. 8 shows the general confusion matrix (a) together with 
three matrices (b, c, d) in which the values TP (true positive), FP (false 
positive), TN (true negative) and FN (false negative) represent each of 
the classes. 

The number of data belonging to each of the classes was not the 
same, being slightly unbalanced, and it was necessary to use metrics that 
take into account this problem. Branco et al. (2017) and Tharwat (2018) 
[67,68] reported some of the measures that derive from the multi-class 
confusion matrix for evaluating a diagnostic test. All these metrics have 

been proposed to assess the performance in multi-class imbalanced do
mains. In the present work, the performance of the metrics used is shown 
in Table 4. 

For Global Metrics, Accuracy (Acc) and Kappa (k) are the main 
metrics used to evaluate algorithms classification problems. Acc is the 
percentage of correctly classified instances out of all instances. It is more 
useful on a binary classification than in multi-class classification because 
it can be less clear how the accuracy breaks down across those classes. 
To partially solve this problem, Overall Balanced Accuracy (OBAcc) [69] 
and Average Accuracy (AvAcc) are used to ponder the value of the Acc 
according to the weight of the classes and are commonly used in un
balanced multiclass classifications. Kappa or Cohen’s Kappa (k) [70] is 
similar to Acc, but it is normalized at the baseline of random chance on 
the dataset. Thus, it is a more practical measure to use on problems with 
an imbalance in the classes. Landis and Koch (1977) [70] provide a way 
to characterize values. Matthews Correlation Coefficient (MCC) [71,72] 
and Confusion Entropy (CEN) [73,74] have been further developed and 
provide a more effective measure of grading performance in multi-class 
classifications. Finally, it is crucial to control the percentage of over- 
graded, as overgrading leads to unsafe and dangerous structures. 

All these metrics are accompanied by a basic statistical analysis in 
evaluating the predictive capacity of any classification method, which is 
the no-information rate, i.e., the accuracy achievable by always pre
dicting the majority (most common) class label. 

Regarding individual classes, there are three well-known metrics: 
sensitivity, specificity and precision. They can estimate the classification 
performance achieved in each class and are calculated on each class by 
separately encoding different aspects of the classification. Sensitivity or 
Recall of the ith class represents the ability of a given classifier to 
correctly identify the samples of the ith class. Precision of the ith class is 
defined as the purity of a class, that is, the classifier’s ability to avoid 
wrong predictions in that class. Specificity of the ith class represents the 
ability of a classifier to reject samples of other classes, and it is calculated 
as the ratio of samples not belonging to the ith class which were not 
classified in the ith class over the total number of samples not belonging 
to the ith class. All of them, sensitivity, precision and specificity, have 
values between 0 (no class discrimination) and 1 (perfect class 

Fig. 8. General confusion matrix (a) and performance values by class (b, c, d).  
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discrimination) [75]. Balanced Accuracy is essentially an average of 
Sensitivity and Precision, and the main difference between Balanced 
Accuracy and Accuracy emerges when the initial set of data shows an 
unbalanced distribution for the classes. 

In addition to the above metrics, Prevalence, NPV, Detection rate, 
Detection prevalence and F1 were also used. Prevalence shows how often 
the positive class actually occurs in our sample. NPV measures the 
proportion of negative samples correctly classified to the total number of 
negative predicted samples. Detection Rate shows the number of correct 
positive class predictions made as a proportion of all of the predictions 
made, and finally, Detection Prevalence shows the number of positive 
class predictions made as a proportion of all predictions. These three 
metrics try to estimate the relevance of a class. Also, F1 assesses the 
classification model’s performance starting from the confusion matrix, 
aggregating Precision and Sensitivity measures under the concept of 
harmonic mean. 

3. Results and discussion 

3.1. Visual strength grading 

Frequency histograms and boxplots for the three main physical- 
mechanical parameters (MOE, MOR and density) in each visual grade 
are shown in Fig. 9. 

The main descriptive statistics of MOE, MOR and density values, by 
visual strength grades, are shown in Table 5. 

According to Fig. 9 and Table 5, the assumption of normality and 
homoscedasticity of the samples is not fulfilled in most groups. 

Among the different visual strength grades, no significant differences 
were observed for density, although the mean value of MOE (8657.9 
MPa) and MOR (44.3 MPa) of ME-1 grade were higher and statistically 
different than those of ME-2 and Rejection grades. The key values of the 
latter two grades did not show significant differences. 

Regarding the characteristic values of each strength class, the ME-1 

Table 4 
Metrics for the evaluation of classification performance.  

Metric Description Definition 

Global metrics 
Acc Accuracy (Overall accuracy) Acc =

TP1 + TP2 + TP3

Total data  
OBAcc Overall Balanced Accuracy 

OBAcc =

[
TP1

TP1 +
∑

FP1

]

+

[
TP2

TP2 +
∑

FP2

]

+

[
TP3

TP3 +
∑

FP3

]/

3  
AvAcc Average Accuracy 

AvAcc =

[
TP

TP + FP1 + FN1

]

+

[
TP

TP + FP2 + FN2

]

+

[
TP

TP + FP3 + FN3

]/

3 

where TP = ΣTPi  

k Kappa or 
Cohen’s Kappa 

k =
p0 − pe

1 − pe 
where: po = observed agreement; pe = expected agreement  

MCC Matthews Correlation Coef. extended to multi-class X
YZ

; X =

[
∑C

k,l,m=1
(matk,kmatm,l − matl,kmatk,m)

]

Y =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑C

k=1

(∑C
k=1matl,k

)√
⎛

⎜
⎝
∑C

f , g = 1
f ∕= k

matg,f

⎞

⎟
⎠

Z =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑C

k=1

(∑C
l=1matk,l

)√
⎛

⎜
⎝
∑C

f, g = 1
f ∕= k

matf ,g

⎞

⎟
⎠

CEN Confusion Entropy 
CEN =

∑C
j=1(PjCENj);Pj =

∑C
k=1matj,k + matk,j
2*

∑C
k,l=1matk,l  

CENj =
∑C

k = 1
k ∕= j

(Pj
j,klog2(C− 1)(P

j
j,k) + Pj

k,j log2(C− 1)(P
j
k,j))

Overgraded Percentage of assigned upgrades Overgrades =
B + C + F
Total data

*100  
Metrics by Class 
Sen = Sensitivity or Recall Sensitivity by class Sensitivityclass i =

TPi

TPi + FNi   
Spe = Specificity Specificity by class Specifityclass i =

TNi

TNi + TPi  
Precision Precision by class Precisionclass i =

TPi

TPi + FPi  
Prev = Prevalence Prevalence by class Prevalenceclass i =

TPi + FNi

Total data  
NPV or TNA Negative predictive value or true negative accuracy NPDclass i =

Seni*Previ

(Seni*Previ) + ((1 - Spei) ∗ (1 - Previ))
Detection rate True positive rate TPRclass i =

TPi

Total data  
Detection prevalence Detection prevalence TPRclass i =

TPi + FPi

Total data  
F1 F1 by class F1 scoreclass i =

2*TNi

TPi + FPi + FNi  
Balanced Acc Balanced accuracy by class Balanced Acc =

Sensivityi + Specificityi

2  
CENj Confusion entropy by class CENclassj =

∑C
k = 1
k ∕= j

(Pj
j,klog2(C− 1)(P

j
j,k) + Pj

k,j log2(C− 1)(P
j
k,j))
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grade did not comply with the minimum values established in standard 
EN-338 for C18, which requires a MOE ≥ 9000 MPa, and, taking into 
account the characteristic values determined in the tests, their allocation 
should be set to C16. 

The classifying performance of the visual grading was established 
using the confusion matrix, together with the Global metrics and Metrics 
by class mentioned above (Table 6). 

The accuracy/overall accuracy (Acc = 37.78% with a 95% CI from 
34.68% to 40.96%) and unweighted Kappa statistic (Kappa = 0.011) 
showed no reliability, and the other global metrics to check the per
formance of visual grading corroborated this statement. 

Particular emphasis should be placed on the values of the no- 
information rate and overgrades. 

The no-information rate (NIR = 47.9%) is the accuracy achievable by 
always predicting the most common class label in the test set. A one- 
sided hypothesis test was calculated to assess whether the overall ac
curacy rate is greater than NIR (p-value = 1), i.e., if by assigning all the 
beams to majority class (ME-2), we would have an accuracy equal to or 
greater than that obtained by applying the laborious visual grading, and 
it suggests that the visual rule needs to be revised for this species. 

About overgrades, a high number of them pose a serious safety 
problem, as higher characteristic values than those that the beam has 
being assigned. The overgrades value obtained using the visual classi
fication was 20.53 %. 

According to the percentage of results produced using visual grading 
standards, a poor level of efficacy UNE-56544:1997 can be inferred, 

Fig. 9. Frequency histograms and boxplots for MOE, MOR and density.  
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with an acceptable accuracy mainly obtained in reject class and an 
important percentage of overgrades. There was an apparent mismatch 
between the strength values required by the UNE-EN-338 standard and 
the actual values observed in the species. Concerning the high number of 
over-graded beams, as mentioned by [76], in the under-graded or over- 
graded results, the business consequences are different: the under- 
graded timber leads to the underestimation of the price of the piece of 
wood, thus the people who made the grading lose money; the over- 
graded timber is dangerous because it will be used at loads it cannot 
stand and, as a consequence, buildings can be damaged or even collapse. 

Similar results concerning grading inefficiency of UNE-56544:1997 
[4] standards were previously observed by [17] for Populus x euramer
icana I-214 structural timber classification. In this case, the standard 
resulted in an excessively high rejection rate, with a consequent 
reduction in the value of timber batches. The performance of visual 
grading in [17] provided a high accuracy rate, with many rejected and 
under-graded pieces. Such research proposed an innovative structural 
grading standard for this timber with two strength classes (CHP2 and 
CHP1) that have less demanding MOE, MOR and density values (CHP2: 
MOE: 6500 N⋅mm− 2, MOR: 18 N⋅mm− 2 and density: 290 kg⋅m− 3; CHP1: 
MOE 8000 N⋅mm− 2, MOR: 22 N⋅mm− 2 and density: 310 kg⋅m− 3), pri
marily to provide a disqualifying effect for high elasticity values, which 
is required in EN-338:2010 [9]. The implementation of these strength 
classes and “reclassifying” the analyzed timber improved their results. 

3.2. Machine learning classifiers 

Nine different classifiers were used. Fifty random models were 
generated, supported by repeated cross-validation (k-fold = 10 and 5 
times repeated) for each of them. Fig. 10 shows the global metrics for the 
three scenarios described in Table 2. 

For all nine algorithms used in the three scenarios, the values ob
tained in all the global metrics were significantly better than those ob
tained in the visual grading methodology. Further, in all algorithms, the 
accuracy was remarkably better than NIR, and the values of scenario 3 
were always better than those in the other two cases. 

The numerical values of the accuracy varied between 0.515 (nb) and 
0.548 (gbm) in scenario 1 (Appendix A); between 0.528 (nb) and 0.574 
(rf) in scenario 2 (Appendix B); and between 0.603 (nb) and 0.661 (rf) in 
scenario 3 (Appendix C), in comparison with a 0.378 value for the visual 
grading. Average Accuracy (AvACC) varied between 0.626 (nb) and 
0.665 (svm) in scenario 1 (Appendix A); between 0.638 (nb) and 0.680 
(rf) in scenario 2 (Appendix B); and between 0.703 (nb) and 0.751 (rf) in 
scenario 3 (Appendix C), versus 0.498 for the visual grading. With 
respect to overgrades, they varied between 12.6% (nb) and 22.6% 
(C5.0) in scenario 1 (Appendix A); between 13.7% (nb) and 22.3% 
(nnet) in scenario 2 (Appendix B); and between 12.0% (nb) and 20.3% 
(knn) in scenario 3 (Appendix C), versus 20.53% for the visual grading. 

Concerning the rest of the global metrics, the behaviour was the same 

Table 5 
Statistical summary of MOE, MOR and density by visual strength grades.   

Visual grades n Mean ± robust CI 
(rob. homog. groups)* 

5th Percentile p-value L-KS p-value Levenés Test 
Test between groups (p-value) 

MOE 
(MPa) 

ME-1 114 8658 ± 343 (a)  6090.9  0.029 3.4e-04 
Welch́s test (0.00) ME-2 291 7440 ± 192 (b)  5287.6  4.9e− 07 

Reject 540 7566 ± 121 (b)  5662.4  1.0e− 07 
MOR 

(MPa) 
ME-1 114 44.3 ± 2.0 (a)  26.4  0.750 0.880 

ANOVA (5.4e-06) ME-2 291 38.1 ± 1.3 (b)  19.1  0.510 
Reject 540 39 ± 1.0 (b)  20.6  0.656 

Density 
(kg/m3) 

ME-1 114 368 ± 6.9 (a)  316.9  0.002 0.223 
Kruskall-Wallis (0.081) ME-2 291 363 ± 4.9 (a)  313.5  1.2e− 07 

Reject 540 369 ± 3.6 (a)  314.7  2.6e− 10 

*Different letters (between parentheses) indicate significative differences between visual strength grades for each parameter. 

Table 6 
Confusion matrix and global metrics of visual grading.  
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as in the cases mentioned above. For any algorithm in any of the three 
scenarios, the values of the classification metrics were clearly better 
than those obtained by visual grading. 

As for the metrics by class, the same response as in the global metrics 
was found (Fig. 11; Appendix D, scenario 1; Appendix E, scenario 2; 
Appendix F, scenario 3). 

A better response was always obtained in the ML classifications than 
in the visual grading, finding the best values for scenario 3, in which the 
non-destructive variables, MOEvib and MOEult, were incorporated 
(Fig. 11). These variables, when independently used, had a poor clas
sification performance for Populus I-214 timber, offering accuracy values 
of 30% for MOEult and 46% for MOEvib (Appendix G Supplementary 
figure 1), so it was decided to use them as a means of improving the 
overall performance of the classification algorithms. In this sense, [17] 

improved the prediction of stiffness-strength variables when they com
bined visual grading and NDT variables, although the methodology used 
in that implementation was merely additive. In this respect, there are 
many works about timber from different Spanish species (hardwoods 
and softwoods) that have found inefficient grading in some visual 
grading standards, and some of them also chose to include NDT vari
ables to improve the classification or to predict the mechanical values 
[77–84, among others]. 

The influence of sawing systems (“cut type”: radial, tangential or 
mixed) variable was mainly related to wane size (width and length). In 
this regard, a variation on sections and symmetries of beams, by wane 
presence, is linked to construction issues, such as the convenience of a 
flat surface for easier use (support pieces, nailing and glueing, etc.); but, 
in general, the resulting loss in strength capacity for a timber piece is 

Fig. 10. Global metrics for different ML algorithms and scenarios.  
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Fig. 11. Metrics by class for the different ML algorithms and scenarios.  
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secondary to the highlighted construction issues [85]. Moreover, the 
influence of warps may be secondary to the loss in strength capacity too, 
but sometimes they are related to the presence of pith or with ring width 
and should therefore be considered. Diez and Fernández-Golfín (1998) 
[86] studied the influence of various factors on Pinus sylvestris structural 
timber grade, including the influence of the sawing system. They found 
that improved sawing systems could reduce grade variability of timber 
pieces and increase physical-mechanical properties, albeit at the 
expense of a sawing performance loss. Following the above discussion, 
NDTs and sawing variables could be included as predictor variables in 
grading criteria. 

Finally, the characteristic values of the grading groups obtained with 
the algorithms were checked. The random forest algorithm (Rf) is shown 
as an example, not because it was better or worse than the rest, but 
because it is one of the most traditional, known and studied algorithms 
in biosciences. The results are shown in Table 7, where it is highlighted 
in bold letters that, for the three scenarios, the groups met the re
quirements of the standard for strength classes [9]. 

The Rf classifications were better than those obtained with visual 
grading. For example, in scenario 1, with the same visual variables used, 
using the rf algorithm on the analyzed dataset led to the achievement of 
EN-338 requirements. The classification values of the other algorithms 

Table 7 
Statistical summary of MOE, MOR and density for the three scenarios using the rf algorithm.   

rf classes n Mean ± robust IC 
(rob. homog. groups)* 

5th Percen. p-value L-KS p-value Levene 
Test between groups (p-value) 

Scenario 1 
MOE 

(MPa) 
Class 1 14 8995 ± 808 (a)  7012.1  0.812 0.161 

ANOVA (2.7e-10) Class 2 114 8002 ± 171 (b)  6193.9  0.124 
Class 3 (Reject) 60 6678 ± 291 (c)  4972.9  0.316 

MOR 
(MPa) 

Class 1 14 45.2 ± 4.6 (a)  30.0  0.695 0.482 
ANOVA (2.2e-03) Class 2 114 40.4 ± 2.0 (b)  22.4  0.394 

Class 3 (Reject) 60 35.3 ± 2.9 (c)  18.6  0.794 
Density 

(kg/m3) 
Class 1 14 366.0 ± 22.0 (a)  318.0  0.137 0.750 

Kruskall-Wallis (0.4) Class 2 114 366.5 ± 8.3 (a)  317.2  2.97 e-06 
Class 3 (Reject) 60 357.2 ± 9.7 (a)  313.5  4.64 e-04 

Scenario 2 
MOE 

(MPa) 
Class 1 13 10110 ± 1254 (a)  6962.9  0.3108 0.001 

Welch’s test (1.4e-06) Class 2 136 7761 ± 239 (b)  5880.0  2.17 e-4 
Class 3 (Reject) 39 6537 ± 389 (c)  4416.5  0.3113 

MOR 
(MPa) 

Class 1 13 48.7 ± 6.3 (a)  30.0  0.182 0.767 
ANOVA (2.1 e-03) Class 2 136 40.9 ± 1.9 (b)  22.4  0.260 

Reject 39 35.8 ± 3.8 (c)  18.6  0.569 
Density 

(kg/m3) 
Class 1 13 409.6 ± 27.0 (a)  336.9  0.635 0.213 

Kruskall-Wallis (2.8 e-03) Class 2 136 368.6 ± 6.9 (b)  316.6  4.44 e-04 
Class 3 (Reject) 39 357.3 ± 12.0 (b)  313.9  1.90 e-03 

Scenario 3 
MOE 

(MPa) 
Class 1 24 9787 ± 465 (a)  6962.9  0.614 0.008 

Welch’s test (<2 e-16) Class 2 110 7773 ± 111 (b)  5880.0  0.643 
Class 3 (Reject) 54 6460 ± 152 (c)  4416.5  0.112 

MOR 
(MPa) 

Class 1 24 41.68 ± 4.6 (a)  30.0  0.380 0.980 
ANOVA (7.5 e-4) Class 2 110 40.99 ± 1.9 (b)  22.4  0.078 

Class 3 (Reject) 54 34.26 ± 2.3 (c)  18.6  0.470 
Density 

(kg/m3) 
Class 1 24 393.5 ± 18.0 (a)  336.9  0.066 0.035 

Welch’s test (4.9 e-05) Class 2 110 364.4 ± 8.8 (b)  316.6  1.6 e-07 
Class 3 (Reject) 54 348.3 ± 8.5 (c)  313.9  1.3 e-05 

*Different letters (between parentheses) indicate significative differences between rf strength classes for each parameter. The characteristic values appear in bold 
letters. 

Fig. 12. Relative importance in Rf algorithm for the three scenarios.  
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used in this work, in the three scenarios, are shown in Appendix H; and 
all of them fulfil the EN-338 requirements [9]. 

Fig. 12 shows, for all three scenarios, the relative importance of in
dependent input variables in output response, which was estimated 
through a sensitivity analysis after rf supervised learning model was 
built. 

This sensitivity analysis corroborates the influence and improvement 
of timber grading through the inclusion of NDT variables in the model 
[81,82,84, among others]. In this sense, V17 (MOEvib) and V18 (MOEult) 
added to the model, improved the accuracy from 55.5% in Scenario 1 
-only visual variables- to 66.1% in Scenario 3 -visual, “cut type” and 
NDT variables- (Fig. 10; Appendix A; Appendix B). The most influential 
variables in Scenario 1 and 2 were V1 (Face knots size), V11 (Slope of 
grain) and V12 (Rings width). The presence of these defects may be 
related to the growth rate of the species. That is, poplar is a fast-growing 
species and, as such, growth and site conditions may influence the 
appearance of defects such as rings width, slope of grain, and even knots. 
Also, the presence and size of the latter may be related to the silvicul
tural treatments applied (or not) during its development (although this 
variable has not been into account in this study) [86,87]. Likewise, 
although variable V15 (“cut type”) was slightly influential, it signifi
cantly improved accuracy in scenarios 2 and 3. 

4. Conclusions 

According to the qualifying efficiency results in Spanish Populus x 
euramericana I-214 structural timber, a poor level of efficacy assignment 
of UNE-56544:1997 standard may be inferred, with acceptable accu
racies mainly obtained in the ’reject’ grade and with an important 
percentage of under and overgrades. The structural strength classes 
assigned to visual grades are limited in terms of mechanical values 
prediction effectiveness, with the economic and structural safety con
sequences that this may have. An apparent mismatch between the 
strength values required by the EN-338 standard and the observed 
values (“real”) was found, with an overgrading of many beams. The ME- 
1 grade did not comply with the minimum values established in standard 
EN-338 (C18 for ME-1), and taking into account the results, their allo
cation should be set to C16. 

According to the global metrics and the metrics by class, all the Su
pervised Machine Learning algorithms showed a better classification 
performance than visual grading in the three scenarios, particularly in 
scenario 3. In this sense, NDTs variables combined with visual defects 
and sawing systems (“cut type”) were found to be better predictors than 
visual grading variables alone. These observations suggest that it is 
essential to consider NDTs and the effect of the sawing system as vari
ables in timber grading criteria. 

In response to the lack of structural visual strength grading for 
Populus x euramericana I-214 timber from Spain, Supervised Machine 
Learning algorithms could be an efficient and cost-effective tool to 
implement in the qualifying process. 
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et al. Discrimination of “Louros” wood from the Brazilian Amazon by near-infrared 
spectroscopy and machine learning techniques. Eur J Wood Wood Prod 2021;79 
(4):989–98. https://doi.org/10.1007/s00107-021-01685-3. 

[23] Ramírez Alonso GMJ, Chacón Murguía MI. Clasificación de defectos en madera 
utilizando Redes Neurales Artificiales [Wood defects classification using Artificial 
Neural Network]. Computación y Sistemas 2005;9(1):017–27. 

[24] Tiryaki S, Hamzacebi C. Predicting modulus of rupture (MOR) and modulus of 
elasticity (MOE) of heat treated woods by artificial neural networks. Measurement 
2014;49:266–74. https://doi.org/10.1016/j.measurement.2013.12.004. 

[25] Tiryaki S, Aydin A. An artificial neural network model for predicting compression 
strength of heat treated woods and comparison with a multiple linear regression 
model. Constr Build Mater 2014;62:102–8. https://doi.org/10.1016/j. 
conbuildmat.2014.03.041. 

[26] Bardak S, Tiryaki S, Nemli G, Aydın A. Investigation and neural network prediction 
of wood bonding quality based on pressing conditions. Int J Adhes Adhes 2016;68: 
115–23. https://doi.org/10.1016/j.ijadhadh.2016.02.010. 

[27] Pereira Miguel E, de Melo RR, Serenini Junior L, Soares Del Menezzi CH. Using 
artificial neural networks in estimating wood resistance. Maderas Ciencia y 
tecnología 2018;20(4):531–42. https://doi.org/10.4067/S0718- 
221X2018005004101. 
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Maldonado I, Iñiguez GG. The effect of wanes on the bending strength of solid 
timber beams. Mater Constr 2007;57(288):61–76. https://doi.org/10.3989/ 
mc.2007.v57.i288.65. 

[86] Díez MR, Fernández-Golfín JI. Influencia de diversos factores en la calidad de la 
madera de uso estructural de P. sylvestris L. Invest. [Influence of various factors on 
P. sylvestris L. structural timber grade]. Forest System 1998;7(1–2):41–51. https:// 
doi.org/10.5424/589. 

[87] Donaldson L. Microfibril angle: measurement, variation and relationships: a 
review. IAWA J 2008;29(4):345–86. https://doi.org/10.1163/22941932- 
90000192. 

L. Acuña-Rello et al.                                                                                                                                                                                                                           

https://doi.org/10.1007/s00107-012-0626-7
https://doi.org/10.1007/s00107-008-0241-9
https://doi.org/10.1007/s00107-008-0241-9
https://doi.org/10.3989/mc.2007.v57.i288.64
https://doi.org/10.3989/mc.2007.v57.i288.64
https://doi.org/10.3989/mc.2007.v57.i288.65
https://doi.org/10.3989/mc.2007.v57.i288.65
https://doi.org/10.5424/589
https://doi.org/10.5424/589
https://doi.org/10.1163/22941932-90000192
https://doi.org/10.1163/22941932-90000192

	Assessment of machine learning algorithm-based grading of Populus ​x ​euramericana I-214 structural sawn timber
	1 Introduction
	2 Materials and methods
	2.1 Structural timber
	2.2 Visual grading
	2.3 Non-destructive tests
	2.4 Physical-mechanical tests
	2.5 Statistical analysis
	2.6 Classifying machine learning algorithms
	2.7 Input variables: analysis groups
	2.8 Data preprocess
	2.9 Model control: cross-validation
	2.10 Classification performance. Model evaluation metrics

	3 Results and discussion
	3.1 Visual strength grading
	3.2 Machine learning classifiers

	4 Conclusions
	Funding
	CRediT authorship contribution statement

	Declaration of Competing Interest
	Appendices Supplementary material
	References


