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Abstract

We consider repeated games with endogenous separation – also

known as voluntarily separable or voluntary partnership games –

and their evolutionary dynamics. We formulate the replicator dy-

namics for games with endogenous separation, and provide a def-

inition of neutral stability that guarantees Lyapunov stability in

the replicator dynamics. We also provide existence results for

monomorphic neutrally stable states in games with endogenous sep-

aration.
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1 Introduction

There is a large literature on repeated games where players are tied to their partners.1 In this

classic setup, reciprocity can sustain cooperation in games like the prisoners’ dilemma. In an

alternative setup, players also have the option to end the partnership, and go find a new match.

Here players can discipline each other, not just by reciprocating, but also by leaving, for instance

if their partner defects in the prisoners’ dilemma. The option to leave, on the other hand, limits

the scope for punishment by reciprocation.

Repeated games in which partners also have the option to leave have received different names

in the literature. They are referred to as voluntary separable repeated games (Fujiwara-Greve

and Okuno-Fujiwara, 2009; Fujiwara-Greve et al., 2015), voluntary partnership games (Vesely and

Yang, 2010), conditional dissociation games (Izquierdo et al., 2010, 2014), games with the option

to leave (Vesely and Yang, 2012), endogenously repeated games (Fujiwara-Greve et al., 2016),2

partner switching games (Wubs et al., 2016), or games with endogenous match separation (Deb

et al., 2020).3 We will stay close to the last name, and call them games with endogenous separation.

Games with endogenous separation consist of a symmetric n-player stage game that is played

repeatedly by the players in a population4, who are grouped in n-player partnerships. In the body

of the paper we will assume a two-player game5, while appendix B provides a generalisation to

n-player games. Players can condition their stage game action on the history of actions within

their partnership, but not on past actions in previous partnerships, or, in other words, there is no

information flow when changing partnership (Ghosh and Ray, 1996). After playing the stage game,

players can unilaterally break their current partnership (hence the name endogenous separation),

in which case both partners go single. Partnerships may also be broken by some exogenous factor,

resulting in an exogenous partnership survival probability δ. At the beginning of every period,

single players are randomly matched in new partnerships to play the stage game, along with the

remaining pairs. Different combinations of strategies can have different expected duration. This

creates a discrepancy between, on the one hand, the shares of strategies in the pool of singles –

where strategies that tend to break up earlier return at a higher rate – and the population as a

whole on the other. This feature complicates the analysis of such games.

In this paper we will focus on the stability of equilibria in games with endogenous separation,

1It is impossible to do justice to this whole literature with just a few citations. Some classic ones are Mailath
and Samuelson (2006), Friedman (1971), Fudenberg and Maskin (1986), and the papers collected in Fudenberg and
Levine (2008). For the state of the art, one can go to Deb et al. (2020) and references therein. In an evolutionary
setting, classic papers are Hamilton and Axelrod (1981) and Bendor and Swistak (1995). Evolutionary dynamics
in repeated games are considered in Garćıa and van Veelen (2016), van Veelen and Garćıa (2019) and van Veelen
et al. (2012).

2This paper considers an extension of the model to two populations.
3Other pioneering studies of similar models, but without specific names for the game, are Schuessler (1989),

Datta (1996), Kranton (1996), Carmichael and MacLeod (1997), and Watson (1999).
4The framework can be easily extended to non-symmetric n-player games played in n populations.
5This is in line with most of the literature, with a few exceptions such as Kurokawa (2019, 2021), who study some

specific models with more than two players, and consider variations on how many players must choose to break a
partnership for it to be broken.
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and therefore also on out-of-equilibrium dynamics, in the evolutionary setting of population games

generated by agents who are matched to play a normal form game (Sandholm, 2010b, pp. 4-5).

The special case δ = 0, where all partnerships are broken and randomly rematched after each

stage game, can be considered to be the standard reference process that a population is assumed

to undergo in the framework of population dynamics, for agents that are matched to play a normal

form game with a finite strategy set (Friedman, 1998).

We provide several new results for games with endogenous separation. First, we formulate

the replicator dynamics (Taylor and Jonker, 1978) for these games, with the standard replicator

dynamics for normal form games being a special case (δ = 0) in our framework. We illustrate the

dynamics with some examples.

Second, we propose a definition of a neutrally stable state for games with endogenous separation

(NSSES). For the two-player case, the pioneering papers by Carmichael and MacLeod (1997) and

Fujiwara-Greve and Okuno-Fujiwara (2009) propose alternative definitions of neutral stability.

However, as we show in appendix C, the conditions for neutral stability considered in those papers

are not equivalent to any of the standard conditions for neutral stability in finite games (Bomze

and Weibull, 1995). As a result, those definitions leave out states that one would naturally expect

to qualify as neutrally stable. Besides, the definition by Carmichael and MacLeod (1997) is based

on a non-explicit function, and the definition by Fujiwara-Greve and Okuno-Fujiwara (2009) can

include states that, arguably, one would not naturally expect to qualify as neutrally stable, and

which do not present Lyapunov stability in the replicator dynamics. In contrast, the condition for

neutral stability that we propose here is explicit and is consistent with a standard definition of

neutral stability for finite games.

Third, we study the relationship between our definition of neutral stability and the replicator

dynamics. Our central result shows that being a neutrally stable state NSSES implies Lyapunov

stability in the replicator dynamics for games with endogenous separation.

Last, we provide several results for monomorphic neutrally stable states in games with endoge-

nous separation, or, equivalently, for neutrally stable strategies: in the framework of polymorphic

populations made up by pure-strategists that we are considering, a monomorphic state is a state in

which all players in the population use the same pure strategy; if a monomorphic state is neutrally

stable, we say that the strategy being played at that state is a neutrally stable strategy. Focusing

on the two-player case, our first result shows that if a strategy ever breaks up a partnership when

playing against itself, it needs to satisfy very stringent conditions in order to be neutrally stable:

it must always play an action corresponding to a symmetric pure Nash equilibrium of the stage

game, and it must always attain the highest possible payoff among all symmetric action profiles of

the stage game. The second result shows that a strategy that, when playing against itself, always

plays a strict Nash equilibrium of the stage game, and never leaves, is neutrally stable. The third

result is an existence theorem for neutrally stable strategies that shows that, for large enough δ,
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any infinitely repeated sequence of symmetric profiles that provides players an average per-period

payoff greater than the minmax payoff of the stage game can be supported by a neutrally stable

strategy that starts any new partnership by playing a minmax action during a long enough initial

phase. The ”trust-building” strategies studied by Fujiwara-Greve and Okuno-Fujiwara (2009) for

the prisoners’ dilemma constitute a special case of the family of neutrally stable strategies that we

present here. Their polymorphic equilibria, however, do not constitute neutrally stable states, for

the same reasons discussed by Vesely and Yang (2012).

The rest of the paper is structured as follows. In section 2 we describe the endogenous separation

model. Section 3 presents the payoff function for an incumbent population and for a (possibly

polymorphic) group of potential invaders. In section 4 we formulate the replicator dynamics for

games with endogenous separation and present some examples. Our definition of a neutrally

stable state for games with endogenous separation (NSSES) is provided in section 5, with several

properties of neutrally stable strategies being presented in section 6. Section 7 summarizes our

results. The proof of a key result for the analysis of games with endogenous separation, relating

the distribution of strategies in the pool of singles with the distribution of strategies in the whole

population, is detailed in appendix A. The n-player case is discussed in appendix B.

2 The endogenous separation model

We consider a population of players that in each period find themselves in partnerships in order

to play a symmetric two-player normal form game (fig. 1).

We refer to pure strategies in the stage game as actions and reserve the word strategy for

decision rules in the associated game with endogenous separation (Mailath and Samuelson, 2006).

As in the standard evolutionary setting for population games (Sandholm, 2010b, p. 4), we assume

that players only use (pure) actions in the stage game, and pure strategies (as defined below) in

the repeated game. The stage game is denoted by G = {A, u}, and is defined by a finite set of

actions A and a payoff function u : A2 → R.

Players in games with endogenous separation have the option to leave their partner after any

stage game. The decision to leave their partner depends on the history of actions taken by each

of the players within the current partnership. Formally, a strategy in a game with endogenous

separation is defined as follows (Fujiwara-Greve and Okuno-Fujiwara, 2009). Let t = 1, 2, ...

indicate the periods within a partnership, i.e. the number of times the stage game has been

played by the partnership. Let Ht be the set of all possible partnership histories, given that the

partnership persists at time t ≥ 2, which implies that Ht = A2(t−1). Let H1 = {∅}.

Definition 1. A pure strategy i in a game with endogenous separation consists of i = (at, bt)
∞
t=1

where
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Figure 1: Sequence of events in games with endogenous separation. The proportion of players in
the population using pure strategy i is x∗i . The corresponding proportion of single players at the
matching stage using pure strategy i is xi.

at : Ht → A specifies a stage-game action at(ht) ∈ A given the partnership history ht ∈ Ht,

and

bt : Ht × A2 → {stay, leave} specifies whether to stay or leave the partner, depending on the

partnership history ht ∈ Ht and the current-period action profile.

The set of pure strategies in a game with endogenous separation is denoted by S, and it is

uncountably infinite (Garćıa and van Veelen, 2016).

At the beginning of each period, there will be single players, who find themselves in the “pool

of singles”, as well as players in surviving partnerships that were matched in a previous period.

Single players are randomly matched in new partnerships, and all partnerships, new and surviving

ones, play the stage game, choosing their actions according to their strategy. Subsequently, and

depending on the history within the partnership, players choose to break up the partnership, or

stay together, again according to their strategy. If any of the two players decides to leave, the

partnership is broken, and both ex-partners are sent to the pool of singles, where all singles will

be randomly matched again in new partnerships before the next stage game. Partnerships whose

players choose to continue together manage to do so with probability δ ∈ [0, 1), and are otherwise

broken by exogenous factors, sending both players to the pool of singles.

This endogenous separation framework6 is represented in Figure 1.

A useful way to think of the dynamics in the short run, where there is no strategy updating, is

given in fig. 2. This will also help link the frequencies in the pool of singles and the population as

a whole.

6This is similar to the framework of Fujiwara-Greve and Okuno-Fujiwara (2009). The only difference is that
in their model, individuals die with some probability, and when they die, they are replaced by a new single using
the same strategy. An individual whose partner dies, also goes to the pool of singles. That amounts to a given
exogenous probability with which a partnership survives to the next round (namely the square of the probability of
survival of an individual).
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Figure 2: Sequence of events within two consecutive periods of the model.

The standard evolutionary model for a population of agents matched to play a symmetric

normal form game {A, u} can be considered to be a strategy-constrained game with endogenous

separation in which δ = 0 and where the strategy set S has been substituted by a finite set SA

which contains one strategy ia ∈ SA for each action a ∈ A, with strategy ia beginning a new

partnership by playing action a. Note that the course of action followed by strategy ia beyond its

first action is irrelevant when δ = 0.

3 Payoffs at steady states of the short-term dynamics

As in the standard evolutionary framework for large populations, we regard the proportion of

individuals playing strategy i at the matching stage, xi, as a continuous variable, and, likewise,

we assume that the proportions of partnerships (i-strategists matched with j-strategists) resulting

from the matching process equal the expected proportions. We will also assume that the total

number of strategies being played in the population at any given time is finite. Therefore, the

candidates for equilibria that we will consider have finite support. When considering stability, we

allow this support to be any finite subset of S, so no strategy is excluded as a possible ingredient

of an equilibrium, or as a member of a group of potential invaders.

Let x∗ = {x∗i }i∈S be a strategy distribution in the population with finite support S, where

x∗i is the fraction of players in the population that use strategy i. This implies that x∗i ∈ [0, 1],∑
i∈S x

∗
i = 1 and x∗i = 0 if i /∈ S. The pool of singles is described by x = {xi}i∈S , where xi is the

fraction of players in the pool of singles that use strategy i, and for which the same restrictions

apply. The composition of the pool of singles after one round of play depends on how the players

in the population were matched, and for how long they were matched (see fig. 2). Therefore,
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one population distribution x∗ could produce a range of pool distributions x. How the players

will be matched in the next round, and for how long they will have been, also depends on how

they were matched in the previous round, and for how long. For calculating the payoffs, we will

assume that the population has reached a steady state of these short-term dynamics. In this steady

state, the shares of the different matches are constant, and therefore also the composition of the

pool of singles remains the same. Below we show how one can calculate the population strategy

distribution x∗ from the strategy distribution in the pool of singles x, and in appendix A we show

that there is one and only one steady-state pool distribution x that corresponds to each population

strategy distribution x∗. We will therefore refer to x∗ as the population state corresponding to

the pool state x, and vice versa.

For every pair of pure strategies i, j ∈ S, let their break-up period Tij be the number of periods

that an i-strategist and a j-strategist play together if their partnership is not broken by exogenous

factors.7 At a steady state x, the share of individuals using strategy i in the whole population is

proportional to x̄∗i as defined below. Normalizing the mass of the pool of singles to 1, x̄∗i includes a

mass of xixj individuals playing i in newly formed {ij} partnerships, plus xixjδ individuals in one-

period-old {ij} partnerships if Tij ≥ 2, plus xixjδ
2 individuals in two-period-old {ij} partnerships

if Tij ≥ 3, and so on (see fig. 2); and it does so for all possible strategies j that a partner can have:

x̄∗i =
∑
j∈S

xixj

Tij∑
t=1

δt−1 =
∑
j∈S

xixj
1− δTij

1− δ
.

We will call x̄∗i the mass of i-players in the population. We furthermore denote the population-to-

pool proportion of an {ij} partnership by Lij :

Lij =

Tij∑
t=1

δt−1 =
1− δTij

1− δ
.

Lij ≥ 1 is an expansion factor that indicates how many {ij} partnerships we find in the population

for each newly made (i.e., 0-period-old) {ij} partnership formed after matching in the pool of

singles. Lij is also the expected length of an {ij} partnership. In a steady state of the short-term

dynamics, the relation between the fraction x∗i of players in the whole population using strategy i

and the fraction of players in the pool of singles using each strategy is then given by

x∗i =
x̄∗i∑
k x̄
∗
k

=

∑
j xiLijxj∑

k

∑
j xkLkjxj

≡ fi(x) (1)

for j, k ∈ S.

For t = 1, ..., Tij and i, j ∈ S, let aijt be the action profile in period t in an {ij} partnership, and let

u(aijt ) be the associated payoff to the player using strategy i. Then, in any one period, the total

7If an i-strategist and a j-strategist never decide to break their partnership, then Tij =∞.
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payoff to players using strategy i in partnerships with players using strategy j is

xixj

Tij∑
t=1

δt−1u(aijt ).

Defining Vij
8 as Vij =

∑Tij

t=1 δ
t−1u(aijt ), the total payoff to the mass of players using strategy i in

any one period is therefore

Vi(x) = xi
∑
j∈S

Vijxj

Considering that the total mass of players using strategy i is x̄∗i = xi
∑
j Lijxj , the average payoff

to a player using pure strategy i, at a steady state with a pool strategy distribution x, is

vi(x) =
Vi(x)

x̄∗i
=

∑
j∈S Vijxj∑
j∈S Lijxj

(2)

The last expression also allows us to extend the definition of vi(x) to strategies i ∈ S that are

not in the support of x. If strategy i is not in the support of x, the payoff to strategy i can be

interpreted as the payoff to a potential entrant using strategy i.9

We can then define the payoff to a (group of players with) strategy distribution y∗ in a popu-

lation with steady strategy distribution in the pool of singles x as:

v(y∗,x) =
∑

i∈supp(y∗)

y∗i vi(x).

For monomorphic populations in which a single pure strategy j ∈ S is played, the payoff to

strategy i ∈ S in a population of j-strategists is then

vij =
Vij
Lij

= (1− δ)
∑Tij

t=1 δ
t−1u(aijt )

1− δTij

Equation (2) can be rewritten as vi(x) =
∑
j

Lijxj∑
k Likxk

vij , for j, k ∈ supp(x). This implies that if

x is polymorphic, then vi(x) is a (strictly) convex combination of the payoffs vij for j ∈ supp(x).

This property will be useful when considering possible invasions of some strategy i by another

strategy j. For instance, if vji = vii = vij < vjj and supp(x) = {i, j}, then vi(x) = vii < vj(x).

The extension to the n-player case of the formulas presented in this section is indicated in

appendix B.

8Vij coincides with the expected per-partnership payoff to a player using strategy i in a match with a player that
uses strategy j, which constitutes an alternative approach to calculate payoffs at steady states. That approach is
followed by Fujiwara-Greve and Okuno-Fujiwara (2009).

9More precisely, this is the limit as ε → 0 of the payoff to a player using strategy i in a pool distribution such
that a fraction of ε players use strategy i and a fraction of (1− ε) players have strategy distribution x.
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4 The replicator dynamics for games with endogenous sep-

aration

The general single-population replicator dynamics, as defined in Taylor and Jonker (1978), can also

be formulated for games with endogenous separation. Suppose that individuals in a population

are programmed to play some pure strategy i within a finite set S of s pure strategies. Let x∗i

(respectively, xi) be the fraction of individuals in the population (respectively, in the pool of singles)

that are programmed to play pure strategy i ∈ S. If we assume that the inflow of strategies (due

to reproduction or strategy adoption) is proportional to their current share in the population as a

whole x∗i , and to their payoff vi(x), and that their outflow (from death or from strategy revision) is

proportional to their share in the population,10 we obtain the replicator dynamics for games with

endogenous separation:

ẋ∗i =

vi(x)−
∑
j

x∗jvj(x)

x∗i (3)

where

x∗i =
xi
∑
j Lijxj∑

k xk
∑
j Lkjxj

(4)

A possible microfoundation for these dynamics is that individuals playing pure strategy i, whose

prevalence in the population is x∗i , reproduce at rate vi(x), while there is a uniform death rate in

the population. An alternative microfoundation would be to assume that individuals, occasionally

and independently, reconsider their strategy choice and, in order to choose a new strategy, use one

of the revision protocols leading to the replicator dynamics.11

Numbering the finite set S of s strategies, we can –with a slight abuse of notation– represent a

state x with support in S by its associated (column) vector x, a point in the (s− 1)-dimensional

simplex ∆(S) ⊂ Rs. Using the symbol ◦ for the Hadamard product, and writing L for the matrix

(Lij) of expected lengths of each possible partnership of the strategies in S, the relationship eq. (4)

between a population state and its corresponding pool state in vector notation is then given by

the function fL : ∆(S)→ ∆(S), such that

x∗ = fL(x) =
x ◦ (Lx)

‖x ◦ (Lx)‖1
. (5)

If δ = 0, then x∗ = x, and the replicator dynamics (3) reduces to the standard replicator

dynamics for pairwise interactions, which has a bilinear aggregate payoff function; a matrix A

10If revision of strategies were to happen with a frequency for each strategy proportional to their presence in the
pool of singles, we would obtain different dynamics: ẋ∗i = x∗i vi(x)−xi[

∑
j x

∗
j vj(x)]. This could be a natural model

if one assumes that players revise their strategy with some probability (only) every time their current partnership
is broken. Note that in that case individuals whose partnerships are broken more frequently would revise their
strategies more frequently.

11See Sandholm (2010b, chapter 10) for an overview of revision protocols, and Sandholm (2010a, example 1) or
Izquierdo et al. (2019, examples A.1, A.2, and remark A.3) for the link with the replicator dynamics.
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exists such that v(y,x) = yTAx. Here, Aij is the payoff of the initial action of strategy i against

the initial action of strategy j in the stage game.

ẋi =

vi(x)−
∑
j

xjvj(x)

xi =
[
(Ax)i − xTAx

]
xi (6)

Equation (3) defines a trajectory x∗(t;x∗0), starting from an initial population distribution x∗0

and its associated pool distribution x0 = f−1
L (x∗0). In order to show this, in appendix A we first

prove the existence of a Lipschitz continuous inverse function f−1
L : ∆(S)→ ∆(S) that provides the

pool distribution x = f−1
L (x∗) associated with a population distribution x∗. We also show that,

for any number of strategies s > 3, f−1
L does not admit a general closed-form algebraic expression.

After showing the existence of f−1
L , we can consider the Lipschitz payoff function F : ∆(S)→ Rs

such that Fi(x
∗) = vi(f

−1
L (x∗)) and write eq. (3) as

ẋ∗i = x∗i

Fi(x∗)−∑
j

x∗jFj(x
∗)

 (7)

which is the replicator dynamics as defined by Taylor and Jonker (1978) or Sandholm (2010b,

p. 126), for a game with a Lipschitz continuous payoff function F , with the payoff function char-

acterizing the population game. The replicator dynamics for games with endogenous separation

(3) therefore is a special case of (7), corresponding to Fi(x
∗) = vi(f

−1
L (x∗)), but in general it

is different from the standard replicator dynamics for pairwise interactions (6), where the payoff

functions are linear in x: Fi(x) = (Ax)i.

We now present two examples.

Example 1. Let the stage game be a prisoners’ dilemma, with actions C (for cooperate) and D (for

defect), and stage game payoffs u(DC) = 5, u(CC) = 4, u(DD) = 1 and u(CD) = 0. Under the

standard replicator dynamics (6), all interior solution trajectories converge to the state where all

players defect and obtain a payoff of 1. Now consider one strategy that always plays C, and one

that always plays D, while both strategies stay if their partner plays C, and leave if their partner

plays D. We call these strategies CSL (Cooperate, Stay if your partner cooperates, Leave if your

partner defects) and DSL (Schuessler, 1989). For δ > 0, interactions can last longer than 1 period,

and players can break up undesirable partnerships; and if δ is sufficiently high, the dynamics will

change qualitatively.

Let x∗CSL be the fraction of players using strategy CSL in the population. For δ = 0, the payoff

functions vary linearly with x∗CSL, and vDSL = 1 + vCSL for any population state. However, for

δ > 0, payoffs are not linear, and there can be states at which vDSL < vCSL, as shown in fig. 3. This

figure also shows the rest points of the replicator dynamics, and the direction in which the system

moves from any state, for different values of δ. For δ > 0.64, there is a stable equilibrium with a
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(dark grey), negative (light grey) or zero (rest points, thick black lines; solid for stable and dashed
for unstable). Below: payoffs to CSL (vCSL) and to DSL (vDSL) as a function of x∗CSL for δ = 0.8.
Bottom: Direction of movement for x∗CSL. Stable rest points are shown as solid dots; unstable rest
points are shown as empty dots.
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(a) δ = 0 (b) δ = 0.9

Figure 4: Phase portraits in the 2-dimensional simplex of the extended replicator dynamics for
example 2. Subfigure (a) shows the dynamics for δ = 0 (i.e. all partnerships are broken at the end
of every period. This is the standard replicator dynamics for the stage game); subfigure (b) shows
the dynamics for δ = 0.9

majority of CSL players. The proportion of CSL players in the stable equilibrium approaches 1 as

δ tends to 1. Moreover, the basin of attraction of this — mostly cooperative — equilibrium gets

larger as δ increases, covering almost all of the state space when δ is close to 1. The lower panel

in fig. 3 shows the dynamics for δ = 0.8, which has two stable rest points (the monomorphic state

where all play DSL, and a bimorphic state where x∗CSL = 0.87) and one unstable rest point.

Example 2. Consider a stage game with three actions and payoff matrix

U =


3 3 3

0 0 5

0 5 0


Here we can consider the following three strategies: strategy i ∈ {1, 2, 3} always plays action i,

stays if it obtains its largest possible stage game payoff, given that it plays i (i.e. maxj u(aij)), and

breaks the partnership otherwise. Figure 4a shows the dynamics for this game when δ = 0, i.e. the

setting where all partnerships are broken exogenously at the end of every period. This scenario

corresponds to the replicator dynamics where the stage game is not repeated. In this setting,

the monomorphic state [1, 0, 0], where all players use strategy 1, is almost globally asymptotically

stable (i.e. all solutions starting in the interior of the simplex converge to it). At this state, every

player obtains a payoff of 3.

The dynamics can be very different if players have the opportunity to keep or break up their

partnerships. Figure 4b shows the dynamics for δ = 0.9, which means that the expected length of
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partnerships that are not broken endogenously (strategy 1 with itself, and strategy 2 with strategy

3) is 10 periods. In this setting, the bimorphic state [0, 1
2 ,

1
2 ], where half the population plays

strategy 2 and the other half plays strategy 3, is asymptotically stable and has a very large basin

of attraction (see fig. 4b). The payoff to the players at this state is 4.54, which is substantially

higher than the payoffs in the case where interactions last for one period only. This is possible

because the partnership with the highest payoff (strategy 2 with strategy 3) is now allowed to last

longer, while endogenous separation allows for a quick breakup of partnerships with low payoffs.

The single-population replicator dynamics for two-player games with endogenous separation

presented in this section is extended to n-player games in appendix B.

5 Nash equilibria and Neutrally Stable States with endoge-

nous separation

5.1 Nash equilibrium

Let F(S) be the set of strategy distributions over S with finite support. In other words, if x∗ ∈
F(S), then there is a finite subset S of S, for which x∗i ∈ [0, 1] and

∑
i∈S x

∗
i = 1 , while x∗j = 0 for

any strategy j /∈ S.

A definition of a Nash equilibrium in terms of population states x∗ is impractical given that

the payoff functions Fi(x
∗), as considered in eq. (7), do not admit a general closed-form algebraic

expression when the support of x∗ includes more than three strategies. When defining Nash

equilibria and neutrally stable states, it can then be helpful to do it in terms of a population state

and its associated pool state, {x∗,x}, where x∗ is the population distribution corresponding to

the steady-state pool distribution x, i.e., x∗ = f(x), according to eq. (1).

If the definition below is satisfied, we can refer to a Nash population state12 x∗, a Nash pool

state x, or a Nash population-pool state {x∗,x}.

Definition 2 (Nash Equilibrium). A population-pool state {x∗,x} is a Nash equilibrium of a game

with endogenous separation if for all y∗ ∈ F(S)

v(x∗,x) ≥ v(y∗,x)

On the left side of this inequality we have v(x∗,x) =
∑
i x
∗
i vi (x), where x∗ = f(x) and i ∈

supp(x). This is the average payoff to incumbent players at pool state x. On the right side we

12The game in Carmichael and MacLeod (1997) involves a phase where messages and gifts can be exchanged, so
strategies there need to also specify a message and a gift. Other than that, their definition of a Nash population
equilibrium is equivalent to definition 2. Also the definition of a Nash pool equilibrium in Fujiwara-Greve and
Okuno-Fujiwara (2009) is equivalent.
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see v (y∗,x) =
∑
i y
∗
i vi (x), for i ∈ supp(y∗), which can be interpreted as the average payoff to an

infinitesimally small group of players whose strategy distribution is y∗, in a population with pool

state x.

It follows from Definition 2 that {x∗,x} is a Nash equilibrium if and only if there is no pure

strategy i ∈ S such that vi(x) > v(x∗,x). This will usually be the easiest way to assess whether

a state {x∗,x} is a Nash equilibrium.

Definition 2 implies that all pure strategies in the support of x∗ (which is also the support of

x) must earn equal payoffs. Consequently, as in the standard framework, Nash equilibrium states

are rest points of the replicator dynamics eq. (3), while not all rest points are Nash equilibria: all

monomorphic states, for instance, are rest points of the replicator dynamics, but not necessarily

Nash equilibria.

If a monomorphic distribution i, corresponding to pure strategy i ∈ S, is a Nash equilibrium

state of a game with endogenous separation, we say that strategy i is a Nash equilibrium

strategy of that game.

The following two results are relatively straightforward counterparts of observations that are

routinely used for repeated games without the option to leave. The first provides a straightfor-

ward relation between symmetric pure Nash equilibria of a stage game and Nash equilibria of the

corresponding game with endogenous separation.

Observation 1. If the stage game of a game with endogenous separation has some symmetric

Nash equilibrium in actions (a,a), any state composed of strategies that always play action a at

every period (whatever their partner does) constitutes a Nash equilibrium state of the game with

endogenous separation, regardless of the strategies’ choices to leave or keep a partner.

Proof. If the strategies in x always play action a, then no strategy can obtain a greater payoff than

the stage payoff u(a, a) at any period when matched with them, while u(a, a) is the payoff that all

the strategies in x obtain at every period when matched among themselves.

As a result of observation 1, in a prisoners’ dilemma with endogenous separation, any state

composed of strategies that always defect in the stage game therefore constitutes a Nash equilib-

rium, regardless of the conditions under which the strategies break up or stay in a partnership;

and any of those strategies, such as DSL in example 1, is a Nash equilibrium strategy.

Next, we provide a necessary condition for a strategy with a finite break-up period with itself

to be a Nash equilibrium strategy.

Observation 2. Consider a game with endogenous separation with δ > 0. If strategy i has a

finite break-up period Tii and is a Nash equilibrium strategy, then it must play an action profile

corresponding to a symmetric pure Nash equilibrium of the stage game at the last period Tii of a

partnership with itself.
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Proof. Suppose, to the contrary, that the action profile at Tii when strategy i meets itself is not

a Nash action profile. Now consider a strategy j that, in matches with i, plays like i itself up to

period Tii − 1 but then, at period Tii, plays a best response to the action adopted by i and leaves.

Such strategy j, when playing with strategy i, would obtain payoff vji > vii. Therefore i is not a

Nash equilibrium strategy.

5.2 Neutrally Stable States

We begin this section with a note about nomenclature. In the evolutionary dynamics framework

that we are considering of polymorphic populations and pure strategists (Sandholm, 2010b, p.

275), given that a population state can be identified by a point in the mixed strategy space, it

is not uncommon to find the name evolutionarily stable strategy when referring to evolutionarily

stable states (see Thomas (1984) or Bomze and Pötscher (1989, p. 15) for a discussion). To avoid

the possible confusion, and following the approach adopted by many other authors (Sandholm,

2010b; Bomze and Pötscher, 1989; Hofbauer and Sigmund, 1998), here we will always use the term

”state” when referring to a population (or pool) state, and will keep the term strategy for pure

strategies of the game with endogenous separation, as defined before. We use ”Neutrally stable

strategy” to denote a pure strategy that, when adopted by all the individuals in a population, gives

rise to a (monomorphic) neutrally stable state.

As in repeated games without the option to leave, there are no evolutionarily stable states

in games with endogenous separation13. This is because for any equilibrium with finite support,

there are always strategies that differ only off the equilibrium path, and those will obtain the same

payoff as the equilibrium strategies. This rules out evolutionary stability (Selten, 1983; Selten

and Hammerstein, 1984; Garćıa and van Veelen, 2016), and we consequently focus on the weaker

stability condition of neutral stability. Given that the payoff functions Fi (see eq. (7)) in games with

endogenous separation are non linear, we focus on definitions of neutral stability that guarantee

stability in the replicator dynamics with non-linear payoff functions (Bomze and Weibull, 1995).

In the standard evolutionary framework, considering a finite set of s pure strategies S, a polyhe-

dral population state space (here we assume that the state space is the whole simplex ∆(S) ∈ Rs≥0

associated with the finite strategy set S, so it is a polyhedral space14), Lipschitz continuous payoff

functions φi and an aggregate payoff function u(x,y) =
∑
i xiφi(y), we say that a state x ∈ ∆(S)

is a neutrally stable state (x ∈ NSS) if it satisfies any of the following two equivalent15 conditions

(Thomas, 1985; Bomze and Weibull, 1995):

13This is also the case for δ = 0, unless we consider a strategy-constrained game.
14The state space is polyhedral if it is the intersection of finitely many closed affine half spaces (Bomze and

Pötscher, 1989, p. 73).
15Thomas (1985) uses the terms weakly evolutionarily stable for a state satisfying condition 2, and shows that,

in our considered framework (polyhedral state space) condition 2 implies condition 1. In a more general setting,
Bomze and Weibull (1995) show that condition 1, which they call strong unbeatability, implies condition 2, and that
consequently, if the state space is polyhedral, both conditions are equivalent.
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Condition 1. There is a neighborhood O of x in ∆(S) such that u(x,y) ≥ u(y,y) for every

y ∈ O.

Condition 2. x is a Nash equilibrium and there is a neighborhood O of x in ∆(S) such that

u(x,y) ≥ u(y,y) for every y ∈ O satisfying u(y,x) = u(x,x).

When studying the neutral stability of a Nash equilibrium (which is a prerequisite for neutral

stability), the advantage of condition 2 over condition 1 is that the property u(x,y) ≥ u(y,y) only

needs to be checked for those states y that obtain the same payoff against x as x itself.

In the special case of linear payoff functions φi (and polyhedral state space), condition 1 and

condition 2 are also equivalent to condition 3 below, used by Taylor and Jonker (1978) to define a

neutrally stable state.

Condition 3. For every y ∈ ∆(S) there is some ε̄y ∈ (0, 1) such that u(x, εy + (1 − ε)x) ≥
u(y, εy + (1− ε)x) for all ε ∈ (0, ε̄y).

The linear case corresponds to the standard evolutionary model for finite two-player normal

form games with random matching. However, still considering a polyhedral space, if the linearity

assumption is removed16, condition 3 is weaker than condition 1 or condition 2, and it does not

guarantee Lyapunov stability in the replicator dynamics (Bomze and Weibull, 1995).

For games with endogenous separation, we have an uncountably infinite strategy set S and the

payoff functions are Fi(x
∗) = vi(f

−1
L (x∗)), which are non linear if δ > 0. In this context, we say

that a definition of a neutrally stable state for games with endogenous separation satisfies finite-

set neutral stability if x∗ being a neutrally stable state in the game with endogenous separation

(x∗ ∈ NSSES) implies that for every finite set of strategies S ∈ S containing the support of x∗,

and taking ∆(S) as the (polyhedral) state space, x∗ ∈ NSS. Finite-set neutral stability can be

formulated equivalently using either condition 1 or condition 2, and it implies that condition 3 is

satisfied in every ∆(S). Taking condition 1, finite-set neutral stability means that for every finite

set of strategies S such that x∗ ∈ ∆(S), there is a neighborhood O∗S of x∗ in ∆(S) such that∑
i x
∗
iFi(y

∗) ≥
∑
j y
∗
jFj(y

∗) for every y∗ ∈ O∗S .

For two-player games with endogenous separation, Carmichael and MacLeod (1997) and Fujiwara-

Greve and Okuno-Fujiwara (2009) provide pioneering definitions of neutral stability. However, as

we show in appendix C, the first of those definitions is not practical to work with because it in-

volves the non explicit function f−1
L , while the second definition is explicit, but it does not satisfy

finite-set neutral stability, and it does not guarantee Lyapunov stability in the replicator dynamics.

Besides (see example C.1), both definitions leave out states that one would naturally expect to

qualify as neutrally stable (and which are Lyapunov stable in the replicator dynamics).

16The payoff function is non linear in games with endogenous separation and δ > 0, as well as in standard
population games with more than two players.
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Taking into account the infinite strategy space S, the lack of an explicit formula for f−1
L , and

the advantage of condition 2 over condition 1 in polyhedral spaces, we provide the following two

equivalent definitions of a neutrally stable state for a game with endogenous separation (NSSES).

Definition 3. A population-pool state {x∗,x} is a neutrally stable state of a game with endogenous

separation (NSSES) if for any finite set of strategies S ⊂ S containing the support of x there is a

neighborhood OS of x in ∆(S) such that, for every y ∈ OS,

v(x∗,y) ≥ v(y∗,y)

Definition 4. A population-pool state {x∗,x} is a neutrally stable state of a game with endogenous

separation (NSSES) if it is a Nash equilibrium and for any finite set of strategies S ⊂ S with

x ∈ ∆(S) there is a neighborhood OS of x in ∆(S) such that, for every y ∈ OS satisfying v(y∗,x) =

v(x∗,x),

v(x∗,y) ≥ v(y∗,y)

These definitions are almost the same as condition 1 and condition 2, with only two differences.

The first is that here we have infinitely many pure strategies, and we allow the neighbourhood to

depend on the finite subset S of S we consider. This is enough for our central result. Of course one

can also think of a stronger definition, where it is required that there is one single neighbourhood

O of x in F(S) such that the conditions hold, rather than a neighbourhood for every subset S of

pure strategies. This would obviously imply our definition; just choose OS = O ∩∆ (S).17

The second difference is that here we consider a neighbourhood OS of the pool state x, while

a direct translation to this setting would suggest that we consider a neighbourhood O∗S of the

population state x∗. The reason for this choice is that f−1
L , and, consequently, vi(f

−1
L (x∗)), do

not admit a general closed-form algebraic expression. In appendix A, however, we show that if

we consider distributions over a finite set S of s strategies, represented as points in a simplex

∆(S) in Rs, then fL is a bi-Lipschitz homeomorphism on ∆(S). This implies that fL and f−1
L

preserve neighborhoods: if O is a neighborhood of x in ∆(S) and x∗ = fL(x), then O∗ = fL(O)

is a neighborhood of x∗ in ∆(S), with the equivalent result for f−1
L . Consequently, if there is a

neighborhood O of x in which the associated population states satisfy some property, then there is

also a neighborhood O∗ of x∗ in which the population states satisfy the property. This allows us to

state the definition of a neutrally stable state in terms of x and y, considering x∗ = fL(x) and y∗ =

fL(y), which have an explicit formula (5). The equivalence of definition 3 and definition 4 follows

from the preservation of neighborhoods by homeomorphisms, from the equivalence of condition 1

and condition 2 in polyhedral spaces with Lipschitz continuous payoff functions φi and aggregate

17To define a distance between strategy distributions x ∈ F(S) and y ∈ F(S), let S = supp(x) ∪ supp(y), which
we number from 1 to n. A possible distance now could be d(x,y) =

∑n
i |xi − yi|. A neighborhood of x ∈ F(S)

is a subset of F(S) that includes all distributions y ∈ F(S) with d(x,y) < ε for some ε > 0. Because x and y
correspond to points in Rn, any other distance based on an equivalent norm on the Euclidean space can be taken.
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payoff function u(x,y) =
∑
i xiφi(y) (Thomas, 1985; Bomze and Weibull, 1995), and from the

fact that x is a Nash equilibrium (i.e., there is no strategy i ∈ S such that vi(x) > v(x∗,x)) if

and only if for any finite set of strategies S with x ∈ ∆(S) there is no strategy i ∈ S such that

vi(x) > v(x∗,x).

The next result shows that a neutrally stable state x∗ ∈ NSSES is Lyapunov stable in the

replicator dynamics (3), for any finite set of strategies S that contains the support of x∗.

Theorem 1. A neutrally stable state x̂∗ of a game with endogenous separation is a Lyapunov

stable state of the replicator dynamics (3), for any finite set of strategies S such that x̂∗ ∈ ∆(S).

Proof. Let x̂∗ ∈ S be a neutrally stable population state. Consider the replicator dynamics,

eq. (3), for a finite set S of s pure strategies such that x̂∗ ∈ ∆(S). Numbering the pure strategies

from 1 to s, strategy distributions x̂∗ and x̂ correspond to vectors x̂∗ and x̂ ∈ ∆(S) ⊂ Rs≥0. In

appendix A we show that the function fL : ∆(S) → ∆(S) such that x∗ = fL(x) is a bi-Lipschitz

homeomorphism in ∆(S). Now, consider as in eq. (7) the payoff function F : ∆(S) → Rs defined

by Fi(x
∗) = vi(f

−1
L (x∗)), and let E(y∗,x∗) =

∑
j y
∗
jFj(x

∗). Then the replicator dynamics (3) for

games with endogenous separation can be written as

ẋ∗i = x∗i [Fi(x
∗)− E(x∗,x∗)] (8)

which is the dynamics studied by Thomas (1985). That F is Lipschitz continuous follows easily from

f−1
L being Lipschitz continuous and from the definition of vi. Considering that homeomorphisms

preserve neighborhoods and that E(x∗,y∗) = v(x∗,y), x̂∗ satisfies the conditions for being weakly

evolutionarily stable in Thomas (1985), with ∆(S) as the state space: x̂∗ is a Nash equilibrium

and there is a neighborhood O∗ of x̂∗ in ∆(S) such that

E(x̂∗,y∗) ≥ E(y∗,y∗)

for all y∗ ∈ O∗ with E(y∗, x̂∗) = E(x̂∗, x̂∗). Theorem 1 in Thomas (1985) then implies that x̂∗ is

a Lyapunov stable state of the replicator dynamics (3) for the set of strategies S and state space

∆(S). As we made no assumptions on S other that it is finite and it contains the support of x̂∗,

x̂∗ is Lyapunov stable in the replicator dynamics (3) for any finite set of strategies that contains

the support of x̂∗.

The definition of an NSSES and the Lyapunov stability result (theorem 1) in this section apply

to n-player games as well, as indicated in appendix B. In the next section we present some results

for monomorphic neutrally stable states in two-player games with endogenous separation, with the

extension to n-player games presented in appendix B.
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6 Neutrally stable strategies with endogenous separation

This section contains three results pertaining to monomorphic neutrally stable states in two-player

games with endogenous separation. As indicated before, we refer to the one pure strategy that

everyone plays in such a population state as a neutrally stable strategy.

Our first theorem provides necessary conditions for neutral stability for a strategy with a finite

break-up period when playing against itself. These conditions turn out to be quite restrictive.

Theorem 2. If a strategy i with finite break-up period Tii is a neutrally stable strategy of a game

with endogenous separation with survival rate δ > 0, then: a) the maximum payoff attainable at a

symmetric action profile of the stage game corresponds to a Nash equilibrium of the stage game,

and b) the action profiles played in an {ii} partnership belong to the set of efficient symmetric

Nash equilibria in actions.

Proof. Note first that the payoff to strategy i in a population of j-strategists can be written as

vij =
Vij
Lij

=

∑Tij

t=1 δ
t−1u(aijt )

1−δTij

1−δ

=

 Tij∑
t=1

δt−1u(aijt ) + δTij

Tij∑
t=1

δt−1u(aijt ) + δ2Tij

Tij∑
t=1

δt−1u(aijt ) + ...

 (1− δ)

(9)

If we denote by hij = {aij1 , ..., a
ij
Tij
, aij1 , ..., a

ij
Tij
, ...} the infinite sequence of outcomes or action

profiles corresponding to an i-strategist when entering a population of j-strategists when no ex-

ogenous breakup events occur (so an {ij} partnership keeps beginning again after each set of Tij

periods), formula 9 shows that the average per-period payoff to an i-strategist in a population

of j-strategists coincides with the normalized payoff (Mailath and Samuelson, 2006) to i corre-

sponding to the sequence of outcomes in hij . Note also that if Tij = 1 then vij = u(aij1 ), and

otherwise vij is a convex combination of the set of payoffs {u(aijt )} for t ∈ {1, ..., Tij}. Let m

be the maximum payoff obtainable at a symmetric action profile of the stage game, and let (b, b)

be one of the symmetric action profiles (there may be more than one) that attain that maximum

symmetric payoff. Suppose that vii < m, with Tii being finite. Consider a strategy j that when

playing with i behaves like i up to period Tii, but at that period does not break the partnership

and turns to playing action b forever, without breaking the partnership. That would make play

between strategy i and strategy j unfold in the same way as it does between two players that play

strategy i, and hence vji = vii = vij . Two players that play strategy j increase their average per

round payoff after round Tii, and hence vjj > vii. Pure strategy i therefore is not neutrally stable. 

This shows that, if i is a neutrally stable strategy and Tii is finite, then vii = m, which implies that all 

the action profiles in hii must provide the maximum payoff m attainable at a symmetric action 

profile of the stage game.
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Suppose that payoff m is obtained by some action profile (c, c) that is not a Nash equilibrium

of the stage game, and strategy i plays action c at some period k of an {ii} partnership. Then a

strategy j that when playing with i chooses the same action as i up to period k (obtaining m at

every period up to k), but at period k plays a best response action to c and breaks the partnership,

obtains a payoff vji > m = vii, which cannot happen if i is neutrally stable.

Example 3. Consider a 2-player pure coordination game as the stage game of a game with endoge-

nous separation with δ > 0. A necessary condition for a strategy i with finite break-up period Tii

to be neutrally stable is to always play the efficient action profile with itself.

Theorem 2 shows that one cannot construct a neutrally stable strategy of a game with endoge-

nous separation with a finite break-up period by making it play symmetric strict Nash equilibria

of the stage game, if there is a more efficient symmetric outcome and δ > 0.

Corollary 2.1. Consider a stage game such that the most efficient symmetric action profile is

not a Nash equilibrium. Then, for any δ > 0, no strategy i with a finite break-up period Tii can be

neutrally stable in the associated game with endogenous separation.

Example 4. Consider a game with endogenous separation with the Prisoners’ Dilemma or the

Hawk-Dove game as stage game. As the most efficient symmetric action profile in those stage

games is not a Nash equilibrium, no strategy with a finite break-up period with itself can be

neutrally stable for any δ > 0.

Our next lemma provides a sufficient condition for neutral stability for a strategy i that never

leaves when playing against itself. The condition is that any strategy j that, when playing in a

population of i-players, plays actions that are different from what i plays against itself, must earn

a lower payoff than strategy i. Such a result may seem obvious, but what needs to be ruled out

is that distributions y∗ exist that do equally good against i (v(y∗, i) = vii), and better against

themselves (v(y∗,y) > v(i,y)). The proof does that by showing that any two pure strategies that

obtain a payoff equal to vii when playing with i must play the same sequence of actions also when

being matched between them, and therefore obtain that same (and not a higher) payoff.

Lemma 1. If a strategy i that never leaves when playing against itself satisfies vii > vji for any

strategy j with hji 6= hii, then strategy i is a neutrally stable strategy.

Proof. By hypothesis, any strategy j with hji 6= hii obtains some payoff vji < vii, and, considering

that hii is a series of symmetric outcomes, any strategy j with hji = hii must satisfy hji = hii =

hij = hjj , and consequently vji = vii = vij = vjj . Note that if an {ij} partnership is broken

without a deviation from the actions in hii happening, it is because strategy j chose to break the

partnership, and it will do the same with any other strategy that generates the same path, including

itself. Considering that v(y∗, i) =
∑
j∈supp(y∗) y

∗
j vji is a strictly convex combination of the values
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vji for j ∈ supp(y∗), if y∗ is such that v(y∗, i) = vii then any pair of strategies j, k ∈ supp(y∗)
are such that vji = vki = vii, which implies hji = hki = hii and then also the equality of all the

prospective sequences hjk = hii for j, k ∈ supp(y∗). Given that y and y∗ have the same support,

for every population-pool state {y∗,y} satisfying v(y∗, i) = vii, we have vi(y) = v(y∗,y) = vii

and consequently, i is a neutrally stable state.

Corollary 2.2. If the stage game of a game with endogenous separation has some strict Nash

symmetric equilibrium in actions (a, a), then any strategy that always plays action a and never

leaves a partner playing action a is neutrally stable.

Example 5. If the stage game is a coordination game in which all symmetric action profiles are

strict Nash equilibria, such as, e.g., a generic Stag Hunt, any strategy that always plays the same

action and never leaves a partner using that same action is neutrally stable. If the stage game is a

Prisoners’ Dilemma, any strategy that always plays defect, and never leaves a partner that plays

that action is neutrally stable.

Finally, we provide an existence theorem for neutrally stable strategies in symmetric games

with endogenous separation. Let w = minj maxi u(aij) be the minimax payoff of the stage game

and let b be one of the minimax actions, i.e., an action such that maxi u(aib) = w.

Theorem 3. For large enough δ < 1, any finite sequence or pattern of symmetric outcomes

Φp = {(a1, a1), (a2, a2), ..., (akp , akp)} with an average payoff ū = k−1
p

∑kp
k=1 u(ak, ak) greater than

the minimax payoff of the stage game can be sustained as an indefinitely repeated pattern by a

neutrally stable strategy i such that, in the equilibrium path hii, the repeated play of the pattern

Φp is preceded by a sufficiently long ”deviation-deterring” phase in which a minimax action profile

(b, b) is played.

An example of the family of neutrally stable strategies included in theorem 3 are the “trust-

building” strategies for the prisoners’ dilemma game with endogenous separation studied by Fujiwara-

Greve and Okuno-Fujiwara (2009), which, after a deviation-deterring phase playing (D,D), sup-

port the indefinitely repeated pattern {(C,C)}. In fact, theorem 3 shows that, for large enough δ,

any indefinitely repeated pattern that includes some {(C,C)} and some {(D,D)} outcomes in the

repeated pattern can be supported by a neutrally stable strategy, after a long enough deviation-

deterring phase playing (D,D). In the setup of Carmichael and MacLeod (1997), the additional

gift-giving stage allows players to start their match with a costly and inefficient exchange of gifts,

which also has the effect of making it an unattractive prospect to be broken up with, and having

to go through the costly initial phase with a new partner.

Proof. Consider a strategy i such that, when playing against itself, does not leave, and for which an

{ii} partnership starts with playing the minimax profile (b, b) for T periods, followed by infinitely

many repetitions of the pattern Φp. If the other strategy deviates from this sequence, strategy i
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breaks the partnership. Let ub = u(b, b) be the payoff corresponding to the action profile (b, b). As

b is a minimax action, ub ≤ w. Then

vii = (1− δT )ub + δT
(1− δ)
1− δkp

kp∑
k=1

δk−1u(ak, ak)

The key of the proof is that, given any infinitely repeated sequence of K payoffs {u1, u2, ..., uK},
the infinite sum of the discounted payoffs multiplied by (1 − δ) converges to the mean of the K

payoffs as δ approaches 1, i.e.:18

lim
δ→1

1− δ
1− δK

K∑
k=1

δk−1uk =

∑K
k=1 uk
K

Using this result it is easy to see that, for any fixed T , vii → ū as δ → 1. Then, taking

ε = ū − w, for any fixed T there is a δ1(T ) < 1 such that for δ > δ1(T ) we have vii > w + ε
2 .

Assume δ > δ1(T ). A strategy j that deviates during the deviation-deterring phase would obtain

vji ≤ w < vii. During the pattern-playing phase, if a deviation is profitable at any point, then

it must be profitable during the first occurrence of the pattern (see lemma 2 below for a formal

proof). The payoff vji to a strategy j that deviates (either in action or by leaving) during the

pattern-playing phase at the K-th action profile (aK , aK) of the pattern, with K ≤ kp, obtaining

a payoff B at that stage, is:

vji =
1− δ

1− δT+K

(
1− δT

1− δ
ub + δT

(
K−1∑
k=1

δk−1u(ak, ak) + δK−1B

))
.

And using L’Hopital rule we find:

lim
δ→1

vji =
ubT +

∑K−1
k=1 u(ak, ak) +B

T +K
= lB,K,Tij

Note that the term lB,K,Tij converges to ub ≤ w as T →∞, so we can find a value T0 large enough

to guarantee that lB,K,T0

ij < w + ε
4 for any strategy j with hji 6= hii. Now, if we take a value of δ

greater than δ1(T0) (so vii > w+ ε
2 ) and large enough to guarantee vji < w+ ε

2 , we have vji < vii

for any strategy j with hji 6= hii, so, by lemma 1, strategy i is neutrally stable.

The next lemma provides a formal proof of the claim that, during the pattern playing phase,

if a deviation is profitable at any point, then it must be profitable during the first occurrence of

the pattern.

Lemma 2. Consider a strategy i such that hii = {Φ0,Φp,Φp, ...} where Φ0 = {Φ0,1, ...,Φ0,k0} is a

finite sequence of k0 ≥ 1 symmetric outcomes and where Φp = {Φp,1, ...,Φp,kp} is a finite sequence

18This can be shown using L’Hopital rule.
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of kp ≥ 1 symmetric outcomes. Let Φ1 be an arbitrary sequence of k1 ≥ 1 outcomes. A strategy

j′ with hj′i = {(Φ0,Φp,Φ1), (Φ0,Φp,Φ1), ...} satisfies vj′i > vii, if and only if a strategy j with

hji = {(Φ0,Φ1), (Φ0,Φ1), ...} satisfies vji > vii .

Proof. Let the discounted values of the payoffs in each sequence be π0 =
∑k0
k=1 δ

k−1u(Φ0,k), πp =∑kp
k=1 δ

k−1u(Φp,k) and π1 =
∑k1
k=1 δ

k−1u(Φ1,k). Then

vii = (1− δ)(π0 +
δk0πp

1− δkp
)

vj′i = (1− δ)π0 + δk0πp + δk0+kpπ1

1− δk0+kp+k1

and

vji = (1− δ)π0 + δk0π1

1− δk0+k1

Any of the two conditions vj′i > vii or vji > vii, which require δ > 0, can then be seen to be

equivalent (rearranging and simplifying terms) to the condition

π1 + δk1π0

1− δk0+k1
>

πp
1− δkp

7 Conclusions

While some real-life situations tie partners together, others allow at least some freedom to cut ties

and start over with a new partner. The setting in which partners cannot alter the duration of a

partnership has become the standard, and is studied extensively. The setting where there is also the

option to leave is considered only in a much smaller literature. In this paper we look at evolutionary

dynamics for the latter setting. We formulate the replicator dynamics for games with endogenous

separation, and, building on Carmichael and MacLeod (1997) and Fujiwara-Greve and Okuno-

Fujiwara (2009), who study two-player games with endogenous separation, and on Thomas (1985)

and Bomze and Weibull (1995), who study different neutral stability definitions and relate them

to Lyapunov stability in the replicator dynamics, we give a definition of a neutrally stable state

for n-player games with endogenous separation, and show that it guarantees Lyapunov stability in

the replicator dynamics. A key ingredient for our results is the proof that the function relating the

distribution of strategies in the population as a whole and the distribution in the pool of singles

in a game with endogenous separation is a bi-Lipschitz homeomorphism (a diffeomorphism in the

interior of the simplex).

We also provide several results for monomorphic neutrally stable states, where all individuals

play a single pure strategy (a neutrally stable strategy). Our main result here is an existence
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theorem that (in the two-player case) states that, for large enough δ, any infinitely repeated

sequence of symmetric action profiles that provides players with an average payoff greater than the

minmax payoff can be supported by a neutrally strategy, after a long enough initial phase in which

a minmax action profile is played. This generalizes the idea of equilibria with a trust-building phase

from Fujiwara-Greve and Okuno-Fujiwara (2009), where the stage game is a prisoners’ dilemma.

This trust-building phase can also be replaced by (wasteful) gift-giving, as in Carmichael and

MacLeod (1997). We also provide an extension of this result to n-player games.

While most of the previous references on games with endogenous separation have focused on

the prisoners’ dilemma, here we present general results (the replicator dynamics and a definition

of a neutrally stable state that guarantees Lyapunov stability in the replicator dynamics) for

symmetric n-player games, as well as necessary conditions and constructive existence results for

neutrally stable strategies in any symmetric game with endogenous separation.

A Existence and uniqueness of the solution trajectories of

the replicator dynamics for games with endogenous sep-

aration

Consider a finite set S of s pure strategies i ∈ {1, ..., s} of a game with endogenous separation, its

associated simplex ∆(S) = {x ∈ Rs≥0 :
∑s
i=1 xi = 1}, and the replicator dynamics

ẋ∗i =

vi(x)−
∑
j

x∗jvj(x)

x∗i (10)

where

x∗ = fL(x) =
x ◦ (Lx)

‖x ◦ (Lx)‖1

To show existence and uniqueness of the solution trajectories of the replicator dynamics (10) in

∆(S), we prove that the function fL is a bi-Lipschitz homeomorphism in ∆(S), so there is an inverse

function f−1
L : ∆(S) → ∆(S), such that if x∗ = fL(x) then x = f−1

L (x∗), and f−1
L is Lipschitz.

We can then write the extended replicator dynamics using only the population prevalences x∗:

ẋ∗i =

Fi(x∗)−∑
j

x∗jFj(x
∗)

x∗i (11)

where Fi(x
∗) = vi(f

−1
L (x∗)) is Lipschitz. This is then a standard replicator dynamics (with

non-linear payoff function) (Sandholm, 2010b), and we can apply an extension of the the Picard-

Lindelöf theorem for compact convex sets (see Sandholm (2010b, p. 135, Theorem 4.A.5) or Weibull

(1995, p. 238, Proposition 6.1)) to show existence and uniqueness of a global solution through any
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initial state x∗0 ∈ ∆(S), as well as invariance of the simplex: the simplex ∆(S), its faces and its

interior are invariant.

Note that the functions vi are Lipschitz in ∆(S) because the denominator in (2) is always

greater than or equal to 1. To show that F is a Lipschitz function we then need to show that there

is a Lipschitz function f−1
L . This will require several steps.

First, it is easy to check that fL is continuous and preserves the faces of ∆(S), which implies

that fL is surjective (Idzik et al., 2014), i.e., for every population state x∗ ∈ ∆(S) there is at least

one pool state x ∈ ∆(S) such that x∗ = fL(x). Let us now consider the Jacobian of fL. Working

directly with fL presents the problem that it is not defined outside ∆(S), so the partial derivatives

are not defined. We can work with the extension of fL to Rs, but the Jacobian of this function at

points in ∆(S) is null, because the division step in fL projects points in Rs>0 onto ∆(S).

Consider the vector function g : Rs → Rs such that g(x) = x ◦ (Lx). By definition, for

x ∈ ∆(S), we have fL(x) = g(x)
‖g(x)‖1 . It is easy to see that g is continuously differentiable, being

made up by polynomials (it is in fact smooth), and that for x ∈ Rs≥0 it satisfies the following

properties:

• (P1): gi(x) = 0 if and only if xi = 0.

• (P2): For any scalar k ≥ 0, g(kx) = k2g(x). This implies that the image of a line segment

going from 0 to x 6= 0 is the line segment that goes from 0 to g(x), and the image of a ray

from 0 through x 6= 0 is a ray from 0 through g(x).

Lemma A.1. The Jacobian of g is non-singular in Rs≥0 \ {0}.

Proof.

The elements of the Jacobian of g are Jij(x) = xiLij + δij
∑
k Likxk, where δij is the Kronecker

delta. Then, for x ∈ Rs≥0 \ {0}:

• If x ∈ Rs>0, the Jacobian J(x) is a (column) strictly diagonally dominant matrix, and,

consequently, J(x) is non-singular (Serre, 2002, p. 73).

• If some xi = 0 (and x 6= 0), then Jij(x) = δij
∑
k Likxk, so all the elements of the ith row of

the Jacobian are 0, but for the one at the diagonal, which is positive. The submatrix of the

Jacobian corresponding to components of x that are positive is strictly diagonally dominant,

so J(x) is non-singular.

Lemma A.1 implies that g is locally invertible in Rs≥0 \ {0}, with a continuously differentiable

local inverse at any point. Note also that Lemma A.1 implies that the Jacobian of g is bounded

away from 0 in any compact set in Rs≥0 \ {0}.
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Consider now g|Rs
>0

, the restriction of g to Rs>0. Our next lemma shows global invertibility of

g|Rs
>0

.

Lemma A.2. g|Rs
>0

: Rs>0 → Rs>0 is a diffeomorphism from Rs>0 to Rs>0, i.e., it is a differentiable

function with a differentiable inverse.

Proof. We use theorem B in Gordon (1972): Let M1 and M2 be connected, oriented N-dimensional

manifolds of class C1, without boundary, and suppose that M2 is simply connected. Then a C1

map f from M1 to M2 is a diffeomorphism if and only if f is proper and the Jacobian of f never

vanishes.

It is easy to check that Rs>0 with the standard orientation satisfies the conditions for the manifolds.

Given that we have already proven that the Jacobian of g|Rs
>0

never vanishes (lemma A.1), it only

rests to show that g|Rs
>0

is proper.

A map f : X → Y between topological spaces X and Y is proper if the inverse image of any

compact set is compact (Lee, 2003, p. 45). In our context, being compact is equivalent to being

closed and bounded. The proof that g|Rs
>0

is proper rests on the following two properties of g:

i) For x ∈ Rs>0, ||x|| → ∞ =⇒ ||g(x)|| → ∞, and ii) g(∂Rs>0) ∩ Rs>0 = ∅, where ∂Rs>0 is the

boundary of Rs>0 in Rs (where some component xi = 0; note that g(∂Rs>0) = ∂Rs>0). Because of i),

the preimage K− of any compact set K ⊂ Rs>0 under g|Rs
>0

is bounded. Continuity of g guarantees

that K− is relatively closed in Rs>0, i.e., it is the intersection of a closed set with Rs>0 (Taylor,

2012, Th. 8.2.1). To show that K− is closed we need to show that if xk → x with xk ∈ K−, then

x ∈ Rs>0. Assume xk → x with xk ∈ K− ⊂ Rs>0 (so x ∈ Rs≥0). Then, by continuity, g(xk)→ g(x),

with g(xk) ∈ K. As K is compact, g(x) ∈ K ⊂ Rs>0. Considering ii), this implies that x ∈ Rs>0

(x /∈ ∂Rs>0, given that g(x) ∈ Rs>0 and g(∂Rs>0) ∩ Rs>0 = ∅) and, consequently, x ∈ K−.

Lemma A.3. g|Rs
≥0

: Rs≥0 → Rs≥0 is a homeomorphism from Rs≥0 to Rs≥0, i.e., it is a continuous

function with a continuous inverse g−1
+ : Rs≥0 → Rs≥0.

Proof. The surjectivity of fL in ∆(S), combined with property (P2), imply that the image (codomain)

of Rs≥0 under g|Rs
≥0

is Rs≥0, and the image of Rs>0 under g|Rs
>0

is Rs>0 . Lemma A.2 implies that

g|Rs
>0

is injective19. Furthermore, combined with property (P1), and considering that the boundary

of Rs>0 is made up by 0 plus sets in which some components are 0 and the others belong to Rs′>0 for

1 ≤ s′ < s, it follows that g|Rs
≥0

is injective. Now, given that the Jacobian of g is non-singular in

Rs≥0 \ {0} (lemma A.1), and considering again property (P1), this implies that g|Rs
≥0

: Rs≥0 → Rs≥0

is a homeomorphism, i.e., a continuous function that has a continuous inverse function.

Proposition A.1. fL : ∆(S) → ∆(S) is a bi-Lipschitz homeomorphism whose inverse function

f−1
L : ∆(S)→ ∆(S) is f−1

L (x∗) =
g−1
+ (x∗)

‖g−1
+ (x∗)‖1

.

19An alternative proof can be made based on Theorem 4 in Gale and Nikaido (1965): considering that J(x) in
Rs
>0 is a diagonally dominant matrix, J(x) is a P -matrix.
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To prove existence of the inverse function f−1
L , we first show that the point α =

g−1
+ (x∗)

‖g−1
+ (x∗)‖1

∈
∆(S) satisfies fL(α) = x∗, i.e., it belongs to the preimage of x∗ under fL; then we show that this

preimage is a singleton, that there is no other point α′ ∈ ∆(S) satisfying fL(α′) = x∗.

Proof. i) α belongs to the preimage of x∗ under fL.

Let α =
g−1
+ (x∗)

‖g−1
+ (x∗)‖1

∈ ∆(S). Note that, by definition, fL(α) = g(α)
‖g(α)‖1 , and remember (P2) that

for any scalar k ≥ 0, g(kx) = k2g(x). Then

fL(α) =
g(α)

‖g(α)‖1
=

g(
g−1
+ (x∗)

‖g−1
+ (x∗)‖1

)

‖g(
g−1
+ (x∗)

‖g−1
+ (x∗)‖1

)‖1
=

g(g−1
+ (x∗))

‖g−1
+ (x∗)‖21

‖( g(g
−1
+ (x∗))

‖g−1
+ (x∗)‖21

)‖1
=

x∗

‖x∗‖1
= x∗

ii) The preimage of x∗ under fL is the set {α}.
Suppose now that there are α, α′ ∈ ∆(S) satisfying fL(α′) = fL(α) = x∗ then

fL(α′) = fL(α)⇒ g(α′)

‖g(α′)‖1
=

g(α)

‖g(α)‖1
⇒ ‖g(α)‖1
‖g(α′)‖1

g(α′) = g(α)⇒ g(kα′) = g(α)

where k =
√
‖g(α)‖1
‖g(α′)‖1 . As g is injective in Rs≥0, g(kα′) = g(α) implies that kα′ = α. But the fact

that α, α′ ∈ ∆(S) , combined with kα′ = α imply that α′ = α.

iii) fL : ∆(S)→ ∆(S) is bi-Lipschitz.

It is easy to see that fL is Lipschitz, as it is a ratio of polynomials and, considering that∑
j Lijxj ≥ 1 for x ∈ ∆(S), the denominator is

∑
i xi
∑
j Lijxj ≥ 1. For the inverse function, as

f−1
L (x∗) =

g−1
+ (x∗)

‖g−1
+ (x∗)‖1

, it only rests to show that, for x∗ ∈ ∆(S), ‖g−1
+ (x∗)‖1 is bounded away from

0, as this implies both that the denominator in the defining ratio is bounded away from 0, and that

g−1
+ (∆(S)) is contained in a compact set in Rs≥0\{0}, so, by the discussion in lemma A.1, g−1

+ (∆(S))

belongs to a region in which the Jacobian of g is bounded away from 0, and, consequently, the

Jacobian of the inverse function g−1
+ at x∗ ∈ int(∆(S)) is bounded from above, and the Lipschitz

condition holds considering the boundary of ∆(S) too.

To show that, for x∗ ∈ ∆(S), ‖g−1
+ (x∗)‖1 is bounded away from 0, note first that, for x ∈ Rs≥0,

‖g(x)‖1 = ‖x ◦ (Lx)‖1 ≥ ‖x ◦ (1x)‖1 = ‖x‖21, which implies that, if x∗ ∈ ∆(S) and α = g−1
+ (x∗)

then ‖α‖1 ≤ 1. Besides, g(α) = α ◦ (Lα) = x∗ ∈ ∆(S), leading to
∑
i αi(

∑
j Lijαj) = 1.

Let L̄ = Maxi,jLij . Then we have L̄‖α‖1 =
∑
i αiL̄ ≥

∑
i αi(

∑
j Lijαj) = 1, which implies

‖α‖1 ≥ L̄−1.

We next show that, for more than three strategies, f−1
L does not admit a general closed-form

algebraic expression. The inverse functions in f−1
L can be expressed as one of the solutions of the

polynomial system (5), considering x∗ and L as parameters and x = f−1
L (x∗) as the unknowns,

and with the additional constraint
∑
xi = 1. For the two-strategy case, this system is:
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x∗1 =
x1(L11x1 + L12x2)

x1(L11x1 + L12x2) + x2(L21x1 + L22x2)

x∗2 =
x2(L21x1 + L22x2)

x1(L11x1 + L12x2) + x2(L21x1 + L22x2)

Substituting x2 = 1 − x1 in the first equation, we obtain a second degree polynomial in x1,

with a standard general closed-form solution.

In the general case, using computational algebra techniques – Gröbner bases (Cox et al., 2015)–

and considering specific values for the terms Lij (equivalently, for δ and Tij) and for x∗, the solu-

tions of the polynomial system (5) with
∑
xi = 1 can be obtained by generating first an auxiliary

univariate polynomial in one of the variables xi. An exploration of this auxiliary univariate poly-

nomial of a Gröbner basis for different values of Tij , taking rational values for δ and x∗ (so that

the coefficients of the univariate polynomial are rational) shows that, typically, this univariate

polynomial is irreducible over the rationals and its degree is 4 for three strategies and 8 for four

strategies. By the Abel-Ruffini theorem, for more than three strategies we can then expect that,

in most cases, there will be no solution in radicals for x = f−1
L (x∗).

As an example, take as stage game any finite 2-player symmetric game and consider any four

strategies (denoted 1, 2, 3 and 4) of the game with endogenous separation, with break-up periods

Tij = min(i, j). If we take, for instance, δ = 1
2 and the population state x∗ = [ 1

4 ,
1
4 ,

1
4 ,

1
4 ], the

solution to (5) for x4, considering
∑4
i=1 xi = 1 and 0 ≤ xi ≤ 1, is the real root in [0, 1] of the

univariate (and irreducible over the rationals) polynomial

21x8
4 − 2144x6

4 − 2304x5
4 + 49024x4

4 + 61440x3
4 − 251904x2

4 − 344064x4 + 86016

This root is an algebraic number (close to the rational 0.218) that does not admit an expression in

radicals20, i.e., it is not expressible in terms of addition, subtraction, multiplication, division, and

root extraction (the elementary operations) on rational numbers.

B Extension to symmetric n-player games

The extension to n-player games of the definition of a strategy in a game with endogenous sepa-

ration is straightforward. For symmetric n-player games in a single population, the formulas to

calculate payoffs can be extended as follows.

As before, consider a steady-state pool state x with finite support S. Let Θn(S) be the set of

(n−1)-tuples of the strategies in S and let θ = (θ1, ..., θn−1) ∈ Θn(S) be one of such (n−1)-tuples

of strategies. Let {i,θ} represent a partnership in which one of the players plays strategy i and

20This can be checked using a Computational Algebra System such as Magma (Bosma et al., 1997), by calculating
the Galois group of the polynomial with rational coefficients and checking that the Galois group is not solvable.
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the other n − 1 partners play the strategies in θ (one each). Let the break-up period Ti,θ be

the number of periods that an {i,θ} partnership stays together if the partnership is not broken

by exogenous factors, and let the population-to-pool proportion of an {i,θ} partnership (or the

expected duration of the partnership) be

Li,θ =

Ti,θ∑
t=1

δt−1 =
1− δTi,θ

1− δ
.

In a steady state of the short-term dynamics, the relation between the fraction x∗i of players in the

whole population using strategy i ∈ S and the fraction of players in the pool of singles using each

strategy is then given by

x∗i =
xi
∑
θ∈Θn(S) Li,θ

∏n−1
k=1 xθk∑

j∈S xj
∑
θ∈Θn(S) Lj,θ

∏n−1
k=1 xθk

≡ fi(x) (12)

The formula for the payoffs Vi(x) is extended as

Vi(x) = xi
∑

θ∈Θn(S)

Vi,θ

n−1∏
k=1

xθk

where

Vi,θ =

Ti,θ∑
t=1

δt−1u(ai,θt )

and where u(ai,θt ) is the payoff to an i-strategist at period t of a partnership in which the other

n − 1 players have θ as their strategy profile. Finally, for any strategy j ∈ S, we have that the

average payoff to a player using pure strategy j, at a steady state with a pool strategy distribution

x with finite support S, is

vj(x) =

∑
θ∈Θn(S) Vj,θ

∏n−1
k=1 xθk∑

θ∈Θn(S) Lj,θ
∏n−1
k=1 xθk

(13)

As before, the payoff to a (group of players with) strategy distribution y∗ in a population with

steady strategy distribution in the pool of singles x is

v(y∗,x) =
∑

i∈supp(y∗)

y∗i vi(x).

For the replicator dynamics (3), where the relationship between x∗ and x is given by eq. (12),

considering a finite set S of s strategies and an initial population-pool state {x∗,x} whose support

is contained in S, states can be represented as vectors in Rs, and existence and uniqueness of the

solution trajectories can be shown as in appendix A. With some more detail, the functions gi in
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appendix A (i.e., the s components of the vector function g : Rs → Rs) become

gi(x) = xi
∑

θ∈Θn(S)

Li,θ

n−1∏
k=1

xθk

It can then be checked that property (P1) holds, property (P2) generalizes as g(kx) = kng(x),

the Jacobian J(x) of g is a (column) strictly diagonally dominant matrix in Rs>0, and lemma A.1

holds, as well as the rest of lemmas and propositions in appendix A. The fact that the function

fL : ∆(S)→ ∆(S), with fL(x) = g(x)
‖g(x)‖1 (as in eq. (12), but considering x as a vector in Rs, and

i ∈ {1, ..., s}), is a bi-Lipschitz homeomorphism, can then be used as in the proof of theorem 1 to

show that being an NSSES guarantees Lyapunov stability in the replicator dynamics.

For lemma 1, let hji be, as in the two-player case, the infinite prospective series of outcomes

(n-player action profiles) that a j-strategist will find when entering a population of i-strategists if

no exogenous breakup events occur. The extension of lemma 1 to n-player games is then

Lemma B.1. If a strategy i that never leaves when playing in a partnership in which all player

use strategy i, satisfies vi(i) > vj(i) for any strategy j with hji 6= hii, then strategy i is a neutrally

stable strategy.

Last, our existence theorem (theorem 3) needs to be adapted for the n-player case by considering

the ”same-action minimax payoff” wh of the stage game, i.e., the minimum payoff that the other

players can force on a player if they all use the same action: wh = minj maxi u(aij...j). Here we

also consider a same-action minimax profile, i.e., a homogeneous profile in which all players use a

same action b such that maxi u(aib...b) = wh. The adaptation of the proof is immediate. We state

the extended theorem below for completeness.

Theorem 4. For large enough δ < 1, any finite sequence or pattern of kp symmetric action profiles

Φp = {(a1, ..., a1), (a2, ..., a2), ..., (akp , ..., akp)} with an average payoff ū = k−1
p

∑kp
k=1 u(ak, ..., ak)

greater than the same-action minimax payoff of the stage game wh = minj maxi u(aij...j) can

be sustained as an indefinitely repeated pattern by a neutrally stable strategy i such that, in the

equilibrium path hii, the repeated play of the pattern Φp is preceded by a sufficiently long ”deviation-

deterring” phase in which a same-action minimax action profile (b, ..., b) is played.

C Neutrally stable equilibrium and neutrally stable distri-

bution

For two-player games, Carmichael and MacLeod (1997) assume that a function f−1 exists that

gives the pool distribution x that corresponds to a given population distribution x∗, and define a

Neutrally Stable Equilibrium (NSE ) in terms of the population state:
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Definition C.1. Carmichael and MacLeod (1997) A Nash equilibrium population state x∗ ∈ F(S)

is a neutrally stable equilibrium if for every y∗ ∈ F(S) there exists an εy ∈ (0, 1) such that for any

ε ∈ (0, εy),

vi(f
−1((1− ε)x∗ + εy∗)) ≥ vj(f−1((1− ε)x∗ + εy∗))

for all i ∈ supp(x∗) and j ∈ supp(y∗).

Also for two-player games, Fujiwara-Greve and Okuno-Fujiwara (2009) give the following defi-

nition of a Neutrally Stable Distribution (NSD), in terms of the pool state:

Definition C.2. Fujiwara-Greve and Okuno-Fujiwara (2009) A stationary distribution in the

matching pool x is a neutrally stable distribution if for any j ∈ S there exists an εj ∈ (0, 1)

such that for any ε ∈ (0, εj) and any i ∈ supp(x),

vi((1− ε)x+ εj) ≥ vj((1− ε)x+ εj)

where j is the strategy distribution consisting only of strategy j.

The examples below show that the definitions of an NSE and an NSD present several differences

with the standard definition of an NSS. They also show that being an NSD does not guarantee

Lyapunov stability in the replicator dynamics.

Example C.1. A neutrally stable state that, for δ = 0, does not generate an NSE or an NSD. As

a stage game, consider a good Rock-Paper-Scissors game (Sandholm, 2010b, p. 82) with payoff

matrix

U =


0 −1 3

3 0 −1

−1 3 0


In the standard evolutionary setting for the one-shot game, where the possible strategies are just

the actions of the stage game, the Nash equilibrium state (in the three actions) xact =
[

1
3 ,

1
3 ,

1
3

]
is a

standard21 NSS (Sandholm, 2010b, p. 90). For the game with endogenous separation, take δ = 0.

In this setting, any strategy of the game with endogenous separation is equivalent to an action in

the stage game (the first action chosen by the strategy), and vice versa, given that all partnerships

are broken after their first period together. Consequently, for a game with endogenous separation

and δ = 0 we can generate a NSSES in strategies (xstr) from a NSS in actions (xact) of the

stage game, by just substituting the (fraction of) players using action i in the NSS xact by players

using a strategy that begins by playing action i in the game with endogenous separation (and vice

21In this linear setting, conditions 1, 2 and 3 are equivalent, and any of them (or the other conditions for neutral
stability considered by Bomze and Weibull (1995), all of which are equivalent in this setting) can then be considered
the standard condition for neutral stability.
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versa). In our example, considering for the repeated game one strategy (strategy 1) that starts

playing Rock, one strategy (2) that starts playing Paper, and one strategy (3) that starts playing

Scissors, the state (in the three strategies) xstr =
[

1
3 ,

1
3 ,

1
3

]
is an NSSES for δ = 0.

On the other hand, xstr =
[

1
3 ,

1
3 ,

1
3

]
is neither an NSE nor an NSD, because an increase in

the fraction of strategy 1 creates an advantage for strategy 1, which is the invader’s strategy, over

strategy 3, which is one of the strategies in the support of the incumbent population xstr:

v1((1− ε)xstr + εe1) =
2

3
(1− ε) > 2

3
(1− ε)− ε = v3((1− ε)xstr + εe1) for all ε ∈ (0, 1)

where e1 = [1, 0, 0].

The reason for this difference is that the standard NSS (or the NSSES) definitions require

a robustness condition on the average payoff obtained by distribution x, while the NSE and

NSD definitions require (other) robustness conditions on the payoffs obtained by each of the pure

strategies in the support of x.

While example C.1 shows an NSS that, for δ = 0, does not generate an NSE or an NSD,

example C.2 below shows an NSD that does not satisfy finite-set neutral stability, or Lyapunov

stability in the replicator dynamics.

Example C.2. An NSD that is not a standard NSS in a restricted finite strategy space. Consider

a game with endogenous separation whose stage game has the following payoff matrix

U =


0 0 0

0 0 1

0 1 0


Take δ = 0 and three strategies (1, 2 and 3) of the repeated game, each one playing the

corresponding action of the stage game at the initial stage of a partnership. The Nash equilibrium

state x = [1, 0, 0] is an NSD, because it is robust to independent invasions by any pure strategy of

the repeated game, regardless of its initial action (which is all that matters when δ = 0).

On the other hand, if we consider the finite set of strategies S = {1, 2, 3}, and we take ∆(S)

as the state space, we have that x is not a standard22 NSS, because any distribution in which

strategies 2 and 3 are used would earn a payoff of 0 against x, and a positive payoff against itself.

The reason for this difference is that the NSD definition only requires robustness to invasions by

monomorphic populations, while the NSS condition considers polymorphic invaders too23. This

22As in the previous example, in this linear setting, conditions 1, 2 and 3 are equivalent, and any of them can
then be considered as the standard condition for neutral stability.

23Vesely and Yang (2010) and Vesely and Yang (2012) also use the definition of an NSD from Fujiwara-Greve and
Okuno-Fujiwara (2009), with one important difference. While Fujiwara-Greve and Okuno-Fujiwara (2009) consider
deterministic strategies, as we do, and as Carmichael and MacLeod (1997) do too, Vesely and Yang (2010, 2012)
consider behavioral strategies, which allows the individuals that use these strategies to randomize. One important
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example also shows that being an NSD does not guarantee Lyapunov stability in the replicator

dynamics, as state x = [1, 0, 0] is an NSD, but it is dynamically unstable in the replicator dynamics

for the three strategies.

For polymorphic equilibria, Vesely and Yang (2012) show that the polymorphic equilibria made

up by combinations of trust-building strategies studied by Fujiwara-Greve and Okuno-Fujiwara

(2009) are not robust to invasions by mixed strategists. For the same reasons, those polymor-

phic equilibria are not robust to invasions by a polymorphic population (as considered here), and

consequently do not constitute an NSSES .
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