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ABSTRACT Next generation of Internet of Things (IoT) services imposes stringent requirements to
the future networks that current ones cannot fulfill. 5G is a technology born to give response to those
requirements. However, the deployment of 5G is also accompanied by profound architectural changes in
the network, including the introduction of technologies like multi-access edge computing (MEC), software
defined networking (SDN), and network function virtualization (NFV). In particular, NFV poses diverse
challenges like virtual network function (VNF) placement and chaining, also called VNF-mapping. In this
paper, we present an algorithm that solves VNF-placement and chaining in a metro WDM optical network
equipped with MEC resources. Therefore, it solves the VNF-mapping in conjunction with the virtual
topology design of the underlying optical backhaul network. Moreover, a version of the method providing
protection against node failures is also presented. A simulation study is presented to show the importance
of designing the three problems jointly, in contrast to other proposals of the literature that do not take the
design of the underlying network into consideration when solving that problem. Furthermore, this paper also
shows the advantages of using collaboration between MEC nodes to solve the VNF-mapping problem and
the advantage of using shared protection schemes. The new algorithm outperforms other proposals in terms
of both service blocking ratio, and number of active CPUs (thus reducing energy consumption). Finally,
the impact of deploying different physical topologies for the optical backhaul network is also presented.

INDEX TERMS NFV, optical networks, MEC, 5G, IoT, protection, resource allocation, survivability.

I. INTRODUCTION
The development of the next generation of Internet of Things
(IoT) requires stringent features from networks that current
ones cannot offer. 5G is one of the technologies proposed
to address those IoT requirements and the specific needs
of different vertical industries like the e-health, automo-
tive or energy sectors [1]. 5G will provide massive connec-
tivity, multi-tenancy, ultra-low latency, high-speed and highly
reliable communications. Thus, 5G has to incorporate new
networking and computation trends like multi-access edge
computing (MEC), network function virtualization (NFV),
and software defined networking (SDN), while relying on
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optical technologies to build its backhaul, due to its flexibility
and high capacity [2].

The NFV networking paradigm aims at deploying com-
mon functions that networks perform, like firewalls or packet
inspectors, as virtual appliances hosted at commercial-
off-the-shelf (COTS) servers, instead of using traditional,
proprietary-based hardware. In that way, NFV increases the
network flexibility, improves the network scalability (essen-
tial for IoT applications), eases the service deployment cycle
since network operators only need to instantiate VNFs instead
of purchasing and installing new hardware, and reduces the
capital and operational expenses (CAPEX and OPEX) of the
network.

Normally, VNFs are located at data centers (DCs) or at
the central offices of metro networks (COs) [3]. However,
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with that configuration, data processing might not be close
enough to the end-user to guarantee the stringent latency
requirements of some IoT applications, in particular, the ones
related with tactile internet [4]. On the other hand, MEC
technology provides the edge network nodes with computing
and storage capabilities, hence enabling these nodes to host
VNFs and process tasks from the continuous edge-cloud
computing paradigm [5]. In this manner, data processing is
pushed close to the end-user, reducing latency [5], the con-
centration of resources in data centers and, consequently,
security and privacy threats [6], [7], as well as helping to
meet 5G requirements, essential to fully exploit the potential
of next generation IoT applications.

In this kind of environment, deploying new services
involves two design steps: VNF-placement and VNF-
chaining. In the VNF-placement stage, operators decide the
number of instances of the VNFs that must be deployed at
each network node equipped with computing and storage
capabilities. Then, in the VNF-chaining step, operators create
the associated service chain (SC) for the requested service.
The SCs are composed of a set of VNFs that must be traversed
in a certain order. Therefore, network operators must set up
these SCs by selecting the appropriate VNF instances with
available capacity to process the requested traffic and allocate
network resources to ensure the transport of traffic from one
VNF to the following VNF of the SC. That last point is
essential, but most of previous works, as will be shown in
Section II, do not take into account the underlying back-
haul network when solving the VNF-placement and chaining
problems. Considering that most of backhaul networks will
be based on optical technologies, generally using wavelength
division multiplexing (WDM), the design of the virtual topol-
ogy of those networks is also essential. The solution of this
problem involves solving three subproblems [8]:

• Connectivity problem: Deciding which lightpaths (opti-
cal circuits) must be established. The virtual topology is
the set of lightpaths established in the network.

• Routing and resource allocation problem: Determining
a route and assigning network resources for each light-
path.

• Traffic grooming: Routing traffic over the set of light-
paths ensuring the establishment of the SCs and serving
the service connection requests.

To deal with all these problems jointly, we presented a genetic
algorithm in [9], which not only solves the VNF-placement
and chaining problems, but also designs the virtual topol-
ogy of an underlying optical WDM network. However, that
method does not implement protection against failures. In the
paper presented in [10], we presented a new version of that
method that implements VNF protection.

In this paper, we propose a new genetic algorithm
for jointly solving the problems of VNF-placement,
VNF-chaining and virtual topology design, including its
three associated subproblems. The method, called GASVIT
(Genetic Algorithm for Service mapping with VIrtual

Topology design), implements a new policy for searching
available VNFs in the chaining process (different from that
in [9] and [10]). Versions of GASVIT including VNF pro-
tection will also be presented. GASVIT exploits collabo-
ration between MEC nodes reducing the service blocking
ratio when compared with previous proposals. A simulation
analysis is presented to show the performance of GASVIT
and to demonstrate the impact of a) solving all the subprob-
lems jointly; b) exploiting the collaboration between MEC
resources; and c) using shared protection schemes. Finally,
the impact of deploying different physical topologies for the
optical backhaul network is also analyzed.

The paper is structured as follows. In Section II, we present
a review of the studies in the literature that address the VNF-
placement, chaining, and survivability problems. Section III
describes GASVIT. Section IV introduces the SC survivabil-
ity problem in 5G-WDM networks and describes the versions
of GASVIT that provide VNF protection against single node
failures. Section V describes the setup scenario, the simula-
tion results, and the study of the impact of deploying different
physical topologies in terms of cost and service blocking
ratio. Finally, Section VI concludes the paper.

II. RELATED WORK
There are many studies in the literature that address
the VNF-placement and chaining problems from differ-
ent perspectives and assuming diverse scenarios. A set of
papers propose the use of linear formulations to solve the
VNF-placement and VNF-chaining problems in static sce-
narios (i.e., scenarios where the service requests are known
a priori). For instance, Lin et al. [11] presented a mixed-
integer linear programming (MILP) model to solve the static
VNF-placement and chaining considering limited computing
resources, to minimize resource consumption. Bari et al. [12]
proposed an integer linear programming (ILP) model that
solves the VNF-placement problem, intending to minimize
the cost of the network. Savi et al. [13] proposed an ILPmodel
to solve the VNF-placement and chaining to minimize the
number of active VNF-enabled nodes and ensuring that the
latency constraints of the offered services are met.

Nevertheless, the VNF-placement and chaining problems
have been shown to be NP-hard [14]. For this reason,
it is common to find proposals based on heuristics and
meta-heuristics to solve these problems. Askari et al. [15]
addressed the latency problem by presenting a heuristic to
solve the dynamic VNF-placement and chaining in 5G-metro
networks, which minimizes the blocking ratio, reduces the
number of NFV-enabled nodes, and ensures the fulfillment
of latency constraints. Otokura et al. [16] proposed a genetic
algorithm to solve the VNF-placement problem, with the aim
of minimizing the overall delay and the number of active
VNF-enabled nodes. The service blocking ratio has also been
addressed by Pedreno-Manresa et al. [17], [18], who solved
the VNF-placement and chaining problems in a realistic,
5G-access network scenario, with a heuristic that considered
limited computing and network resource capabilities and
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drastic traffic changes. Ma et al. [19] proposed a genetic algo-
rithm that solves the scheduling and computing resource allo-
cation of workflows in IoT environments. It minimizes the
cost in terms of active virtual machines, and ensures that the
execution time meets the IoT service requirements. However,
none of the previous proposals addresses the VNF-placement
and chaining problems in conjunction with the virtual topol-
ogy design problem, evenwhen some of them considerWDM
backhaul networks. The design of the virtual topology in
WDM networks has also been shown to be NP-hard [20] and,
thus, the joint solution of the three problems can benefit from
the use of heuristics or artificial intelligence techniques [21].

The aforementioned proposals do not consider the SC
survivability problem, a key issue to minimize disrup-
tion and loss of data in case of failures in the network.
In the context of network resilience for NFV environments,
Tomassilli et al. [22] proposed two optimization models to
provide dedicated and shared path protection to the provi-
sioned SC against single-link failure. Gao et al. [23] also
focused on providing path protection, proposing the employ-
ment of multipath transmission. In contrast to the previous
studies, which only focus on the resilience of the routes on
the network, there are other studies which only address the
protection of VNFs (rather than the routes). There are two dif-
ferent approaches in the literature to provide VNF protection:
end-to-end SC protection and individual VNF protection.

In the end-to-end SC protection, when a primary SC is dis-
rupted due to a node failure, its associated traffic is deviated to
the backup SC and traverses it completely. Ye et al. [24] pro-
posed a heuristic that solves the VNF-placement and chain-
ing, further enhanced with end-to-end, dedicated or shared
SC protection. The algorithm, however, does not address the
virtual topology design problem. Hmaity et al. [25] proposed
three end-to-end SC protection techniques: an end-to-end
protection scheme, in which primary and backup SCs are link
and node-disjoint, a second scheme which only provides path
protection, and a third scheme where primary and backup
nodes are node-disjoint but whose paths can share physical
links, hence providing end-to-end protection against node
failure.

In individual VNF protection, the traffic affected by a
node failure traverses the backup VNFs associated with the
affected primary ones but continues using the not-affected
primary VNFs for the service chains. Fan et al. [26] pro-
posed a heuristic for SC provisioning and individual VNF
protection, which aims at minimizing the number of cre-
ated backup VNFs. Beck et al. [27] proposed a heuristic
that dynamically solves the VNF-placement and chaining
with individual VNF protection. Casazza et al. [28] pro-
posed two heuristics to solve the VNF-placement problem
providing individual VNF protection, with the objective of
maximizing the VNF availability, but their proposal does not
solve the chaining problem. Aidi et al. [29] proposed an
ILP model and two heuristics to provide individual, shared
VNF protection to established SCs, with the objective of
minimizing the resource consumption. However, none of the

aforementioned proposals design the virtual topology of the
network.

In order to fill the gap of previous proposals, mainly in
the joint solution of the VNF-placement, VNF-chaining and
virtual topology design problems (including its associated
subproblems), we proposed in [9] a basic genetic algorithm,
called GASM-VTD. Two versions of that algorithm were
presented in that paper: no collaborative and collaborative.
While the former only builds the SC using VNFs instantiated
at the local node or at the central office, the latter allows the
utilization of VNFs instantiated in any network node (but
giving priority at the local node and at the central office).
Those methods solve these problems jointly, but they do not
implement VNF protection. Hence, in [10], we proposed a
new version offering individual VNF protection against node
failure.

In this paper, we propose an efficient artificial intel-
ligence technique based on genetic algorithms to jointly
solve the VNF-placement, VNF-chaining, and the virtual
topology design problems. The proposal, called GASVIT
(Genetic Algorithm for Service mapping with VIrtual Topol-
ogy design), implements, in contrast to [9] and [10], a new
chaining strategy able to better exploit the collaboration capa-
bilities of the MEC nodes, thus improving network perfor-
mance. Moreover, four additional versions of GASVIT are
proposed to provide protection against node failures.

III. GENETIC ALGORITHM FOR SERVICE MAPPING WITH
VIRTUAL TOPOLOGY DESIGN (GASVIT)
GASVIT is a genetic algorithm that solves the
VNF-placement, the VNF-chaining and the virtual topol-
ogy design problems. The latter is solved considering the
three associated subproblems, i.e., connectivity, routing and
resource allocation, and traffic grooming. Each potential
solution of the problems is represented as an individual
described by a chromosome composed of genes. Each gene
represents the number of instances of a given VNF that
must be located at a certain network node. An example of
a chromosome is shown in Fig. 1.

FIGURE 1. Chromosome.

The translating process of an individual (chromosome) into
a solution of the VNF-placement, VNF-chaining and virtual
topology design problems is as follows:

1. The algorithm creates the indicated instances of each
type of VNF at each node of the network using the
information from the chromosome (i.e., the genes).

2. The algorithm sorts the received service requests
according to a preferred operator’s priority and starts
to build the required SCs, i.e., it begins the chain-
ing process. In contrast to the method applied in [9],
[10], the one proposed in this paper better exploits the
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collaboration between the MEC nodes of the network
by using the following search order for each VNF in
the SC:
2.1 Initially (only for the first VNF of the SC),

a token is placed at the node to which the user
requesting the service is connected.

2.2 The algorithm searches available VNFs from the
type requested at the node that has the token.

2.3 When unable to find a VNF with enough free
processing or storage capacity, it searches avail-
able VNFs from the type requested in the nodes
that are placed at one hop in the physical topol-
ogy from the node with the token.

2.4 If it is not possible to find available VNFs in
those nodes, the chaining continues with the
nodes at two hops, then three hops and so on until
searching all the nodes in the network.

2.5 If there are not available VNFs in all the network
nodes, it blocks the service request and continues
with the following SC.

2.6 When an available VNF is found, it reserves the
VNF resources, moves the token to the node in
which the VNF has been reserved and continues
from step 2.2 in order to allocate resources for
the next VNF of the SC. If the SC has already
been fully established, it continues with the fol-
lowing request. When all the requests have been
handled, it continues with the virtual topology
design in step 3.

3. After reserving the allocated VNFs to the non-blocked
SCs, the algorithm allocates the required network
resources to transport the traffic from one VNF to the
following VNF in the chain. If two consecutive VNFs
are located at different nodes of the network, then it is
necessary to create a virtual link with enough capacity
to transport the associated traffic. If a lightpath between
the source and destination nodes exists and has enough
idle capacity, the algorithm uses it, performing traffic
grooming, to deploy the virtual link. Otherwise, it tries
to establish a new lightpath using the available network
resources. If network resources cannot be allocated,
the service request is blocked. The network resource
allocation for the lightpath is solved by using the k-
shortest paths and first fit techniques [30]. (Any other
method proposed in the literature could be used, but
this combination has been selected since it is very fast
and, therefore, suitable for being used in the loop of the
genetic algorithm)

In summary, at the end of this translation process, the chro-
mosome has been translated into a problem solution; that
is, it provides the final VNF placement, an SC for each
(non-blocked) request and a virtual topology over the WDM
backhaul network. The fitness of that solution is measured
in terms of service blocking ratio, percentage of active CPU
cores and percentage of used wavelengths.

GASVIT is a genetic algorithm and, therefore, it finds
the final solution using the classical genetic loop [31]. The
algorithm creates an initial parent population composed of
randomly generated individuals and two ad-hoc individuals
employed to enhance and speed up the performance of the
algorithm. The ad-hoc individuals are generated using two
VNF-placement and chaining algorithms based on proposals
in the literature [17], [18]. We call these algorithms ‘‘MEC-
First’’ and ‘‘CO-First’’. In MEC-First, the algorithm begins
the chaining process at the local node to which the end-user is
connected and searches an existing instance of the VNF with
enough available capacity to process the associated traffic.
If no available VNFs are found, the algorithm tries to create a
new instance using the free computing resources at the node.
If the available computing resources are insufficient to create
the VNF instance, the algorithm repeats the same process at
the CO. Once in the CO,MEC-First is not able to use or create
VNFs at the local node again to establish the SC. If due to lack
of network or computing resources, the algorithm is unable
to create the SC, the service request is blocked. CO-First acts
similarly toMEC-First but starting the chaining process at the
CO and continuing at the local MEC node.

Once the parent population is created, the algorithm applies
to the individuals two classical genetic operations: crossover
and mutation. In crossover, the algorithm randomly selects
two individuals from the population and a crossover point.
Then, the algorithm interchanges the chromosomes of the
individuals from the crossover point to the end of the
chromosome, generating two new individuals. The resulting
offspring undergoes the mutation operation, in which the
algorithm randomly modifies the values of the genes, with a
user-defined mutation probability. All the individuals created
undergo then a validation process. In this stage, the algorithm
checks the validity of each individual, by emulating its instan-
tiation, i.e., by trying to create as many instances of each
VNF at the corresponding host as the chromosome indicates.
If the algorithm is not able to emulate the instantiation of the
individual due to lack of computing resources, it is discarded
and a new one is created. The algorithm repeats the crossover,
mutation and validation operations until creating enough indi-
viduals to complete a certain descendant population size,
which is user-defined.

At that point, all the individuals are translated using the
previously described procedure and their fitness is computed.
As mentioned before, there are three fitness parameters: the
service blocking ratio, the percentage of active CPU cores and
the percentage of used wavelengths. When the fitness calcu-
lation is completed, the algorithm selects the best individuals
(a user-defined number) among the parent and the descendant
populations to be parents of the following generation. In order
to compare two individuals, the blocking ratio is used. If two
individuals present the same service blocking ratio, the algo-
rithm selects the individual with the lowest percentage of
active CPU cores. If the individuals are tied in this parameter,
then the one with the lowest percentage of used wavelengths
is chosen.
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The algorithm repeats the loop process a number of times,
or generations, which is user-defined. At the end of the
process, GASVIT provides the best solution found, which is
composed of the VNF-placement, the established SCs, and
the virtual topology designed.

IV. SC PROTECTION IN 5G-WDM NETWORKS
A. INTRODUCTION
When protecting SCs against failures, it is necessary to
assign backup resources to each primary SC. As explained
in Section II, there are two possible alternatives to protect
the SCs: end-to-end SC protection and individual VNF pro-
tection. The latter is more efficient, especially if shared pro-
tection is used. Therefore, we focus on that scenario, and
consider the case of protection against single node failures
(like most of the proposals in the literature).

FIGURE 2. Example of a VNF protection scenario for four primary VNFs
(blue blocks) and four backup VNFs (red blocks) and their corresponding
network resources (blue and red arrows).

In VNF protection, a backup VNF is allocated to each
primary VNF. An example of this kind of VNF protection
scheme is shown in Fig. 2. In that example, it can be observed
that, if Node A fails, the traffic associated with the primary
VNF1 (the blue block numbered as 1) will traverse the backup
VNF1 (the red block also numbered as 1) using the corre-
sponding allocated backup network resources, represented
with a red arrow. After traversing this VNF, the traffic will
travel to the primary VNF2, VNF3, and VNF4. If node B fails,
then the traffic will traverse the primary VNF1, the backup
VNF2 and VNF3, and the primary VNF4. Finally, if Node C
fails, the traffic will go through the primary VNF1, VNF2,
and VNF3, and traverse the backup VNF4.
One important characteristic in this scheme is that the

algorithm must assign the VNFs and network resources for
the primary SC (blue boxes and arrows in the figure), but it
also must reserve resources for the backup elements (shown
in red). BackupVNFs cannot be located in the same node than
their corresponding primary VNFs. It is also mandatory to
reserve network resources for all the backup connections that
can be required with the failure of any node in the network.

Two different VNF protection strategies can be employed:
• Dedicated VNF Protection: A backup VNF only pro-
tects one primary VNF.

• Shared VNF Protection: A backup VNF can protect
multiple primary VNFs, if they are located in different
nodes, to avoid collision problems in case of a single
node failure.

Moreover, the same shared and dedicated schemes can be
applied to the network resources:

• Dedicated backup network resources: The backup
connections cannot be shared among SCs.

• Shared backup network resources: The backup con-
nections in a SC can be shared with other SCs, provided
that they are not affected by the same node failure.

B. ENHANCING GASVIT TO PROVIDE INDIVIDUAL
VNF-PROTECTION
GASVIT has been extended to incorporate the aforemen-
tioned protection schemes in order to guarantee SC surviv-
ability against single node failures. Thus, five versions of
GASVIT have been developed:

• GASVIT orGASVIT (NP):No protection, as described
in Section III.

• GASVIT (DV, DN): Dedicated VNF protection and
dedicated network resources.

• GASVIT (DV, SN): Dedicated VNF protection and
shared network resources.

• GASVIT (SV, DN): Shared VNF protection and dedi-
cated network resources.

• GASVIT (SV, SN): Shared VNF protection and shared
network resources.

When offering protection, the chromosome structure and
the genetic loop are the same as in GASVIT, described in
Section III. Moreover, the fitness function of each solution
(individual) is calculated in the same way: service blocking
ratio, number of active CPU cores and percentage of used
wavelengths. The difference arises when translating the chro-
mosome into a solution, as both the backup VNFs and the
backup network resources have to be reserved.

During the translation stage, the algorithm creates the num-
ber of total VNF instances at the nodes of the network as
indicated by the chromosome of the individual. The allo-
cation of VNFs for the primary SC is done as in GASVIT
(NP). When an SC cannot reserve all its VNFs, the service
is blocked. If the SC is not blocked, i.e., the primary SC can
be established, the process of reserving backup VNFs for the
non-blocked SC takes place. The algorithm cannot select, as a
backup resource, any VNF that has already been concate-
nated in a primary SC. Depending on the protection strategy,
the algorithm selects either dedicated or shared backupVNFs.
If a backup VNF is dedicated, it will only protect one primary
VNF located at a different node. In contrast, a shared VNF
can protect multiple primary VNFs, provided that they do not
share location either between them or with the backup VNF.
The search for computing resources for the backup VNFs
follows the same procedure as for the primary one. That is,
it starts searching resources in nodes at one hop distance from
the node implementing the primary VNF to be protected.
If there are no available resources, it searches in nodes at two
hops distance, and so on until checking in the furthest nodes.
If the algorithm is unable to find backup VNFs to protect all
the primary VNFs in the SC, the service request is blocked.
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Hereafter, the algorithm allocates the required network
resources for the non-blocked SCs. This process is similar
to the network allocation process in GASVIT (NP). How-
ever, when offering protection, the algorithm allocates first
network resources to the primary SC and then the backup
network resources. The procedure is analogous to the network
resource allocation for the primary SCs (i.e., it uses available
lightpaths if possible, and otherwise establishes a new light-
path if there are available resources). Lightpaths employed
to allocate network resources to primary and backup SCs
are completely independent. Moreover, the backup network
resources can be shared or dedicated, and traffic grooming is
also allowed for them. If network resources are allocated to
both the primary SC and its protecting VNFs, the connection
is established. Otherwise, it is blocked.

FIGURE 3. 5G-WDM ring topology network [10].

V. SIMULATION SCENARIO AND RESULTS
In order to test the performance of GASVIT, a simula-
tion study has been conducted using the OMNeT++ plat-
form [32]. Initially, tests have been carried out considering a
5G-WDM ring topology, shown in Fig. 3, since rings are the
most extended topologies in metro networks. Furthermore,
these topologies are very cost effective as nodes can be
equipped with reconfigurable optical add-drop multiplexers
(ROADM) instead of optical cross-connects (OXC) [33].
However, GASVIT can be used with any kind of topology.
The advantages of including OXCs and additional links in the
network will be studied in Section V.C.

The network used for the tests is composed of a CO, and ten
5G-nodes equipped with MEC resources, dividing them into
two possible classes: five high demand (HD) 5G-nodes and
five low demand (LD) 5G-nodes. LD-5G-nodes are equipped
with fewer IT capabilities and serve an average of 10% of the
end-users than HD-5G-nodes do. The allocated computing
resources to each kind of 5G-node are shown in Table 1 [9],
[17], [18]. Moreover, the nodes are equipped with 10 Gb/s
optical transceivers and ROADMs.

We assume that the network is managed by one oper-
ator that offers three types of network services: VoIP,

TABLE 1. IT resources allocated to the CO and the different 5G-nodes.

TABLE 2. Service chain requirements.

TABLE 3. VNF requirements.

video streaming and web services. Users can request one
of the services with a probability of 30%, 20% and
50%, respectively [9]. The corresponding SC and band-
width requirements for each network service are listed in
Table 2 [3], [9], [13], [17], [18], [34].

Lastly, the associated hardware requirements and process-
ing capacity associated with each VNF are shown in Table 3.

The load of the network is measured in terms of the aver-
age number of users per HD-5G-node, ū. At the beginning
of each simulation, the number of connected users to each
HD-5G-node is randomly generated using a uniform dis-
tribution between [0, 2ū], and the number of users of each
LD-5G-node is randomly generated using a uniform distri-
bution between

[
0, 2ū

/
10

]
.

The genetic algorithm is configured to generate an initial
population composed of 5 individuals. The evolution process
stops at 50 generations, and the algorithm generates 10 new
individuals per generation. The mutation probability is set to
0.02. The simulations have been repeated 500 times (with
different random seeds) for each value of ū, and the graphs
are plotted in average with 95% confidence intervals.

A. PERFORMANCE OF GASVIT WITH NO PROTECTION
The performance of GASVIT has been compared with
CO-First, MEC-First [17], [18], and the two versions of
GASM-VTD (no collaborative and collaborative) that we
previously proposed in [9]. No protection is considered in
this first analysis. The network employs optical equipment
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configured to use up to 10 wavelengths. Fig. 4 shows the ser-
vice blocking ratio (SBR), whereas Fig. 5 shows the percent-
age of active CPU cores when using the different methods.
Finally, Fig. 6 shows the corresponding values of the average
number of hops in the physical topology of the SCs, as an
indicator of the propagation delay. (Processing delay in the
nodes has not been compared, since the composition of the
SCs in terms of number and type VNFs does not depend
on the algorithm, but only on the type of service, as shown
in Tables 2 and 3.)

FIGURE 4. Service blocking ratio (SBR) of the solutions designed by
GASVIT (NP), GASM-VTD [9], CO-First and MEC-First [17], [18].

FIGURE 5. Percentage of active CPU cores of the solutions designed by
GASVIT (NP), GASM-VTD [9]CO-First and MEC-First [17], [18].

Fig. 4 shows that GASVIT andGASM-VTD-Collaborative,
which exploit the collaboration between MEC nodes, are
the methods that obtain solutions with the lowest SBR.
Regarding the use of computing resources, those twomethods
employ the same number of CPU cores as GASM-VTD-
No-Collaborative for values of average users per HD-5G-
node lower than 5,000 (where the SBR is lower than 10−2).
Therefore, the collaborative strategies improve the SBR
while not increasing the computing resource consumption.
However, when the average number of users per 5G-HD-
node increases, the collaborative algorithms require a higher

FIGURE 6. Average hops of the solutions designed by GASVIT (NP),
GASM-VTD [9], CO-First and MEC-First [17], [18].

percentage of active CPU cores in order to reduce the SBR.
On the other hand, CO-first [17], [18] is the method that
requires the lowest number of resources for all traffic loads,
but it is the one with the worst SBR.

As we have just seen, the results obtained by GASVIT
and GASM-VTD-Collaborative are the same in terms of both
SBR and percentage of active CPU cores. However, when
compared in terms of the average number of hops in the
physical topology of the SCs (and thus in terms in propa-
gation delay), GASVIT obtains better results than GASM-
VTD-Collaborative (around one less hop for medium traffic
loads), as shown in Fig. 6. Another advantage of GASVIT
when compared to GASM-VTD-Collaborative will be shown
in the next subsection, when protection schemes are analyzed.
Coming back to the number of hops metric, it is worthy
to note that the non-collaborative methods (CO-First, MEC-
First, GASM-VTD-No-Collaborative) are the ones obtaining
the lowest values in this parameter. Nevertheless, assuming
that the 11-node metro WDM-ring network considered in
this study, is deployed in a city with a diameter of ∼10 km
(i.e., less than 3 km, or 0.015 ms, between adjacent nodes,
assuming they are equidistant), the average propagation delay
of the SCs for GASVIT would be ∼0.09 ms, well below 5G
latency requirements (less than 1 ms) [39].

Finally, in terms of execution times, MEC and CO-First
solve this network planning scenario (for a given average
number of users per node) in less than 1 s, while GASM-VTD
and GASVIT require ∼14 minutes in a machine equipped
with an AMD Opteron 6128 processor and 64 GB RAM.
However, the computing time of GASVIT is low enough for
a planning method, and it achieves high reductions of SBR
when compared to MEC and CO-First. Moreover, as both
GASVIT and GASM-VTD are genetic algorithms, they can
be stopped at any moment, providing the best solution found
until that moment if required.

B. PERFORMANCE OF GASVIT WITH PROTECTION
We now analyze the performance of the four versions
of GASVIT that offer protection (each with different
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combinations of dedicated and shared protection, for VNFs
and for network resources). Moreover, those four different
versions of the method have also been compared with the
following algorithms:
• GASVIT (NP): The version with no protection
• GASVIT (DV, ideal network): GASVITwith dedicated
VNF protection, but without imposing any limit or con-
straint on network resources (in line with those meth-
ods that solve the VNF planning and VNF chaining
problems without considering the underlying backhaul
network).

• GASVIT (SV, ideal network): Similar to the previous
method, but using shared protection for VNFs.

Later, a comparison of the versions with protection of
GASVIT and GASM-VTD-Collaborative[10], will also be
presented.

FIGURE 7. Service blocking ratio (SBR) obtained by the different
protection techniques when the network is configured to use up to 10
wavelengths.

The network is initially configured to support up to
10 wavelengths in non-ideal scenarios. Fig. 7 shows the
service blocking ratio obtained by the different protection
algorithms while Fig. 8 shows the corresponding values of
active CPU cores without distinguishing the ones used for
primary and for backup SCs.

In Fig. 7, it can be observed that the inclusion of pro-
tection techniques obviously degrades the performance in
terms of SBR and number of active CPUs, as computing and
networking resources must be reserved for backup. In fact,
the methods that use dedicated network (DN) resources for
backup, i.e., GASVIT (DV, DN) and GASVIT (SV, DN),
are the algorithms that show the worst results in terms of
SBR. Actually, the high SBR of the solutions obtained with
those protection techniques makes them unfeasible to be
implemented in real networks (unless the network is equipped
with a high number of resources at the expense of increasing
its cost).

Focusing on the methods that use shared network
(SN) resources, GASVIT (SV, SN) supports an average
of 1,000more users perHD-5G-node thanGASVIT (DV,SN),

FIGURE 8. Percentage of active CPU cores obtained by the different
protection techniques when the network is configured to use up to 10
wavelengths.

maintaining the same SBR. Therefore, the protection scheme
that implements resource sharing for both VNFs and network
elements, GASVIT (SV, SN), is the one that achieves the best
results (more than one order of magnitude of SBR reduction),
because it makes an efficient use of resources.

On the other hand, Fig. 7 also shows that the performance
in a resource-limited network deviates from that obtained
assuming an ‘‘ideal network’’ with ‘‘infinite’’ resources.
Thus, if the virtual topology design problem is kept out the
VNF-mapping problem (as most of previous proposals do),
the solutions implemented in the networks will have much
worst performance than that estimated in the design step.
Therefore, it is of great importance to take into account
the constraints imposed by the underlying network, i.e.,
by jointly designing the virtual topology in the case of a
WDM network, when solving the VNF-placement and chain-
ing problems, like GASVIT does.

Fig. 8 shows that the method without protection, GASVIT
(NP), is the one that consumes less computational resources
when the number of average users per HD-5G-node is low.
Furthermore, themethods utilizing dedicated backup network
resources employ less active CPU cores than their shared net-
work counterparts. Nevertheless, this is due to the fact that the
SBR for the DN versions of GASVIT is very high (as shown
in Fig. 6) as a result of the lack of wavelength resources.
Therefore, few SCs, and thus few VNFs are instantiated in
CPU cores. In contrast, when shared network resources are
used (SN versions of GASVIT), more virtual links between
nodes can be established since wavelength resources aremore
efficiently used, thereby reducing the SBR, and increasing the
number of SCs and thus VNFs instantiated in CPU cores.

On the other hand, for those scenarios where the SBR
is low (low average number of users), shared VNF policies
(SV versions of GASVIT) make better use of the CPU cores
than their dedicated counterparts. Therefore, the use of shared
VNF schemes is not only better than using dedicated ones
in terms of SBR (as shown in Fig. 7), but also in terms of
resources in use.
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FIGURE 9. Comparison of the percentage of CPU cores allocated to
primary and backup VNFs for the different protection techniques when
the network is configured to use up to 10 wavelengths.

Fig. 9 shows a comparison of the percentage of active CPU
cores allocated to primary and backup VNFs for the different
protection schemes for three values of ū (500, 2,500 and
4,500). It can be observed that the allocated number of active
CPU cores increases with the number of average users. How-
ever, this increment is less noticeable between the ū = 2, 500
and ū = 4, 500 scenarios, except for GASVIT (NP), GASVIT
(SV, ideal network), and GASVIT (SV, SN), since the lack of
availability of network resources is the limiting factor. Com-
paring the percentage of CPUs for primary and backupVNFs,
the percentages of CPUs allocated to backup VNFs with
shared-VNF policies is lower than those of the dedicated-
VNF policies, which, obviously, use the same number of
active CPUs for backup and primary VNFs, since there is a
one-to-one relationship.

Fig. 10 shows the percentage of reduction in terms of SBR
and CPU usage when GASVIT (SV, SN) is employed, with
respect to P-GASM-VTD-Collaborative [10], the version
with protection of GASM-VTD-Collaborative. In both cases,
the strategies of shared VNF and shared network resources
are compared, as they are the ones that obtain the best results
in terms of SBR. The results show that GASVIT (SV, SN)
gets a very significant reduction in terms of SBR, up to
more than 90% for some values of ū. Regarding the CPU
usage, GASVIT (SV, SN) also outperforms P-GASM-VTD-
Collaborative for around 2,000 users, although it uses more
CPU cores for high network loads (ū > 3, 500). In this way,
the algorithm obtains an SBR reduction of more than 30%
with an increment of less than 15% of CPU core usage.

Taking into account these results, three important con-
clusions can be drawn: (i) the proposed method is able to
improve the performance of P-GASM-VTD-Collaborative
[10]; (ii) it is very important to jointly solve the VNF-
placement, VNF-chaining and the virtual topology design in
case of using a metro network based on WDM; and (iii) the
reutilization of resources for backup (VNFs and network) is
almost mandatory as it achieves significant improvement of

FIGURE 10. Percentage of reduction in terms of SBR and CPU usage of
GASVIT (SV, SN) compared to P-GASM-VTD-Collaborative [10], considering
shared VNF and shared network protection.

the network performance when compared with those methods
which do not use resource sharing for backup.

C. PERFORMANCE OF GASVIT ON DIFFERENT
TOPOLOGIES
As mentioned before, GASVIT can operate with mesh
topologies. Hence, in this section, we study the impact of
deploying different types of topologies in a 5G-WDM net-
work, in terms of network costs and service blocking ratio
when protection is provided. We analyze the performance
of GASVIT (SV, SN), as it is the version of GASVIT with
protection that provides the best results in terms of SBR. Five
topologies are studied: the metro ring topology used in the
previous sections and shown in Fig. 3, a star topology, shown
in Fig. 11(a), like the one used in other studies [17], [18], and
three upgraded versions of the ring topology: adding one link
composed of a fiber per each direction, adding two links (each
one with two fibers), and a hybrid version of the ring and star
topologies, shown in Fig. 11(b), Fig. 11(c), and Fig. 11(d),
respectively.

For the sake of comparison, we have considered in the
study that the nodes in all topologies are equippedwithOXCs,
and have assumed that the main contribution to the final cost
of an OXC are the wavelength selective switches (WSS) [40].
Taking into account the OXC and cost model in [40], Table 4
shows the number of WSS necessary to build different types
of OXC, and Table 5 shows the types of OXCs required by
each topology and the total number of WSS. Fig. 12 shows
the service blocking ratio reduction obtained by the different
physical topologies, compared to the performance of the star
topology in Fig. 11(a).

In terms of the number of WSS, the star topology is
the one that requires the lowest number of WSS, but it
also presents the worst values of SBR. Note that the rest
of topologies achieve great reductions in terms of SBR
compared with the star topology. The reason behind this
is that the star topology is a centralized architecture and
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FIGURE 11. Additional topologies employed in the cost and performance
study: (a) Star, (b) Ring+1 link, (c) Ring + 2 links, and (d) Hybrid.

FIGURE 12. Service blocking ratio (SBR) reduction obtained by the
different physical topologies.

TABLE 4. WSS in OXC.

cannot exploit the collaboration between nodes, as all the
lightpaths must traverse the central office. Therefore, when
network nodes are equipped with MEC resources, estab-
lishing some direct links (fibers in the case of WDM opti-
cal networks) between MEC nodes is essential to fully
exploit the collaboration between them and use the comput-
ing and storage capacities of those nodes more efficiently.
The ring topology is the next best performing topology
in terms of cost (as it has the second lowest number of
WSS). Note that this architecture, nevertheless, can also

TABLE 5. Type and number of OXCs required in each topology.

be deployed using cost-effective ROADMs, as proposed
in [33], which would reduce the cost of the network. More-
over, the SBR reduction compared to the star topology is
over 50% for ū ≤ 3, 500. Moreover, if the ring topology
is upgraded by incorporating more fibers, Fig. 12 shows
that including only one more link (one fiber per direction),
the SBR of obtained solutions is basically equivalent to that
obtained with a hybrid topology, which provides the best
performance in terms of SBR but is the most expensive
alternative of the topologies studied in this section.

VI. CONCLUSION
In this study, we have proposed GASVIT, a genetic algorithm
that jointly solves the VNF-placement, VNF-chaining and the
virtual topology design problems in 5G networks equipped
with MEC resources and a WDM backhaul. Moreover, a ver-
sion of the method providing node protection has also been
presented. GASVIT implements a new VNF-chaining tech-
nique that efficiently exploits the collaboration between net-
work nodes that are equipped with MEC resources and are
able to host VNF instances, thereby leading to lower service
blocking ratio than previous proposals [9], [10], [17], [18].

Furthermore, the importance of solving the VNF-
placement and VNF-chaining problems, in combination with
the design of the virtual topology when WDM backhaul
networks are used, has been proved. The joint solution of
those three problems is a key feature of GASVIT, in contrast
to other proposals.

Moreover, we have also demonstrated that the use of
protection schemes using resource sharing for both VNFs
and network resources, is almost mandatory, as significant
improvements in network performance can be obtained when
using that technique.

Finally, a study to evaluate the impact of using differ-
ent physical topologies as the WDM backhaul network has
been presented. The results from that study show that the
topologies which establish direct connections between MEC
nodes, like the ring or mesh topologies, are the ones that
better exploit the collaboration between nodes allowing the
implementation of much better solutions in terms of SBR,
with the ring providing a very good trade-off in terms of SBR
and cost.
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