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Abstract -- The application of new techniques to increase the performance of intrusion detection systems is 

crucial in modern data networks with a growing threat of cyber-attacks. These attacks impose a greater risk on 

network services that are increasingly important from a social end economical point of view. In this work we 

present a novel application of several deep reinforcement learning (DRL) algorithms to intrusion detection using 

a labeled dataset. We present how to perform supervised learning based on a DRL framework. 

The implementation of a reward function aligned with the detection of intrusions is extremely difficult for 

Intrusion Detection Systems (IDS) since there is no automatic way to identify intrusions. Usually the 

identification is performed manually and stored in datasets of network features associated with intrusion events. 

These datasets are used to train supervised machine learning algorithms for classifying intrusion events. In this 

paper we apply DRL using two of these datasets: NSL-KDD and AWID datasets. As a novel approach, we have 

made a conceptual modification of the classic DRL paradigm (based on interaction with a live environment), 

replacing the environment with a sampling function of recorded training intrusions. This new pseudo-

environment, in addition to sampling the training dataset, generates rewards based on detection errors found 

during training.  

We present the results of applying our technique to four of the most relevant DRL models: Deep Q-Network 

(DQN), Double Deep Q-Network (DDQN), Policy Gradient (PG) and Actor-Critic (AC). The best results are 

obtained for the DDQN algorithm. 

We show that DRL, with our model and some parameter adjustments, can improve the results of intrusion 

detection in comparison with existing machine learning and deep learning techniques. Besides, the classifier 

obtained with DRL is faster than alternative models. A comprehensive comparison of the results obtained with 

other machine learning models is provided for the AWID and NSL-KDD datasets, together with the lessons 

learned from the application of several design alternatives to the four DRL models. 

 

Index Terms—intrusion detection; data networks; reinforcement learning; deep learning  

 

1. Introduction 

Considering the importance of current security attacks on networks, the economic importance of services 

running on these networks (e.g. IoT) and the increased demands on data networks imposed by these 

services, it is more important than ever to rely on new algorithms capable of detecting intrusions in a fast 

and reliable manner. It is possible to classify these algorithms by detection approach in signature-based 

detection and anomaly-based detection (Bhuyan, Bhattacharyya, & Kalita, 2014). Signature-based 

detection uses a database of previously identified bad patterns to report an attack; while anomaly-based 

detection uses a machine learning model to classify traffic as good or bad, based in a training dataset of 

network features and associated intrusion labels.  

For this work, we have applied anomaly-based supervised machine learning (ML) models to two 

different, and, well-known, intrusion detection datasets: the NSL-KDD dataset (Tavallaee et al., 2009). and 

the AWID dataset (Kolias et al., 2016). 

https://doi.org/10.1016/j.eswa.2019.112963
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A supervised ML model applies a generic learning algorithm that tunes a number of parameters to 

optimize prediction. At the center of this learning process is a dataset of recorded samples.  These samples 

are formed by a vector of features (network features in our case) with associated pre-assigned labels. These 

labels are the elements that the algorithm must predict for a new vector of features.      

Contrary to the supervised learning framework, in a classic DRL framework (Arulkumaran et al., 2017) 

there are two basic components: an agent and the environment. The agent can observe the state of the 

environment and produce an action. The action is received by the environment generating a new state and 

a reward, which is associated to the good or bad result of the action. The objective of the learning framework 

is that the agent can learn to deliver an optimized sequence of actions that maximizes the total sum of 

rewards. In a classic DRL framework there is no stored dataset of features (states) with their associated 

actions (label). Instead, the framework attempts to learn this correspondence through an intermediate 

function (the reward function), and learning is not based on instantaneous information about best actions 

(feature samples and labels in a training dataset) but on a series of indications (rewards) on the value of 

intermediate actions with the ultimate goal of maximizing the total sum of rewards. 

Considering the differences between the supervised ML framework and the DRL framework, our 

objective for this work is to show that, with some small adaptations, we can apply a DRL algorithm using 

a dataset of labeled samples without interacting with a live environment, as required by the classic DRL 

framework. With this aim, we assimilate the actions with the intrusion labels and the states with the network 

features. The environment is simulated in such a way that it responds with a positive reward in case of 

positive detection and a negative one in the opposite case. Any new state provided by the environment 

corresponds to the sampled features of the training dataset. An important result is that the succession of 

states does not form a sequence since the samples in the dataset are usually independently distributed. This 

is not the case for classic DRL problems, where the states form a natural sequence and the next state depends 

on previous states and actions. Nevertheless, the machinery of DRL algorithms can be applied also in this 

case, but we must take special care with the values of some parameters if we want to obtain good results. 

Such a parameter is the discount factor (Sutton & Barto, 1998), whose value must be very low, contrary to 

the value that is generally found in classic DRL configurations. Section 4 shows the great influence of the 

value of the discount factor on the detection metrics and Section 3.2.2 gives the reason for that impact. 

When applying DRL we can use different algorithms based on different problem requirements and 

assumptions. We have analyzed the adequacy of four DRL algorithms to our problem: Deep Q-Network 

(DQN) (Mnih et al., 2013), Double Deep Q-Network (DDQN) (Van Hasselt et al., 2015), Policy Gradient 

(PG) (Bartlett & Baxter, 2011) and Actor-Critic (AC) (Grondman et al., 2012). In section 4 a comprehensive 

comparison of the results obtained from these models, together with results obtained from other commonly 

applied machine learning models is provided, considering different common metrics: precision, F1, 

accuracy and recall. The conclusion of this comparison is that our proposed framework, using the DDQN 

algorithm, offers a prediction performance better or similar to the state-of-the-art (SOTA) models, for the 

two datasets, with the additional advantage of being faster at prediction time. 

In addition to the novelty, the DRL models for intrusion detection presented here show many advantages 

over other ML models. The main contributions of this work are to demonstrate these advantages and present 

them as a good alternative to other ML models. The list of advantages are: (1) the neural networks used to 

implement the classifier: Policy, Value or Q functions, are simple and fast, which makes them appropriate 

for new highly demanding networks e.g. Internet of Things (IoT) Networks (Zarpelo et al., 2017); (2) the 

resulting neural network can be deployed in modern high-performance distributed platforms (e.g. 

Tensorflow); (3) the reward function used to drive detection can be extremely flexible and it is not required 

to be differentiable; (4) the nature of the model allows a simple update of the parameters learned in case of 

new data available (on-line learning). 

The paper is organized as follows: section 2 identifies related works, section 3 describes the work 

performed and the models analyzed in the paper, section 4 shows the results obtained, and finally section 5 

provides discussion and conclusions. 

 

2. Related works 

The NSL-KDD and AWID datasets have been widely used in the literature, applying many algorithms. 

However, the results obtained are difficult to compare, since they depend to a large extent on the test set 

used. Both datasets provide a standard test set, but many published articles deviate from this, making it 

difficult to compare the results.  

https://arxiv.org/find/cs/1/au:+Bartlett_P/0/1/0/all/0/1
https://arxiv.org/find/cs/1/au:+Baxter_J/0/1/0/all/0/1
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Currently there are no works presenting results of the application of DRL for intrusion detection with the 

same premises used in this work, but there are many considering existing machine learning and deep 

learning models. This section presents the most representative of these works applied to the NSL-KDD and 

AWID datasets. We also discuss the most significant works applying reinforcement learning (RL) to 

intrusion detection and classification in general. 

 

Machine learning for intrusion detection: There are a number of excellent reviews on the taxonomy, 

status and current developments of ML for  cybersecurity (Hussain et al., 2019; Bhuyan, Bhattacharyya & 

Kalita, 2014), which is a sub-area of the more generic application of ML to the  analysis and prediction of 

network traffic (Wang et al., 2018; Boutaba et al., 2018). 

ML supervised (da Costa et al., 2019) and unsupervised (Nisioti et al., 2018) methods have been widely 

applied to intrusion detection for data networking, which is currently and area of active research. The classic 

ML models applied to IDS have been (Tsai et al., 2009; Yavanoglu & Aydos, 2017): Support Vector 

Machine (SVM), Multilayer Perceptron (MLP), K-Nearest Neighbors (KNN), Decision Trees (DT), Naive 

Bayes (NB) and Random Forest. It is important to mention the increasing use of the new deep learning 

models, in particular convolutional and recurrent networks and generative models (Berman et al., 2019; 

Kim & Aminanto, 2017; Chalapathy &  Chawla, 2019) 

 

Machine learning for intrusion detection & NSL-KDD: The NSL-KDD dataset is a classic intrusion 

detection dataset used in a multitude of previous and recent research works. In Ingre & Yadav (2015) is 

reported an accuracy of 81.2% for test data and 99.3% for training data with an MLP with three layers. 

Authors in Ibrahim et al. (2013) apply a Self-Organizing Map (SOM) to obtain a recall of 75.49% on NSL-

KDD test data. The work in Panda, Abraham & Patra (2010) employs Naive Bayes with several feature 

engineering methods, reporting an accuracy of 96.5% with an unclear test set. Similarly, Dhanabal & 

Shantharajah (2015) achieves an accuracy of 99.1% using several ML models (Support Vector Machine, 

Naïve Bayes...) with a previously performed dimensionality reduction on the features, but it is not clear the 

dataset used for testing. Again, in Kamel et al. (2016) they report an accuracy of 99.9% with AdaBoost and 

a selection of features using a wrapper model; they use a subset of the NSL-KDD dataset for training and 

an unclear test set. The work in Patil & Pattewar (2014) employs AdaBoost with simple decision stumps as 

weak learners, reporting sensitivity (recall) of 90% on test data. In Bhuyan, Bhattacharyya & Kalita (2014) 

is explained why and how the NSL-KDD data set was created and provides prediction results using several 

ML models with a best reported accuracy of 82.02% with Naive Bayes and the complete NSL_KDD dataset 

for training and testing. With a scenario of 5-label prediction, in Lopez-Martin, Carro, Sanchez-Esguevillas 

& Lloret (2017) an accuracy of 80% is obtained for the complete NSL-KDD test data set, using a variational 

autoencoder. Following similar principles, Chen et al. (2018) presents a convolutional autoencoder for the 

NSL-KDD with 2-labels attaining an accuracy of 96.87%. In the same line, Shone et al. (2018) presents a 

novel stacked nonsymmetric deep autoencoder with an overall accuracy (5-labels) of 97.85%. Woo, Song 

& Choi (2019) applies feature selection and a correct MLP layer configuration to achieve an average 

accuracy of 98.5% for the NSL-KDD. The excellent review of Berman et al. (2019) presents the application 

of different configurations of autoencoders, MLPs, recurrent networks and restricted Boltzmann machines 

to NSL-KDD with different results in prediction accuracy. Thomas & Pavithran (2018) provides a review 

of 8 works using NSL-KDD with different ML models and data preparation processes, with a maximum 

accuracy of 99.81% for a hybrid model of  J48, Random Tree, REPTree, AdaBoostM1, Decision Stump 

and NB. In Javaid et al. (2016) self-taught learning (STL) is proposed as a model based on deep learning 

that achieves a F1 score, for 2 labels, of 90.4%; STL consists of an initial dimensionality reduction model 

that is trained with labeled and unlabeled data to obtain a good feature representation; this initial model is 

used later to train a common classifier, using the new features produced by the initial model as input to the 

classifier. The work in Bhattacharjee, Fujail & Begum (2017) uses two types of clustering algorithms (K-

Means and Fuzzy C-Means) for intrusion detection in NSL-KDD (5-labels) with the best attack detection 

of 45.95% for Fuzzy C-Means.   

 

Machine learning for intrusion detection & AWID: The work that originally presented the AWID 

dataset (Kolias et al., 2016) provides a comprehensive analysis of the performance of different machine 

learning algorithms for predicting attacks.  The authors of the dataset apply 8 classification algorithms 

(AdaBoost, Hyperpipes, J48, Naïve Bayes, OneR, Random Forest, Random Tree and ZeroR). They perform 

an exhaustive comparison of the models, being the model J48 (an implementation of  C4.5) who presents 

the best results: accuracy of 96% and F1of 94.8%. Wang et al. (2019) employs Stacked Autoencoder (SAE) 

and Deep Neural Networks (DNN) to perform classification of the four types of AWID attacks with 

https://arxiv.org/search/cs?searchtype=author&query=Chalapathy%2C+R
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accuracies from 99.9% to 73.1%. The review in Berman et al. (2019) presents also and autoencoder applied 

to AWID. Abdulhammed et al. (2018) applies feature selection and seven classic ML models to AWID, 

with Random Forest providing the best accuracy results (99.64%).  Rezvy et al. (2019) achieves an overall 

accuracy of 99.9% for AWID with a deep autoencoder. The work of Qin et al. (2018) proposes a fast 

algorithm based on SVM applied to the AWID dataset with a reduced number of features, obtaining an 

accuracy between 87.34% and 99.98% for the different attack types. Nivaashini & Thangaraj (2019)  

presents a review of common ML models applied to intrusion detection for wireless networks; in this study, 

AWID is introduced as the reference dataset for these networks. In Moshkov (2017) gradient boosting, 

Random Forest and MLP models are applied to intrusion detection for wireless networks, proposing AWID 

as the chosen dataset with the best results obtained for gradient boosting. The work in Thanthrige, 

Samarabandu & Wang (2016) explores the importance of feature selection using information gain and Chi-

squared statistics, achieving an improvement of 2.4% after feature reduction using Random Tree with a 

final overall accuracy of 95.12%. 

 

Reinforcement learning for intrusion detection: The work in Servin (2007) presents an anomaly 

detector based on reinforcement learning with a simulated network environment, where anomalies are 

injected in a controlled manner and the reward is based on the correct detection of the anomalies. From a 

logical point of view, this experiment presents similarities with the present work, since, although the 

environment is simulated, the reward function is manually controlled, and it is not generated by the 

environment itself, and the real-time generation of sequences of actions, states and rewards could assimilate 

to be recorded on a dataset, since there is no sequential information in successive states. However, the 

techniques applied in Servin (2007) notably differ from the presented work since they use a Q-learning 

algorithm based on a look-up table that requires a discretization of states to avoid an explosion in the table 

size. Instead, current DRL models use function approximators based on neural networks (NN), which allow 

generalizing to states of any size with continuous or discrete values.  

In Xu (2010); Sukhanov, Kovalev & Stýskala (2015) and Xu & Xie (2005) they also employ look-up 

tables with temporal difference (TD) learning  (Sutton, 1988) for intrusion detection in live sequences of 

traffic flows. Similarly,  Xu (2006) applies a kernel version of TD to a Markov chain prediction problem 

and Xu & Luo (2007) applies the same model to a host-based IDS. Authors of Servin (2009) and Malialis 

(2014), in a different framework,  perform intrusion detection by applying  reinforcement learning based 

on a multi-agent architecture forming a hierarchy to detect anomalies, while in our work we use a single 

agent. They also require the discretization of the state space to apply a look-up table. None of the above 

works apply DRL models to intrusion detection. 

Deokar & Hazarnis (2012) proposes a framework for using log-files at different system levels (e.g. client, 

proxy, firewall, network and system) based on a hierarchy of log correlations implemented with association 

rules (AR), where the strength of each AR is controlled by a reinforcement learning model. The framework 

assumes interaction with a live environment. 

It is worth mentioning the interest of reinforcement learning models applied to cyber-physical-systems 

(CPS) (i.e. evolution of embedded systems with highly integrated physical, computer-based and network 

elements). In this field, Feng & Xu (2017) presents an application of DRL (actor critic) to a CPS system 

with a dynamical system perspective where the objective is to defend the system against cyber-attacks. In 

the same area, Akazaki et  al.  (2018) introduces a study to prevent the falsification of entries to a CPS using 

DRL with the intention of generating ‘counterexamples’ that could endanger the system. The detection of 

these ‘counterexamples’ is critical to protect a system against possible attacks, in the same line presented 

in the study of Goodfellow I., Shlens J. & Szegedy Ch. (2015) to guarantee the robustness in the 

classification of images. 

Nguyen &  Reddi (2019) presents a complete and updated review of DRL for Cybersecurity. The works 

presented are based on a live environment (real or simulated). 

 

Reinforcement learning for classification: In Wiering et al. (2011) is presented a DRL approach based 

in an actor-critic model to perform classification over several well-known UCI datasets (e.g. Iris, 

Hepatitis...). Considering the technique applied, this work can be considered similar to ours; however, the 

approach taken to perform classification is based on extending the state space dimension with additional 

ancillary variables (features) which are used as memory cells in a copy and erase process together with a 

complex reward scheme. This has a major impact on complexity and computational performance (e.g. 

training times), and it is a very different strategy from the one presented in this work, which applies very 

simple reward functions and does not require feature engineering.   

 

https://arxiv.org/search/cs?searchtype=author&query=Nguyen%2C+T+T
https://arxiv.org/search/cs?searchtype=author&query=Reddi%2C+V+J
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3. Work description 

In this Section we describe the datasets chosen for the experiments and the different DRL models 

employed. The datasets are described in Section 3.1. The proposed algorithms, with our framework 

adaptations, are presented in detail in Section 3.2.  

3.1. Intrusion detection datasets 

For this work, we have considered two datasets that satisfy a series of requirements: (1) labeled datasets, 

(2) unbalanced but with a different level of imbalance, which allows studying the behavior in different 

conditions, (3) a predefined split for the training and  test datasets, which provides a means to compare 

results from different works, (4) well-known datasets, which make available a sufficient number of results 

from previous works, (5) to include older and more recent datasets, to increase generality/variability, (6) 

data coming from  different network architectures (e.g. fixed-line vs wireless networks), and (7) the need 

to have a data volume large enough to have significant results, but limited by practical restrictions of 

memory and CPU time. Considering these aspects, we have opted for the NSL-KDD and AWID datasets, 

which satisfy most of the listed requirements (Ring et al., 2019).  

In addition, NSL-KDD and AWID are among the most frequently used intrusion detection datasets, in 

two recent literature reviews: Ring et al. (2019) and da Costa et al. (2019). This importance can also be 

inferred from the significant number of current works related to both datasets; as a summary: Shone et al. 

(2018), Berman et al. (2019), Javaid et al. (2016), Nivaashini & Thangaraj (2019), Chen et al. (2018), 

Thanthrige, Samarabandu & Wang (2016), Moshkov (2017), Rezvy et al. (2019), Qin et al. (2018), 

Abdulhammed et al. (2018), Thomas & Pavithran (2018), Bhattacharjee, Fujail & Begum (2017), 

Yavanoglu & Aydos (2017), Woo, Song & Choi (2019). 

 

3.1.1 NSL-KDD 

We have used the well-known IDS dataset: NSL-KDD. It is an evolution of the original KDD-99 

(Tavallaee et al., 2009) dataset, which has the problem of being biased towards the more frequent labels. 

For this reason, the detection scores on the KDD99 are usually higher than for the NSL-KDD dataset. We 

consider that the results from NSL-KDD are more useful and realistic than those obtained from KDD-99, 

and, despite being a classic dataset; we are inclined to use it since it is a well-known dataset, where 

comparison of results with other models is feasible.  

The NSL-KDD dataset has 125973 training samples and 22544 test samples, with 41 features: 38 

continuous and 3 categorical (discrete valued). We have performed a data preparation consisting of: scaling 

the continuous features to the range [0–1] and one-hot encoding the categorical features. This provides a 

final dataset with 122 features: 38 continuous and 84 with binary values ({0, 1}) associated to the three 

categorical features (one-hot encoded). NSL-KDD is an unbalanced dataset with a frequency of 43.1% and 

1.7% for the most and least frequent labels.  

The training dataset has 23 possible labels (normal plus 22 labels associated to different types of 

anomaly). However, the test dataset has 38 label values, implying that the test data has anomalies not 

presented at training time. Up to 16,6% of the samples in the test dataset correspond to labels unique to the 

test dataset, and not used for training. The existence of new labels at testing introduces an additional 

challenge to the algorithms.  

As presented in Tavallaee et al. (2009), the training/test labels can be additionally grouped into two 

significant categories: normal and anomaly. This final grouping makes sense, since with the NSL-KDD 

dataset we want to verify the capacity of the classifier to handle a different distribution of attacks between 

the training and test dataset. While the AWID dataset has been used to verify the ability to handle a very 

unbalanced dataset. 

In Fig.1 is presented the frequency of these aggregated categories in the NSL-KDD training and test 

datasets. 
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Fig. 1. Frequency distribution of intrusions for the training and test datasets (NSL-KDD). 

In this study, we apply all models to the NSL-KDD dataset, obtaining the most relevant performance 

metrics: accuracy, precision, recall and F1, for the detection of two label values: normal and anomaly.  We 

provide all results using the training dataset of 125973 samples and the full test dataset of 22544 samples.  

 

3.1.2 AWID 

Aegean Wi-Fi Intrusion Dataset (AWID) (Kolias et al., 2016) is a public dataset containing normal traffic 

along with three types of attacks against IEEE 802.11 networks. AWID is a larger and more recent dataset 

than NSL-KDD. 

From the diverse groups of data provided by AWID, we have chosen the AWID-CLS-R dataset. This 

dataset provides a separated training and test datasets. It provides 4 labels to classify: normal, flooding, 

injection and impersonation. The dataset contains 154 features (continuous and categorical) with 1,795,574 

and 575,642 samples for the training and test datasets, respectively. The number of features can be reduced 

to 24 by eliminating the features with null and constant values, and the features that contain network 

addresses which are sample specific and cannot be generalized to new test data. Continuous features have 

been scaled to the [0–1] range and all categorical features are one-hot encoded. 

This is an extremely unbalanced dataset with 91% of normal samples and 9% associated with anomalies: 

2.7% flooding, 2.7% impersonation and 3.6% injection. Fig. 2 shows the class distribution of the training 

and test AWID datasets. This dataset is even more unbalanced than NSL-KDD, but, unlike NSL-KDD, the 

label distribution for the training and test datasets are quite similar. Therefore, the interest of experimenting 

together with the AWID and NSL-KDD datasets is that each offers different challenges to a classification 

algorithm. 

 

 
Fig. 2. Frequency distribution of intrusion classes for the training and test datasets (AWID). 
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3.2. Models description 

This section explains the different DRL models studied in this work. There are excellent introductions 

to DRL (Arulkumaran et al., 2017), here we provide a brief summary. DRL is a type of RL which uses deep 

learning models (e.g. NN, convolutional NN…) as function approximators for the policy and/or value 

functions used in RL. 

RL is based in the Markov Decision Process (MDP) theory. An MDP is a tuple 〈𝑆, 𝐴, 𝑇, 𝑅〉, where 𝑆 is a 

set of states, A is a set of actions, T is a mapping defining the transition probabilities from every state-

action pair to every possible new state, and R is a reward function which associates a real value (reward) to 

every state-action pair. In an MDP the function T follows the Markov property, which means that the 

transition probability to a new state depends exclusively on the current state and action regardless of 

previous history. Once the MDP is defined, a policy for an MDP is a mapping from each state to an action. 

The objective of an MDP is to learn the optimal policy that gives the best action for every state in order to 

achieve a best sum of expected rewards. This optimality criterion can be further selected as a simple sum 

of rewards, an average or a sum of discounted rewards (when the current rewards are considered more 

important than future ones).  

An MDP is the theoretical framework used to characterize an agent interacting with an environment in a 

sequential decision-making process; where the environment implements the T and R functions and the 

agent implements the policy. The interaction between the agent and the environment is usually discretized 

in a sequence of “time-steps”, in which the agent provides a new action to the environment that in turn 

generates a state transition and a possible new reward. 

The link between the optimality criterion and the policy is usually made by defining a value function, 

which is an estimate of the value associated with each state.  That is, an estimate of how good it is to be in 

a certain state considering that we will move forward with the current policy. The value function can be a 

V-function or a Q-function. The V-function estimate a value for each state and the Q-function estimate a 

value for each state-action pair. Both are related, being the value of the Q-function the sum of the reward 

for the given state-action pair plus the value of the V-function for the next state generated by the 

environment. 

When the T and R functions of the MDP are known, we can use model-based solution techniques to 

obtain the optimal policy. These techniques are based on the previously defined value function plus some 

theoretical results: Bellman optimality equation and Generalized Policy Iteration (GPI) (Sutton & Barto, 

1998). These methods are usually considered in the field of dynamic programming solutions, with two 

alternative implementations: policy and value iteration; the difference between them being the way to carry 

out the GPI mechanism. Even when the aforementioned theory and implementation alternatives are 

applicable to model-based solutions, they form the basis of all RL methods (model-based or model-free). 

When T and R are not known, we must apply model-free solution techniques to obtain the optimal policy. 

In this case, there are also two options, we can try first to learn the model (T and R) and then apply the 

previous techniques once T and R are known, and, the other alternative is to try to learn the best policy 

directly without knowing first T and R. This latter scenario is the one taken by most of the RL models, and 

it is the one considered for this work. The problem in this scenario is that not knowing the dynamics (T and 

R) of the environment prevents us from using the Bellman equation, which requires knowing the transition 

probabilities of each state to all other possible states. There are different solutions in this case: (1) TD 

learning algorithms, (2) policy gradient and (3) Monte Carlo methods. TD methods are based on 

considering a single transition of states (from the current state to the next state under the current policy) in 

a slightly modified Bellman equation, instead of considering all possible transitions as required by the 

original Bellman equation. DQN, DDQN and actor-critic methods are based on TD learning. Policy 

gradient methods try to learn a policy function directly using gradient descent to optimize the expected sum 

of discounted rewards under a current policy. Monte Carlo methods are based in exploring the frequencies 

of state and action pairs and their associated sum of rewards along sampled trajectories, for example, 

evaluating a value function for one state will be based on the average value obtained from several 

trajectories starting from that state. 

To achieve an optimal policy, it is important to sweep (explore) as much as possible the state-action 

space. The main exploration approaches are 𝜀-greedy and action-probability based. In 𝜀-greedy the best 

action is selected with probability p or a random action with probability 1-p. The exploration based in 

action-probability assumes that the policy (directly or indirectly) provides a probability for each of the 

actions, which allows a sampling process according to this probability distribution. 

We can conclude that the learning of the value or policy functions is based on different types of iterative 
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processes, where each iteration generates a function adjustment. To implement these functions there are 

two main alternatives: look-up tables and function approximators. A look-up table is based on a data 

structure that stores the value of the function for each possible combination of input values (state and/or 

action); meanwhile, a function approximator calculates a value for each possible combination.  The chosen 

alternative is very important when the state and/or action spaces have a high dimensionality, with a strong 

impact on performance and storage capacity. All DRL methods use function approximators based on 

different NN variants. 

 

3.2.1 Datasets preparation 

A generic  task for all models is to handle the dataset to create the mini-batches (set of samples used in 

a training iteration) that each specific model will use. The training dataset contains N samples of network 

features and associated intrusion labels with several possible values (binary or multiclass anomaly). To 

assimilate these elements to DRL concepts, we consider the network features as states and the label values 

as actions. The training is performed with mini-batches of samples formed by: (1) a state,  (2) its correct 

label and (3) a next state.  

A mini-batch will be a subset of samples drawn at random from the dataset. Each training pass is done 

with a different mini-batch that is updated by random sampling from the dataset. 

Fig. 3 shows the structure of a mini-batch used by the DQN, DDQN and actor-critic models. In this case, 

a mini-batch is formed by n+1 random samples of the dataset. The generation process for each mini-batch 

is to randomly permute the dataset before the process is initiated, and then choose n+1 consecutive samples 

starting from a random index (𝑡).  

 

 

 

Fig. 3. Dataset preparation for the training of the DQN, DDQN and actor-critic models 

 

The policy gradient model forms the mini-batches in a different way. Policy gradient (Bartlett & Baxter, 

2011) needs a sequence of states forming an episode (trajectory), which is the reason to build training mini-

batches integrated by n trajectories of length T. Contrary to what happens when dealing with a live 

environment where the length of the trajectories is not fixed, in our case we can choose the length of the 

trajectories since we construct them by sampling from the dataset.  

In Fig. 4 is presented the structure of a mini-batch used by the policy gradient model. The structure is 

formed in a similar way to that presented in Fig 3, but, in this case, we create n+1 consecutive trajectories 

of length T. To ensure that the trajectories are randomly chosen, we also make a random permutation of the 

dataset before the construction of each mini-batch. 

 

 

https://arxiv.org/find/cs/1/au:+Bartlett_P/0/1/0/all/0/1
https://arxiv.org/find/cs/1/au:+Baxter_J/0/1/0/all/0/1
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Fig. 4. Dataset preparation for the training of the policy gradient model 

 

The dataset preparation depicted in Fig 3 and 4 will apply to the two datasets used in this work (NSL-

KDD and AWID) 

 

3.2.2 Models detail 

This section presents in detail  the different DRL models used for this work. 

3.2.2.1 DQN 

The algorithm employed for training DQN (Mnih et al., 2013)  is depicted in Fig. 5.  

The objective of the DQN model is to approximate the 𝑄 function. A 𝑄 function provides the maximum 

expected reward under a specific state and action, therefore, depending on a state and action pair: 𝑄(𝑠, 𝑎). 

Once the 𝑄 function is obtained, then we can easily get the policy function which is the function that 

designates the action to take for each state. The policy function depends on the state and it is derived from 

the 𝑄 function as follows: Policy (s) = 𝑎𝑟𝑔𝑎 max (𝑄(𝑠, 𝑎)). That is, it is the action that maximizes the Q-

value. 

The algorithm depicted in Fig 5 starts from a generic sample formed by the current state (𝑠𝑡), the ground-

truth label for the current state (𝑎𝑡
∗) and the next state (𝑠𝑡+1).This generic sample is part of a mini-batch of 

n samples. The process followed to create this generic sample from the original dataset is presented in 

section 3.2.1. Each training iteration of the algorithm will process all the samples of a mini-batch, and for 

each iteration a new mini-batch is built following the process shown in section 3.2.1. 

A neural network (NN) is used as a function approximator for the Q function. We have used a simple 

NN of 3-layers, with ReLU activation for all layers, including the last one to ensure a positive Q-value. The 

NN training is done with a Mean Square Error loss between the Q-value estimated by the NN for the current 

state (𝑞�̂�) and a reference value: 𝑞𝑟𝑒𝑓 , obtained by adding the current reward (𝑟𝑡) to the Q-value for the next 

state (�̂�𝑡+1) multiplied by a discount factor (λ). 

The reward is a 1/0 reward associated, respectively, to a correct/incorrect prediction. In Fig. 5, the ground 

truth label value for the current state is represented by 𝑎𝑡
∗ and the predicted value by �̂�𝑡. When these two 

values are equal the reward is 1 and 0 otherwise. 

To obtain the predicted value for the current state (�̂�𝑡) we iterate the Q function with the current state 

(𝑠𝑡) and all possible values of the label ({𝑎}). This iteration is represented in Fig. 5 as: 𝑄(𝑠𝑡 , {𝑎}), which is 

a vector of values and is shown as a thicker arrow: 𝑄(𝑠𝑡 , {𝑎}) = [𝑄(𝑠𝑡 , {𝑎}0), 𝑄(𝑠𝑡 , {𝑎}1), . . 𝑄(𝑠𝑡 , {𝑎}𝑝)], 

where {𝑎} is the set of all possible actions and 𝑝 is the cardinality of this set.. 

Then, we choose the action value which produces the maximum Q-value obtained from this iteration: 

𝑎𝑟𝑔𝑎 𝑚𝑎𝑥 (𝑄(𝑠𝑡 , {𝑎}) ). The action chosen is further applied to an 𝜀-greedy algorithm which selects that 

value with probability p or a random action with probability 1-p. The result of this last step provides the 
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predicted action (�̂�𝑡).  

The predicted action for the next state (�̂�𝑡+1) is obtained in a similar way but ignoring the 𝜀-greedy 

selection (right part in Fig. 5). This predicted action together with the next state (𝑠𝑡+1) is used to obtain the 

Q-value for the next state (�̂�𝑡+1) which is used to calculate qref (right part in Fig. 5). The prediction of the 

Q-value for the next state (�̂�𝑡+1), as presented on the right part of Fig. 5, can be simplified to:  �̂�𝑡+1 =
maxa 𝑄( 𝑠𝑡+1 , {𝑎}). 

The best performance was obtained by applying a small value for the discount factor (λ). Small values 

of λ give more importance to learning the current reward, regardless of the succession of future rewards. 

This makes sense, considering that (1) the next state is uncorrelated with the present state, and (2) we are 

actually implementing a classifier disguised as a DRL algorithm, being the real goal to make a correct 

prediction for the current state (current reward).  

In order to make a faster algorithm, our final model used for DQN was slightly modified with respect to 

the one shown in Fig. 5. The network implementation for the Q function consists of two input vectors (state 

and action) and one scalar as output (Q-value). This architecture requires iterating the network with all the 

action values to recognize the value that maximizes the Q function. This iteration slows down the process. 

As a solution, in Mnih et al. (2013) is presented an alternative network architecture with a single input 

vector (state) and one output vector with the same length as the number of action values (i.e. number of 

intrusion classes, since they are one-hot encoded). In this way, each element of the output vector has the Q-

value of its associated action value through a single iteration.  

In addition to the 1/0 reward, other rewards were tested, in particular, the functions cross-entropy and 

categorical hinge were used to evaluate the distance between the predicted and ground-truth actions (labels). 

The simplest 1/0 reward was finally selected due to better performance. 

Once the training of the model is completed, the NN implementing the 𝑄 function is used for prediction. 

For a particular state, the 𝑄 function will provide a Q-value for each of the possible actions for that state. 

The predicted action is the one that maximizes the Q-value (no 𝜀-greedy applied for prediction). 

The model was trained for 10 epochs, where an epoch is a number of iterations enough to cover the 

complete dataset.  

 

 

Fig. 5. Schema of the DQN model during training 
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3.2.2.2 DDQN 

The DDQN (Van Hasselt et al., 2015) model is presented in Fig. 6, where the algorithm applied to the 

training phase is shown. 

The DDQN model is very similar to DQN. The only difference being that two NNs are employed in 

DDQN: one implements a current Q function while the other one implements a target Q function. The target 

Q function is a copy of the current Q function, but with a delayed synchronization; that is, the copy is made 

after a certain number of training iterations. The target Q function is used to calculate the Q-value for the 

next state (�̂�𝑡+1). The intention of this additional Q function (target Q function) is to avoid the moving 

target effect when doing gradient descent over (𝑞�̂� − 𝑞𝑟𝑒𝑓)2, avoiding the recursive dependence of 𝑞𝑟𝑒𝑓  on 

the training network (Q current) (Van Hasselt et al., 2015). 

Besides the addition of the target Q function, the algorithm depicted in Fig. 6 is similar to Fig. 5, and all 

the mechanisms explained in Section 3.2.2.1 are applicable here. The hyper-parameters used were also 

similar to the ones for the DQN model. 

 

 

Fig. 6. Schema of the DDQN model during training 

 

3.2.2.3 Policy gradient 

The diagram in Fig. 7 shows the details of the training process of the policy gradient model (Bartlett & 

Baxter, 2011) employed for this work.  

Policy gradient is based on training a policy function, which designates the action that must be taken for 

each possible state. The policy function is approximated by a simple NN that has been implemented with a 

few layers and ReLU activation for all layers except the last layer which has a softmax activation that 

provides a probability distribution of the actions (𝜋(𝑎)). 

https://arxiv.org/find/cs/1/au:+Bartlett_P/0/1/0/all/0/1
https://arxiv.org/find/cs/1/au:+Baxter_J/0/1/0/all/0/1
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The algorithm depicted in Fig 7 uses a generic trajectory consisting of  a sequence of T pairs formed by 

a state (𝑠𝑡), and its associated ground-truth label (𝑎𝑡
∗). This generic trajectory is part of a mini-batch of n 

trajectories. The process followed to create this generic trajectory from the original dataset is presented in 

section 3.2.1. Each training iteration of the algorithm will process all the trajectories of a mini-batch, and 

for each iteration a new mini-batch is built following the process shown in section 3.2.1. 

The algorithm begins by predicting the actions using the states and the policy function. The action 

prediction is done for all the states in a trajectory (𝑠{𝑇}), producing a sequence of predicted actions: �̂�{𝑇}  . 

These predicted actions are obtained by sampling on the probability distribution of the actions (𝜋(𝑎{𝑇})) 

provided by the policy function. This is represented as the “Prob. Distribution Sampler” in Fig. 7.  

We use the symbol {𝑇} to represent a sequence along the time-steps of one trajectory. When we use this 

symbol we can have a sequence of scalar values, as in 𝑟{𝑇} or a sequence of vectors such as 𝜋(𝑎{𝑇}) or �̂�{𝑇}, 

since in the latter case, 𝜋(𝑎) is a vector of probabilities for each possible action under the current policy,  

and �̂�𝑡 is a one-hot encoded vector with a 1 assigned to the picked action, therefore their extension to a 

sequence produces a sequence of vectors. 

Similarly to Section 3.2.2.1, the reward function generates a 1/0 reward, but, in this case, it is applied to 

a whole sequence of predicted actions (�̂�{𝑇}) and ground-truth actions (𝑎{𝑇}
∗ ) in a trajectory. The reward 

sequence (𝑟{𝑇}) obtained is transformed into a vector of sums of discounted rewards (𝑅{𝑇}).  

𝑅{𝑇} is calculated with the following expression:  

𝑅{𝑇} =  [∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=0
, ∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=1
, . . , ∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=𝑇
] =  [∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=0
, ∑ 𝜆𝑖𝑟𝑡+𝑖

𝑇

𝑖=1
, . . , 𝜆𝑇𝑟𝑡+𝑇] 

That is, each term of  𝑅{𝑇} corresponds to a decreasing sum of terms of consecutive discounted rewards. 

From the vector of sums of discounted rewards (𝑅{𝑇})  we subtract the average of discounted rewards 

along trajectories (𝑏{𝑇}), resulting in the vector of advantage values (𝐴{𝑇}). The vector 𝑏{𝑇} is also called a 

baseline. The advantage values provide an estimate on how much the expected return for a certain element 

of the trajectory (𝑠𝑡) is better than the average expected return (that is the reason to subtract the baseline 

from  𝑅{𝑇} ). 

The scalar product between the sequence of vectors 𝜋(𝑎{𝑇}) and �̂�{𝑇} , extracts the probability of the 

picked action for each time-step (𝜋(�̂�{𝑇})), since �̂�𝑡 is a one-hot encoded vector. A product symbol inside 

a circle is used in Fig. 7 to represent the scalar product. 

The loss used to train the NN that approximates the policy function, is a kind of log-loss function formed 

by the sum along trajectories of the log of the probability of the picked action for a certain element of the 

trajectory (log 𝜋([�̂�{𝑇}]𝑖)) multiplied by its corresponding advantage value ( [𝐴{𝑇}]𝑖). The complete process 

is depicted in Fig. 7.  

When the training is finished, for prediction we use the NN implementing the policy function. For a 

particular state, the policy function will provide a distribution of probabilities for the actions. In this 

prediction case, we just choose the action with the highest probability (without sampling). 
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Fig. 7. Schema of the policy gradient model during training 

 

3.2.2.4 Actor-critic 

The schema for the training of the actor-critic (Grondman et al., 2012) model is shown in Fig. 8. For the 

actor-critic model we use two function approximators: one for the policy function, another one for the Value 

function. The Value function provides the expected sum of rewards starting from a designated state, and 

the policy function indicates the action to take under a given state. The two function approximators are 

implemented with two NNs of 3-layers and ReLU activation for all layers except the last layer of the policy 

function with softmax activation.  The softmax activation provides the probability distribution of the 

actions. 

By addressing both functions simultaneously, they both help each other in the training process. Under a 

given current state (𝑠𝑡), the policy function is used to estimate the ground truth action (𝑎𝑡
∗). The policy 

function provides the probability distribution (𝜋(𝑎)) of the actions under a given state. This probability 

distribution is used in a sampling process to choose the preferred action (�̂�𝑡). The selected action (�̂�𝑡) 

together with the ground-truth action (𝑎𝑡
∗) is used by the reward function to provide a 1/0 reward associated 

to a correct/incorrect action selection. If the picked action matches the ground-truth label, a reward of 1 is 

given, otherwise the reward is 0. This is the current reward (𝑟𝑡). 

The algorithm depicted in Fig 8 starts from a generic sample formed by the current state (𝑠𝑡), the ground-

truth label for the current state (𝑎𝑡
∗) and the next state(𝑠𝑡+1).This generic sample is part of a mini-batch of 

n samples. The process followed to create this generic sample from the original dataset is presented in 

section 3.2.1. 

The previously mentioned current reward (𝑟𝑡) is used to make an estimation of the value function (𝑅𝑡) 
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associated with the current state. This estimation is employed to train the value function (with a mean square 

error loss). The difference between this estimation of the value function (𝑅𝑡) and the actual value function 

(𝑉𝑡), obtained from the NN approximator, is an estimation of the advantage value (𝐴𝑡) for the current state. 

This advantage value is used, similarly to policy gradient, to train the policy function. The policy function 

is trained with a loss formed by the log of the probability of the picked action (�̂�𝑡) under the probability 

distribution given by the policy function (log 𝜋(�̂�𝑡)), and weighted by the corresponding advantage value 

(𝐴𝑡). 

Similar to policy gradient (Section 3.2.2.3) we use a scalar product between the selected action (�̂�𝑡) and 

the probability distribution for all actions (𝜋(𝑎)) to extract the probability of the picked action (𝜋(�̂�𝑡)), 

since �̂�𝑡 is a one-hot encoded vector. A product symbol inside a circle is used in Fig. 8 to represent the 

scalar product. 

The complete model is trained by consecutively iterating the value and policy functions with Stochastic 

Gradient Descent (SGD) to decrease the corresponding loss for each function: a log-loss for the policy and 

a quadratic loss for the value function, respectively. 

The data preparation for this model is similar to DQN. It does not require adapting the data to trajectories 

of states and actions, as needed for the policy gradient model. 

For prediction, in a similar way to the policy gradient model, we use the NN that implements the policy 

function, simply by selecting the action with the highest probability (without sampling). 

Our implementation of the model follows conceptually the schema presented in Fig. 8, however for our 

final model we apply some minor tricks to reduce the training time. For example, we gather in a single NN 

the value and policy functions, implementing an NN with the state as input and k different outputs for the 

value and action, respectively; where k is the number of intrusion labels to predict (one hot encoded). 

Therefore, we can perform the training of both functions in a single iteration, employing a loss function 

formed by the sum of the losses of the two original functions.  

 

 

Fig. 8. Schema of the Actor-Critic model during training 
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4. Results 

In this section, we compare the results of applying different machine learning models to the NSL-KDD 

and AWID datasets. We have selected some of the most common machine learning and deep learning 

techniques, including  Logistic Regression, Support Vector Machine (SVM) with linear kernel and Radial 

Basis Function (RBF) kernel, K-Nearest Neighbors (KNN), Naive Bayes (NB), Random Forest, Gradient 

Boosting Machine (GBM), AdaBoost with several weak learners (simple trees and NB), MLP, 

Convolutional Neural Network (CNN), and our proposed models based in DRL: DQN, DDQN, policy 

gradient and actor-critic.  

All results presented in this paper are based on the full NSL-KDD and AWID test sets (Section 3.1), 

without any sampling or preparation of an alternative test set taken from the training data. This is an 

important difference when comparing results with other works, as the unbalanced and difficult prediction 

structure of the original datasets can be significantly altered by choosing a different test set. 

In order to analyze the prediction performance of the different models, we provide the following 

performance metrics: accuracy, F1 score, precision and recall. We base our definition of these performance 

metrics on the usually accepted ones (Bhuyan, Bhattacharyya & Kalita, 2014). Due to the unbalanced nature 

of the datasets (mainly AWID) we will provide more importance to the F1 score which is more suitable in 

case of imbalance datasets. 

To present the results for the two datasets, we first provide the results of the experiments with NSL-KDD 

dataset followed by the AWID dataset. 

 

4.1 Results for the NSL-KDD dataset 

One of the main contributions of this work is to show the adequacy of  the DRL models for intrusion 

detection in networking. In Fig 9 we present the results for the four DRL models that have been studied 

(DQN, DDQN, Policy Gradient and Actor Critic) when applied to the NSL-KDD dataset. Fig 9 presents 

the results in two parts. The upper part presents the raw data in a color-coded way, where the greenest is 

associated with a better value and the redder with a worse value (comparison of values is applied column-

wise). And, the lower part presents only the accuracy and F1 scores (the most significant scores) in a chart; 

in this case, a variant of Naive Bayes has been eliminated from the graph to make it less cluttered 

considering the scarce importance of this model in terms of results. 

In addition to the detection scores for the DRL models, Fig. 9 shows the performance metrics for all 

models. We can observe how the DDQN and DQN models produce the best results (considering F1, 

accuracy and recall), followed by SVM (with RBF kernel) and actor-critic models.  

The NSL-KDD dataset presents many challenges for a classifier, with the different composition of the 

training and test sets being one of the most important. We can also observe in Fig 9 how DDQN stands out 

in the Recall metric. This metric is very important to guarantee a minimum number of false negatives 

(samples with an intrusion that are predicted to be normal), which is the main performance metric for an 

intrusion detection system that tries to identify as many intrusions as possible, considering all of them as 

critical. 
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Fig. 9. Performance scores for all models (NSL-KDD dataset) 

 

As noted in Section 3.2, the discount factor (𝜆) considered for the DRL algorithms can have a significant 

influence on the results. To study this influence, Fig. 10 shows the impact of different values for the discount 

factor used in the DRL models. The impact is critical for DQN and DDQN and less important for policy 

gradient and actor-critic models. We obtain better results for very low values of the discount factor, as 

explained in Section 3.2.2.1. This is clearer for the DQN and DDQN models than for the policy gradient 

model, since the latter optimizes the network parameters based on a sequence (episode) of states/actions, 

implicitly performing an optimization on an averaged sum of rewards, whereas the DQN and DDQN 

models are based on single state and action pairs. 

Fig 10 also presents the data in two sections, with the upper section presenting the raw data with a color-

code similar to that of Fig 9, and the lower section showing the same data in a chart format. This same data 

presentation structure is used for Fig 11 and 12. 
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Fig. 10. Comparison of performance scores for different discount factors (NSL-KDD dataset) 

 

As presented earlier, one of the advantages of the DRL models is that once trained, the resulting policy 

function, which provides the correct intrusion label (action) for a specific state (intrusion features), is 

actually a simple neural network which can be extremely fast for the inference (prediction) stage and, 

therefore, suitable to be used in an industrial production environment. This behavior can be checked in Fig. 

11, where training and prediction times for all models are shown. We can appreciate how the prediction 

times for all DRL models are really very small compared to the second model with better results (SVM-

RBF). For training times, the values are also smaller for the DRL models, with the exception of the actor-

critic model, which requires a considerable amount of training time. As expected, the best training times 

are obtained for the linear models (logistic regression and linear SVM) together with Random Forest and 

Naive Bayes. 

In Fig 11, the color-coded raw data table (upper part) is complemented with an associated chart (lower 

part) of the training and prediction times in logarithmic scale. Considering the large range of values, the 

logarithmic scale allows a more suitable view of the data. In the chart of Fig 11, the smallest values (positive 

or negative) correspond to a better value in terms of training or prediction times. 
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Fig. 11. Training and prediction times for all models (NSL-KDD dataset) 

 

It is important to mention here several details about the different ML models applied in the study. For 

SVM with linear kernel, we have used the primal solution which provides a much faster implementation in 

our specific case (high number of samples and small number of features). We have implemented the MLP 

with three hidden layers with 1024, 512 and 128 nodes. Naive Bayes (NB) was applied with different 

features arrangements: a Gaussian NB using only the continuous features, a Bernoulli NB using only the 

discrete features and finally a Bernoulli NB using all features. In order to apply the Bernoulli NB to the 

continuous features, we needed to transform them from continuous to discrete intervals (quantization). 

Considering the CNN model (Goodfellow, Bengio & Courville, 2016), we have applied the one-

dimensional CNN due to the nature of the dataset.  

 

4.2 Results for the AWID dataset 

AWID is an extremely unbalanced dataset, useful  to test the performance of an intrusion detector 

(Section 3.1.2). Fig 12 presents the performance results of the different DRL models studied in this work 

together with a wide range of alternative ML models. The results for the alternative ML models have been 

extracted from the original work of the research team that created the data set (Kolias et al., 2016), where 

in addition to an analysis of the reasons for its creation and a detailed description of its composition, it is 
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presented a complete study of the expected classification results using different ML models. 

For the AWID dataset we have a multi-class classification problem. In a multi-class classification, the 

results can be provided in two possible ways: aggregated and one vs. rest.  

In the case of one vs. rest, we consider each particular class (label) against all other classes, reducing it 

to a sequence of binary classifications (one for each particular class). In the case of aggregated results, we 

provide a single result which is a summary (average) for all classes. There are different possibilities for the 

aggregation (micro, macro, samples, weighted), with different averaging methods. 

The performance metrics provided in Fig 12 are aggregated metrics employing a weighted average for 

the F1, precision and recall as shown in (Pedregosa et al., 2011). We can observe how the DDQN model 

presents excellent results for the Accuracy, F1 and Recall metrics. For this dataset, the Random Forest and 

Decision Tree (J48) models obtain the best results. It is important to mention that DDQN excels again in 

the Recall metric for this dataset, which, as mentioned for the results of NSL-KDD (Section 4.1), is a critical 

metric for an intrusion detection algorithm that attempts to reduce false negatives (intrusions that are not 

detected). 

 

 

Fig. 12. Performance scores for all models (AWID dataset) 

 

Considering the one vs. rest metrics for the 4 class values of the AWID dataset,  the results are provided 

in Table I. In this table, each row corresponds to the scores obtained when considering a binary 

classification between a label (the one associated with the row) and the rest of the labels. Even considering 

the poor results for one of the class values: impersonation, the rest presents very good results. It is important 

to keep in mind the strong unbalanced nature of the dataset, and how easy is for a classifier, under these 

conditions, to adopt the majority class as the unique classification result. This only occurs for one of the 

class values (impersonation), as can be seen in detail in Table II that shows the confusion matrix (Bhuyan, 

Bhattacharyya & Kalita, 2014) for the DDQN model applied to the AWID dataset with 4 class values. The 

number of true positives in Table II is high for all class values except for the impersonation attack, with no 

true positives (that is the reason for the zero value of F1, precision and recall, in Table I) and, where almost 

all predictions have fallen within the normal value. 
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Table I. One vs. rest performance metrics for the DDQN model (AWID dataset) 

 

 

Table II. Confusion matrix for the DDQN model (AWID dataset) 

 

4.3 Summary of results 

The DDQN model (which is the DRL model that presents best results) has a comparable detection 

performance (accuracy, F1, precision and recall), and, in some cases, better than alternative SOTA ML 

models (e.g. Random Forest, Decision Trees, SVM, Naïve Bayes…).  

The results were obtained with two different IDS datasets, and in both cases our model based on DDQN 

has been in the set of the best solution models, while the alternative SOTA model, for each dataset, has 

been very different in each case (SVM and Decision Trees for NSL-KDD and AWID respectively). The 

conclusion is that our model provides a more robust solution in different scenarios.  

It is particularly important to mention the excellent results of DDQN in the recall metric, which is crucial 

for an intrusion detection algorithm, since we want to reduce at a minimum the number of false negatives.  

In addition to demonstrating that DRL models can be applied to intrusion detection problems with a 

labeled dataset, the classifiers obtained (once they are trained) are a simple and fast neural network that can 

be deployed in modern high-performance and distributed computing environments (e.g. Tensorflow) 

(Abadi et al., 2016). In particular, the DDQN model, at test time, provides much smaller prediction times 

than the best SOTA models studied for this work. 

Considering the results presented in Fig. 10, we can conclude that the application of DRL models to a 

scenario with a labelled dataset depends to a large extent on the choice of the value of  the discount factor. 

This is an unexpected and significant discovery, since it seems that the fact of not interacting with a live 

environment (which means that the feedback loop caused by the impact of the actions on the environment 

is broken), we must be more conservative in each update of our policy function, making the convergence 

slower but more stable. This effect is particularly important for the DQN and DDQN models due to the 

reasons provided in Section 4.1.    

 

We have implemented all the models in python using the scikit-learn package (Pedregosa et al., 2011), 

except all linear models (including linear-SVM and Logistic Regression), MLP, CNN and all DRL models 

for which we have used Tensorflow.  All computations have been performed in a PC with an Intel i7 CPU 

and 16GB RAM. 

 

 

5. Conclusion 

As a summary, the contributions of the paper are: (1) New algorithm that improves the results of intrusion 

detection compared to the existing techniques of machine learning and deep learning. (2) Intrusion detection 
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algorithm based on an extremely simple and fast policy network, especially suitable for demanding 

applications in modern data networks that require a rapid response. (3) The resulting model is suitable for 

on-line learning, which is necessary for data networks with changing environments. (4) Novel application 

of DRL for supervised learning. (5) The optimization process is driven by a rewards function that is not 

required to be differentiable, which makes it more flexible an applicable to all kind of problems.  

We provide a comparison study of four DRL algorithms (DQN, DDQN, Policy gradient and actor-critic) 

and how they can be applied to a dataset labeled with intrusions instead of interacting with a live network 

environment. An additional analysis is provided comparing these algorithms with several alternative 

machine learning models, considering three performance aspects: (1) prediction scores, (2) training and (3) 

prediction times, and using two different intrusion detection datasets (NSL-KDD and AWID) to facilitate 

the generalization of the results. 

The best DRL algorithm (DDQN) has a detection performance (measured by several performance 

metrics: accuracy, F1, precision and recall) comparable, and, in some cases, better than  a full range of 

SOTA ML models (e.g. Random Forest, Decision Trees, SVM, Naive Bayes…). In addition, DDQN, and 

in general DRL methods, present and important advantage in terms of significantly reduced prediction 

times, which makes them very suitable for on-line detection and new highly demanding network services 

(e.g. IoT networks). 

In addition to the novel application of a DRL framework to a dataset of logged features and associated 

class labels (instead of a live environment capable of responding in real time to the actions of the algorithm), 

another important contribution of this work is to show the importance of the discount factor parameter that 

regulates the speed of convergence of the algorithm, being especially important to have a small value for 

this parameter for the convergence of the DQN and DDQN algorithms, under the restrictions imposed by 

this work. Another contribution of this work is to show the necessary data preparation that is required to 

apply the DRL models to a labeled dataset, and to propose a way of doing this preparation considering the 

specificities of the different models. Finally, our research on reward functions (distance between the 

predicted and ground-truth labels) has produced the surprising conclusion that the simple 1/0 reward 

function produces better results than more sophisticated alternatives, e.g. cross-entropy and categorical 

hinge (section 3.2.2.1). 

As future work, we plan to investigate the application of new DRL algorithms, specifically the 

application of multi-agent and adversarial models for DRL which can be applicable to intrusion detection 

problems (Pinto et al. 2017; Busoniu, Babuska & De Schutter, 2010). 
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