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a b s t r a c t 

Background and objective: Neurotechnologies have great potential to transform our society in ways that 

are yet to be uncovered. The rate of development in this field has increased significantly in recent years, 

but there are still barriers that need to be overcome before bringing neurotechnologies to the general 

public. One of these barriers is the difficulty of performing experiments that require complex software, 

such as brain-computer interfaces (BCI) or cognitive neuroscience experiments. Current platforms have 

limitations in terms of functionality and flexibility to meet the needs of researchers, who often need to 

implement new experimentation settings. This work was aimed to propose a novel software ecosystem, 

called MEDUSA 

©, to overcome these limitations. 

Methods: We followed strict development practices to optimize MEDUSA 

© for research in BCI and cogni- 

tive neuroscience, making special emphasis in the modularity, flexibility and scalability of our solution. 

Moreover, it was implemented in Python, an open-source programming language that reduces the devel- 

opment cost by taking advantage from its high-level syntax and large number of community packages. 

Results: MEDUSA 

© provides a complete suite of signal processing functions, including several deep learn- 

ing architectures or connectivity analysis, and ready-to-use BCI and neuroscience experiments, making it 

one of the most complete solutions nowadays. We also put special effort in providing tools to facilitate 

the development of custom experiments, which can be easily shared with the community through an 

app market available in our website to promote reproducibility. 

Conclusions: MEDUSA 

© is a novel software ecosystem for modern BCI and neurotechnology experimen- 

tation that provides state-of-the-art tools and encourages the participation of the community to make 

a difference for the progress of these fields. Visit the official website at https://www.medusabci.com/ to 

know more about this project. 

© 2023 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Neuroscience is a multidisciplinary field devoted to under- 

tanding the brain, one of the most complex research endeavors 
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owadays. Since the late nineteenth and early twentieth centuries, 

hen Santiago Ramón y Cajal and other pioneers established 

he first steps of modern neuroanatomy, this field has witnessed 

mpressive advances and our understanding of the central nervous 

ystem is rapidly growing [1] . This development is directly linked 

o the technical advances in neuroimaging, which now allow to 

haracterize the anatomical structure and functional activity of 

he brain with unthinkable precision just a few decades ago [2] . 

till, we are just scratching the surface, and there are countless 

uestions that remain to be answered. Due to the complexity of 

rain research, neuroscientists break down the problem to analyze 

t from multiple perspectives, ranging from structural details 

t the molecular level to high level functions such as memory, 
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anguage or conscience [2] . Moreover, this science has benefited 

n recent years from the contributions of physicians, psychologists, 

hilosophers, mathematicians or engineers to build one of the 

ost fruitful areas of multidisciplinary research in the history of 

cience [2] . 

In order to gain new insights into brain function, researchers 

ften need to conduct sophisticated experiments while recording 

mages or signals from the brain. In general, these experiments can 

e implemented using open-loop or closed-loop systems. Open- 

oop systems are those where the subject performs a task while 

t least one signal or image is being recorded, but these record- 

ngs do not affect the outcome of the experiment [3] . An illustra- 

ive example could be the recording of functional magnetic res- 

nance imaging (fMRI) from a subject performing some mathe- 

atical calculations to study the regions implicated in this men- 

al task. On the other hand, closed-loop experiments establish a 

ausal relationship between the user’s brain activity and the out- 

ome of the experiment through the analysis in real time of the 

ecorded data to extract meaningful information. Closed-loop sys- 

ems are implemented using brain-computer interfaces (BCI), a 

ovel technology that provides new ways of interaction between 

ur brain and the environment with different applications, such as 

evice control to increase the quality of life and independence of 

everely disabled people, neurorehabilitation or cognitive training, 

mong others [3,4] . Therapies based on neurofeedback are exam- 

les of closed-loop systems that are being intensively investigated 

s promising non-pharmacological interventions for multiple neu- 

opsychiatric disorders [5] . 

The implementation of such experiments requires specific soft- 

are to handle the signal acquisition, data processing, task presen- 

ation, and feedback to the user [3] . The design and development 

f these tools is difficult and time consuming, requiring extensive 

echnical knowledge of electronics or programming. Furthermore, 

 great flexibility is often required in this research environment 

o rapidly adjust the applications to particular studies or projects. 

nfortunately, this expertise is often out of reach for most neu- 

oscience research groups, who stick to the available software or 

ely on external entities to develop the required programs for their 

esearch, leading to delays and cost increases. This is particularly 

elevant in closed-loop experiments implemented with BCIs due to 

heir technical complexity [6,7] . 

In this context, software tools and applications specifically de- 

igned to facilitate the implementation of neuroscience experi- 

ents are of great importance for the progress of brain research 

nd neurotechnology. In fact, the impact that this kind of tools 

ould have in particular fields should not be underestimated, given 

heir ability to speed up experimentation, reduce project costs, and 

nable the participation of researchers without technical knowl- 

dge [8] . While there is a wide range of signal/image processing 

oolboxes with state-of-the-art methods (e.g., EEGLAB, Brainstorm, 

NE), there are limited options for experimental design and im- 

lementation. Most of the current tools have few or none cus- 

omization options and they can only be applied for specific tasks. 

oreover, these programs are often distributed under proprietary 

erms with no compatibility between biomedical recording equip- 

ent from different manufacturers, which limits the opportunity 

o take advantage from all the resources available in a research lab- 

ratory. 

There have been some attempts to overcome these limitations. 

wo examples of open-source platforms for neuroscience research 

ith success within the BCI community are BCI20 0 0 ( https://www. 

ci20 0 0.org ) [9] and OpenVibe ( http://openvibe.inria.fr ) [8] . Al- 

hough these platforms have been widely used in BCI studies for 

ears, they have drawbacks that should be considered. Their signal 

cquisition module is not prepared to handle multiple input sig- 

als, which limits their application in a wide range of experiments 
2 
e.g., collaborative and competitive BCIs). Another important aspect 

s that their implementation in C++, a complex programming lan- 

uage, is not convenient to keep up with the latest developments 

n the BCI field. For instance, BCI20 0 0 and OpenVibe do not offer 

ome state-of-the-art BCI paradigms, such as those based on code- 

odulated visual evoked potentials (c-VEP) [10] , or signal process- 

ng algorithms, such as deep neural networks [11] . Moreover, these 

latforms lack specific tools to create and share new applications 

nd experiments, which are important functionalities in research 

nvironments. As a result, despite the useful help that they pro- 

ided in the past decades, the community has little opportunity 

o contribute to their development. These limitations also apply to 

ess-known projects that, in some cases, are barely (or no longer) 

aintained: BF++ ( http://www.brainterface.com ) [12] , xBCI ( http: 

/xbci.sourceforge.net ) [13] or Pyff ( https://bbci.de/pyff/index.html ) 

14] . In this context, novel platforms with the power and flexibility 

o address the complexity of these challenges could drive further 

dvances in the field. 

In this article, we present MEDUSA 

©, a novel Python-based 

oftware ecosystem to implement BCI and neuroscience experi- 

ents that aims to overcome the previous limitations. The high- 

ights of this open-source solution are: (1) compatibility with vir- 

ually any signal acquisition system supported by high-level func- 

ionalities built on top of the lab-streaming layer (LSL) proto- 

ol, including the possibility of recording multiple signals at the 

ame time; (2) complete suite of BCI paradigms and cognitive 

euroscience experiments, such as event-related potential (ERP) 

pellers based on c-VEP and P300, motor imagery (MI), neuro- 

eedback and neuropsychological tasks (Dual N -back, Stroop task, 

igit Span test, Corsi Block Tapping test and Go/No-go task); (3) 

tate-of-the-art signal processing methods and models for offline 

nd online processing, including deep neural networks and con- 

ectivity analysis; (4) developer tools to simplify the implemen- 

ation of custom open-loop and closed-loop experiments; and (5) 

pecific functionalities to share experiments and to promote open 

cience, reproducibility, and collaboration within the community, 

ncluding an app market and several discussion spaces in our 

ebsite. 

. Overview of MEDUSA 

©

.1. Components 

MEDUSA 

© is a software ecosystem for the development of BCI 

nd neuroscience experiments. It has two independent compo- 

ents with different goals: MEDUSA 

© Kernel and MEDUSA 

© Plat- 

orm. 

MEDUSA 

© Kernel is a Python package that contains ready-to- 

se methods for analyzing brain signals, including advanced sig- 

al processing, machine learning, deep learning, and miscellaneous 

igh-level analyses. It also includes logical functions and classes to 

andle different biosignals, such as electroencephalography (EEG) 

nd magnetoencephalography (MEG), save experimental data or 

mplement standalone processing pipelines. 

MEDUSA 

© Platform is a desktop application, also programmed 

n Python, that implements high level functionalities to perform 

xperiments. It includes a modern graphic user interface (GUI) 

upported by advanced signal acquisition functions and real time 

harts. One of the most critical features is the possibility to in- 

tall and create apps, which are implementations of neuroscience 

nd BCI experiments or paradigms. Noteworthy, all these function- 

lities rely on MEDUSA 

© Kernel to perform the necessary real-time 

ignal processing. In the following sections these characteristics are 

xplained in detail. 

https://www.bci2000.org
http://openvibe.inria.fr/
http://www.brainterface.com/
http://xbci.sourceforge.net/
https://bbci.de/pyff/index.html
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.2. Design principles 

MEDUSA 

© has been designed and developed following three 

rinciples: 

• Modularity: MEDUSA 

© is made of autonomous structures or- 

ganized in different levels of abstraction that are connected 

through simple communication protocols. This allows to quickly 

fix or upgrade functionalities without interfering with the 

rest of the components. For instance, MEDUSA 

© Kernel pro- 

vides different interfaces for low-level and high-level functions 

with specific implementations that facilitate independence. In 

MEDUSA 

© Platform, the design philosophy is similar. Its archi- 

tecture allows the creation of new experimental protocols on 

demand using specific components, called apps, which are in- 

dependent of real-time acquisition and visualization stages. 
• Flexibility: MEDUSA 

© has been specifically designed as a re- 

search tool by means of an architecture that allows to per- 

form quick experiments with new signal processing methods 

and feedback paradigms. In addition, we put special emphasis 

on the documentation and code comments, including examples 

and tutorials that illustrate the operation of the platform and 

how to develop new apps. 
• Scalability: MEDUSA 

© is designed to update its capabilities over 

time without modifying unrelated parts of code thanks to the 

use of standardized meta-classes, which is particularly useful in 

a research context. This design allows the software to keep up 

with latest developments in the BCI field, which may include 

new signal processing algorithms or BCI paradigms. 

.3. Implemented in Python 

MEDUSA 

© has been developed in Python. Currently, this high- 

evel, open-source programming language is one of the most 

idely used in both research and industry due to its simplicity and 

pen-source philosophy [15] . In comparison with other languages, 

uch as C, C++ or Java, Python simplifies the development of com- 

lex programs at the expense of an affordable reduction in perfor- 

ance [16] . This is especially important in research environments, 

here flexibility is a key feature as new methods and experi- 

ents are constantly developed. In addition, it has a large com- 

unity that develops a wide range of specific tools and libraries. 

EDUSA 

© exploits the power of packages such as SciPy, Numpy, 

cikit-learn or Tensorflow, which are the result of a joint effort to 

mplement state-of-the-art data processing, machine learning and 

eep learning [15,16] . This gives MEDUSA 

© an important advantage 

ver other neurotechnology platforms (e.g., BCI20 0 0, OpenVibe), as 

t allows us to incorporate the latest developments in these areas 

irectly in the software workflow. 

.4. Distribution 

MEDUSA 

© is an open-source suite distributed under Creative 

ommons Attribution-NonCommercial-NoDerivs 2.0 license. It can 

e freely downloaded from the official website: www.medusabci. 

om . Additionally, the website provides updated information, doc- 

mentation, tutorials and a discussion forum for the commu- 

ity. The official repositories of all our developments, including 

EDUSA 

© Platform and MEDUSA 

© Kernel, can be found at www. 

ithub.com/medusabci . 

. MEDUSA 

© kernel 

MEDUSA 

© Kernel is a Python library, available in the Python 

ackage Index (PyPI) repository, with a complete suite of functions 

or signal processing. The included functions can be categorized 
3 
ccording to their different levels of abstraction. The first level is 

omposed of low-level functions, which are generic methods that 

an be used to process signals in many scenarios, including the fol- 

owing: 

• Temporal filters: configurable infinite impulse response (IIR) 

and finite impulse response (FIR) filters. 
• Spatial filters: common average reference (CAR), laplacian filter, 

multi-class common spatial patterns (CSP) and canonical corre- 

lation analysis (CCA). 
• Local activation metrics: including spectral metrics, such as 

band power, median frequency or Shannon entropy; and non- 

linear features, such as central tendency measure, sample en- 

tropy, multiscale entropy, Lempel-Ziv’s complexity and Multi- 

scale Lempel-Ziv’s complexity. 
• Connectivity metrics: amplitude-based metrics, such as am- 

plitude correlation envelope (AEC) and instantaneous ampli- 

tude correlation (IAC), and phase metrics, such as phase lock- 

ing value (PLV), phase-based lag index (PLI) and weighted PLI 

(wPLI). 

In a higher level of abstraction, there are functions that apply 

 processing pipeline to the input data to analyze certain features. 

EDUSA 

© Kernel does not assume the nature of the input data 

n low-level functions, but most of the high-level analysis that are 

urrently implemented are designed to work with EEG and MEG 

ecordings. In short, high-level functions use the low-level meth- 

ds to implement specific use-cases. These functions include signal 

rocessing algorithms for BCIs based on: 

• P300 potentials: complete classification pipelines including 

regularized linear discriminant analysis (rLDA) [17] , EEGNet 

[18] and EEG-Inception [19] that can be applied in offline and 

online experiments; P300 analysis and charts; and specialized 

data structures and functions for command decoding. 
• Motor imagery: complete classification pipelines including CSP 

combined with rLDA [20] , EEGNet [18] , EEG-Inception [21] and 

EEGSym [21] that can be applied in offline and online modes; 

MI analysis charts; and specialized data structures for MI de- 

coding. 
• c-VEPs: offline and online circular-shifting reference pipeline 

based on CCA [10] ; c-VEP analysis and charts; raster latencies 

correction; filter banks; and maximal length sequences (i.e., m- 

sequences) generation through linear feedback shift registers 

(LSFR) for binary and p-ary bases. 
• Neurofeedback (NF): battery of high-level models based on 

spectral and connectivity metrics ready to be applied in online 

and offline apps [22] . 

This modular architecture, organized in levels of abstraction, 

uarantees independence between the different components of the 

ibrary. Additionally, the package includes classes and functions to 

mport data from other toolboxes (e.g., MATLAB, MNE), define the 

ata format of signals and experiments, save recordings to sev- 

ral file types (e.g., bson, json, mat) and implement custom real- 

ime signal processing pipelines. Furthermore, some of the func- 

ions, including the BCI models, can be applied in both online 

nd offline experiments. Therefore, MEDUSA 

© Kernel can be used 

or offline analysis of previously recorded data, such as public 

atabases, or in real-time tasks. In fact, MEDUSA 

© Platform relies 

n this package for signal processing. This is an interesting fea- 

ure that allows reproducing the exact same results achieved in an 

nline experiment during subsequent offline analyses, thus facil- 

tating experimental reproducibility. Finally, it is worth mention- 

ng that community contributions to this package are welcome. 

or more information, check the official documentation page at 

ttps://docs.medusabci.com/kernel . There, you will find the API ref- 

rence, hands-on tutorials, and the contributor’s guide. 

https://www.medusabci.com
https://github.com/medusabci
https://docs.medusabci.com/kernel/
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Fig. 1. Schematic overview of MEDUSA ©. EEG: electroencephalography; ECG: electrocardiography; EMG: electromyography; LSL: lab-streaming protocol. An arbitrary number 

of input signals can be received in the platform through the LSL. These signals are available for real-time charts and apps, which implement open-loop or closed-loop BCI 

and neuroscience experiments. In this case, we represent the row-column paradigm (RCP) app. Functions from the Kernel may be used for signal processing in real-time 

charts and apps. In this example, the model detects the event-related potentials (ERP) in the EEG. 
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. MEDUSA 

© platform 

The architecture of MEDUSA 

© Platform follows a generic and 

daptable structure that can be applied to most BCI and neuro- 

cience experimental designs. This architecture can be divided in 

hree main modules: signal acquisition, real-time charts, and apps. 

ach of these modules plays an essential role during the exper- 

mental process. The functionalities of these modules can be ac- 

essed from a modern GUI that provides a quick and intuitive con- 

rol of the software. The Fig. 1 shows a schematic overview of 

EDUSA 

©, including all the components that will be introduced 

n this section. Additionally, the Fig. 2 shows the main window of 

EDUSA 

© Platform. The official documentation is hosted at https: 

/docs.medusabci.com/platform . There, you will find hands-on tu- 

orials, and the contributor’s guide. 

.1. Signal acquisition 

The signal acquisition module provides advanced functions 

or managing physiological measurement equipment in real time 

ia LSL. This open-source protocol enables standardized time se- 

ies recording by handling the networking, time-synchronization 

nd real-time propagation of data. MEDUSA 

© Platform wraps 

SL with high-level functionalities to offer more options than 

he original implementation, making our solution independent of 

he data recording hardware. This feature is especially impor- 

ant in research environments where a wide range of commer- 

ial and non-commercial devices are used to perform specific 

xperiments. 

In order to connect a device with MEDUSA 

© Platform, a LSL 

ridge (i.e., independent script or program) is needed to receive 

ata using the device-specific application programming interface 

API) and send it over LSL. Then, MEDUSA 

© Platform can be config- 

red to receive the stream, selecting the type of signal and channel 

nformation. Once the stream has been configured, it will be avail- 

ble for real-time visualization and apps. Noteworthy, MEDUSA 

©

latform can manage several LSL streams at the same time, which 

s useful to synchronously record different signals or implement 

ollaborative/competitive BCIs. 
4 
In recent years, LSL has been adopted by the research commu- 

ity as a facto standard to record biological signals, such as EEG, 

lectrocardiography (ECG), or electromyography (EMG), in many 

esearch laboratories around the world. This open source protocol 

as a large community developing LSL bridges for most commer- 

ial EEG recording devices (e.g., g.tec, Brain Products, Neuroscan, 

tc.). Moreover, in those cases where LSL support is not yet avail- 

ble for a specific device, the user could write a LSL bridge in or- 

er to connect the hardware to LSL and stream the data. Check 

ur tutorial on how to create LSL bridges, which is available in 

he documentation, for more information. These features make LSL 

 suitable technology to support the signal acquisition module of 

EDUSA 

© Platform in order to take its functionalities one step 

head of other available solutions. For more information about LSL, 

isit the official website https://labstreaminglayer.org . 

.2. Real-time charts 

MEDUSA 

© Platform implements several types of charts to allow 

he visualization of LSL streams in real time. The panel can be fully 

ustomized to fit different charts that can be adapted depending 

n each situation. This module is implemented using PyQtGraph 

 https://www.pyqtgraph.org ), an open source Python package opti- 

ized for real-time representations with minimum resource con- 

umption. Currently, both time and frequency representations are 

upported. 

The temporal charts show the signal time courses in real 

ime. Single and multi-channel charts are supported, with full 

ontrol over the pre-processing of the signal before its repre- 

entation, display time, decimation factor to reduce computa- 

ional cost, scaling, and GUI characteristics (e.g., line width, colors, 

tc.). 

The frequency charts estimate the power spectral density (PSD) 

sing the Welch method. The lightweight implementation of this 

lgorithm allows to transform the signal in real time, achieving a 

mooth temporal visualization of single or multi-channel signals. 

he chart also includes the possibility to configure several parame- 

ers, such as the spectral resolution, overlap or the segment length. 

hese charts allow an alternative representation of the LSL streams 

https://docs.medusabci.com/platform/
https://labstreaminglayer.org
https://www.pyqtgraph.org
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Fig. 2. Main window of MEDUSA © Platform. The view is divided in panels to control the different functionalities. These panels are: apps (up-left), log (bottom-left) and 

real-time plots (right). Additionally, more controls and configurations are available in the task bars. 
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o identify specific signal features, noisy components and sensor 

alfunctioning. 

.3. Apps 

The apps are the central components of MEDUSA 

© Platform. 

hese programs implement tasks or stimulation paradigms and 

rovide real-time feedback while monitoring one or more signals. 

he architecture of the platform has been designed to provide 

ndependence between the signal acquisition and real-time visu- 

lization modules and the apps. Moreover, the software provides 

eneric workflows that are applicable for most BCI and neu- 

oscience experiments, which represents a powerful feature of 

EDUSA 

©. This design increases the scalability of the solution, 

llowing to develop new apps on demand without modifying the 

ase code of the platform. 

Apps based on Qt ( https://www.qt.io ) and Unity ( https: 

/unity.com ) are currently supported. In both cases, the workflow 

f the application is implemented in Python within MEDUSA 

©, 

ut the stimulus and feedback presentation is performed by these 

rameworks. Qt is a widely used library, developed in C++ but 

ith official bindings for Python, for the design and development 

f GUIs. Qt is powerful and simple, and comes with a large set 

f predefined widgets and functions, which makes it suitable for 

eveloping simple apps in a short time. However, this framework 

oes not provide precise refresh rates and time synchroniza- 

ion, a key requirement in some experiments, e.g. BCIs based on 

teady-state visual evoked potentials (SSVEPs) or c-VEPs. On the 

ther hand, Unity is a powerful graphic engine that implements 

dvanced options for GUI control, 3D modeling and animations. 

lthough the development of visual applications and games is 

ore complex in this framework, it provides precise time control 

ver refresh rate and stimulus presentation, making it suitable 

or advanced BCI applications. Of note, programming a Unity 

pplication implies coding in C#, its native programming language. 
5 
he communication between Unity and MEDUSA 

© is performed 

hrough a multi-client asynchronous TCP/IP-based protocol. 

Six ready-to-use apps are currently available for MEDUSA 

© Plat- 

orm. However, the possibilities do not end here, because our soft- 

are is especially designed to facilitate the implementation of 

ustom experiments. To this end, Qt and Unity-based templates 

re provided in order to simplify the design and development of 

ew apps, providing a generic workflow that should be applicable 

n most experiments. Additionally, we provide a complete guide, 

hich can be found in the official documentation, that explains in 

etail how to design and develop apps for MEDUSA 

© Platform, giv- 

ng real examples. Afterwards, these apps can be shared through 

he official app market at https://www.medusabci.com/market . In 

he following subsections, we present the apps that are currently 

vailable. 

.3.1. Recorder 

This app is designed as a generic open-loop system that makes 

he recording of bio-signals easier. Custom conditions (e.g., eyes 

losed, eyes open) and events (e.g., movement, blink) can be de- 

ned. An interesting feature is the possibility of creating a record- 

ng plan with different conditions to maximize automatization. The 

ime for each condition can be defined in advance, with sounds 

nd messages being emitted when the time of each stage is up 

e.g., 5 min eyes open, 5 min eyes closed, 2 min reading). Condi- 

ions and events can also be marked by pushing a button. Natu- 

ally, the timestamps and labels of the conditions and events are 

egistered for offline analysis purposes. 

.3.2. RCP speller 

This app implements the classical P300 speller based on the 

ow-column paradigm (RCP) proposed by Farwell and Donchin 

23] . The RCP displays a matrix of commands whose rows and 

olumns are highlighted in a random order. For each selection (i.e., 

https://www.qt.io
https://unity.com
https://www.medusabci.com/market/
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Fig. 3. Screenshots of some MEDUSA© apps. (a) row-column paradigm (RCP) speller, (b) code-modulated visual evoked potentials (c-VEP) speller, (c) Motor imagery 

paradigm, (d) Jedi cube scenario from the neurofeedback app, (e) Luke’s spaceship scenario from the neurofeedback app, (f) Neurorunner scenario from the neurofeed- 

back app, (g) Digit Span test from the Neuropsychological evaluation app (h) Corsi Block-Tapping test from the Neuropsychological evaluation app, (i) Dual N -Back test from 

the Neuropsychological evaluation app. 
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rial), the user has to stare at the target command while ignor- 

ng the other stimuli. When the trial ends, the application finds 

ut the command by detecting the P300 elicited in the EEG of the 

ser just after each target stimulus. The original purpose of the 

CP speller was to improve the independence and quality of life of 

everely disabled people by providing a new channel of communi- 

ation between the brain and the environment [3] . Despite the fact 

hat this paradigm has been surpassed in recent years in terms of 

recision and selection speed by more advanced options, such as 

SVEPs and c-VEPs, it is still widely used and it can be applied to 

nvestigate attention, visual information processing and cognitive 

esponses within the brain [24,25] . 

The RCP speller app for MEDUSA 

© Platform provides advanced 

ptions. First, it allows to configure all the important parame- 

ers: stimulus duration, inter-stimulus interval, text or icon com- 

ands, flashing colors or command functions. Moreover, the avail- 

ble models for P300 detection include widely used options, such 

s rLDA, or advanced deep convolutional neural networks, such 

s EEGNet or EEG-Inception to improve performance [19] . It is 

lso worth mentioning that it allows to configure the number of 

ommands, including nested matrices to design complex menus 

or practical applications. The current implementation has been 

sed in several studies to date, delivering state-of-the-art results 

17,19,26,27] . The Fig. 3 (a) shows a screenshot of this application. 

.3.3. c-VEP speller 

This app provides a BCI speller based on c-VEPs under the 

ircular-shifting paradigm [10] . The use of c-VEP as control signals 

s a recent but promising alternative to achieve reliable, high-speed 

CIs for communication and control with very short calibration 
6 
imes [10] . Here, the commands are encoded using shifted versions 

f a pseudorandom sequence that exhibit low auto-correlation val- 

es for non-zero circular shifts. Under the assumption that the EEG 

esponse to the encoded stimuli shares some of the correlation 

roperties of the original sequence, EEG responses elicited by look- 

ng at the shifted-versions of the sequence will allow users’ inten- 

ions to be decoded through a correlation analysis [10] . 

To the best of our knowledge, MEDUSA 

© Platform is the only 

oftware that includes a c-VEP-based BCI speller nowadays. The ap- 

lication allows to customize a wide variety options, such as the 

umber of commands, sequence rate (i.e., the rate at which the 

ode is displayed), sequence length, color encoding and signal pro- 

essing. Four different binary m -sequences with different lengths 

31, 63, 127, and 255 bits) are available to allow users to include a 

ariable number of commands. Then, encoding is automatically ap- 

lied using circular-shifting seeking for maximal spacing between 

ags to benefit the subsequent decoding. By default, the application 

ses the “reference method” for circular-shifting as signal process- 

ng pipeline; i.e., epoch averaging and CCA to compute command 

emplates and a correlation-based classifier for decoding (for more 

nformation, see Martínez-Cagigal et al. [10] ). To improve accuracy 

or some users, the application also provides the ability to include 

 filter bank. Figure 3 (b) shows a screenshot of this app. 

.3.4. Motor imagery 

This app implements a classical two-class MI experiment. MI 

s detected by decoding the oscillations in the electric field in the 

ensorimotor cortex of the brain known as sensorimotor rhythms 

3] , and other components of movement-related cortical poten- 

ials [3] . The use of MI-based BCIs is of great interest due to its
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reat potential for rehabilitation by inducing neural plasticity in 

he brain [28] . 

The app shows a color changing sphere and a sliding bar, in 

hich color and position are continuously updated depending on 

he detected class. Additionally, it allows to configure important 

arameters, such as preparation, trial or rest duration, or the clas- 

ification model (CSP + rLDA [20] or EEGSym [21] ). Typically, a pre- 

ious calibration run of around 60 to 100 trials of each class would 

e needed to use the traditional CSP + rLDA classifier [20] . Alter- 

atively, this app includes an initialized version of EEGSym trained 

ith data from 280 subjects to start an experiment without cali- 

ration with an expected accuracy above 80% (for more informa- 

ion regarding the pre-training of the network, see Pérez-Velasco 

t al. [21] ). The MI application also integrates a simple visualiza- 

ion tool of the event related desynchronization / synchronization 

ssociated with a MI event. Figure 3 (c) shows a screenshot of this 

pp. 

.3.5. Neurofeedback 

This app includes the necessary tools to perform neurofeedback 

tudies. Neurofeedback is a technique that presents real-time feed- 

ack to inform the user about specific features of their brain ac- 

ivity [5] . The aim is to facilitate self-regulation of brain activity 

sing operant conditioning. Through neuro-plasticity mechanisms, 

his technology makes it possible to induce changes in brain activ- 

ty that mediate cognitive functions, such as working memory [29] , 

ustained attention [30] , and episodic memory [31] . 

The implementation on MEDUSA 

© Platform has three different 

cenarios to facilitate the design of neurofeedback protocols with 

rogressive difficulty. Each scenario has a different gamified de- 

ign in order to keep the user motivated and engaged throughout 

he study [32] . These scenarios are: (1) a rising cube whose posi- 

ion and rotation speed depends on the user’s brain activity; (2) 

 futuristic scene were the avatar has to rise his spaceship, again 

ith the position controlled by the feedback metric; and (3) a foot 

ace against an opponent, where the user can increase the speed 

f the avatar using the BCI. This application allows to easily con- 

gure all the important parameters of a neurofeedback study: the 

eedback rate, the brain activity to be trained (metrics based on 

and powers or connectivity between different regions), the chan- 

els used to provide feedback or the difficulty of the objectives to 

e achieved in each scenario. Figure 3 (d)–(f) show screenshots of 

he three training scenarios contained in this app. 

.3.6. Neuropsychological evaluation tasks 

This set of apps implement the computerized version of neu- 

opsychological assessment tests widely used in the study of ex- 

cutive functions, such as attention or working memory. Specifi- 

ally, MEDUSA 

© Platform includes the following: Dual N -Back [33] , 

troop task [34] , Digit Span test [35] , Corsi Block-Tapping test 

36] and Go/No-go task [37] . 

The implementation of these scenarios makes it possible to use 

hem in conjunction with biosignal recording equipment. This en- 

bles analysis of changes in the user’s brain activity in response to 

he cognitive demand generated during the use of the app. These 

xperiments can be used both in cognitive assessment for neu- 

ofeedback and cognitive psychology studies. Figure 3 (g)–(i) show 

creenshots of three of these test. 

. Discussion 

There are important aspects that are worth discussing regard- 

ng the implementation and functionalities of MEDUSA 

©. In the 

ollowing paragraphs, we analyze these aspects, providing at the 

ame time an in-depth comparison with other general-purpose BCI 

latforms, such as BCI20 0 0 and OpenVibe. For this comparison, we 
7 
nly considered software that includes all three stages of a BCI sys- 

em: signal acquisition, signal processing, and feedback presenta- 

ion. Therefore, the comparison leaves out signal processing tool- 

oxes such as MNE, BioSig or Gumpy. The Table 1 provides a sum- 

arized comparison between the different BCI platforms available 

owadays. 

The first aspect to consider is the programming language, which 

as a direct impact in other characteristics as well. Among the 

revious BCI platforms, BCI20 0 0, OpenVibe, xBCI and BF++ were 

eveloped in C++ and Pyff in Python [8,9,12–14,38] . As can be 

een, most of them are based in C++, a general-purpose stan- 

ard for its efficiency and high performance. Thanks to its low ab- 

traction level, an experienced developer can optimize programs 

o an extent that is not possible with other programming lan- 

uages. Nevertheless, C++ has a steep learning curve and the de- 

elopment is time consuming and complex, making it difficult to 

pdate and maintain the software. On the other hand, Python is a 

eneral-purpose language that reduces development costs thanks 

o its high abstraction level and community packages, flattening 

he learning curve and requiring less lines of code to implement 

he same function. Moreover, unlike in C++, there is a wide range 

f community packages (e.g., Numpy, Scipy, Scikit-learn, Tensor- 

ow) that are specifically designed for signal processing, machine 

earning and deep learning, which simplifies the implementation of 

hese functionalities. This increases the flexibility of Python-based 

oftware, making this language specially suitable for BCI research, 

here the possibility of including new features and testing hy- 

othesis quickly is of great importance. The main disadvantage of 

ython is its reduced performance in comparison with other op- 

ions, such as C++. However, the speed and memory requirements 

or most real-time applications can be met with careful implemen- 

ations using concurrent processing to take advantage of modern 

ulti-core processors. Moreover, critical parts of the software can 

e implemented in more efficient languages (e.g., C, C++ or C#) and 

ave them called from Python. Until now, Pyff was the only BCI 

oftware implemented in this language, but the project has been 

iscontinued for more than 7 years. This leaves MEDUSA 

© as the 

ain alternative in this programming language. 

Another critical aspect is the software maintenance. As can be 

een in the Table 1 , most of the projects are discontinued after 

heir publication. Of the analyzed platforms, only OpenVibe is un- 

er active development to keep up with the latest BCI advances. 

or its part, BCI20 0 0 receives critical updates, but the project does 

ot seem to be adding new functionalities. The rest of the projects 

ave been discontinued for several years or they are only used 

y the groups that developed them [3] . In this regard, it has to 

e taken into account that developing these platforms require ad- 

anced knowledge in software development and operations (De- 

Ops) methodologies, signal processing, machine learning, graph- 

cal user interfaces or game engines. These special characteristics 

ake BCI software updates and maintenance true challenges, es- 

ecially considering the fast rate of developments in the field. As 

 result, the majority of the projects are abandoned few years, or 

ven months, after their official release. Several strategies can be 

pplied to mitigate this problem: (1) modular architecture to al- 

ow updates of individual components without disrupting the rest 

f the platform; (2) flexible implementation in high-level program- 

ing languages, such as Python, with detailed documentation and 

xamples; (3) scalable design, with structures prepared to add ex- 

eriments and functionalities on demand; and (4) provide spe- 

ific tools to facilitate the community contributions. MEDUSA 

© has 

een developed under these principles, which simplifies the main- 

enance process to meet our long-term view of the project. 

Regarding the available functionalities, the current implementa- 

ion of MEDUSA 

© already includes one of the most complete suite 

f signal processing methods and BCI experiments among the re- 
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Table 1 

Comparative between different platforms for BCI experiments. 

Platform Language Last 

update 

Analysis 

toolbox 

Deep 

learning 

Connectivity 

analysis 

LSL 

support 

Open app 

development 

App 

market 

Novel BCI 

paradigms 

Modern 

GUI 

xBCI [13] C + Dec 2008 � 

Pyff [14] Python Feb 2016 � 

BF + [12] C + May 2016 � 

BCI2000 [9] C + Aug 2020 � 

OpenVibe [8] C + Dec 2022 � � � � � 

MEDUSA © Python Dec 2022 � � � � � � � � 

Analysis toolbox: integrated signal processing funtions suitable for offline and online analysis; Open app development: specific tools and guides to develop custom 

experiments; App market: community space dedicated to share apps or experiments; Novel BCI paradigms: refers to most recent BCI paradigms, such as c-VEPs or 

connectivity-based neurofeedback. 
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iewed projects (see the Table 1 ). For instance, MEDUSA 

© is the 

nly software that allows to use both deep learning and connec- 

ivity metrics for online and offline experiments. It also includes 

ix different apps: recorder, RCP speller, c-VEP speller, motor im- 

gery, neurofeedback and five neuropsychological evaluation tasks. 

herefore, it provides a ready-to-use environment for investigating 

mportant aspects in these fields, such as the influence of stimulus 

nd feedback characteristics in different BCI paradigms, offline and 

nline comparison of classification approaches or the characteriza- 

ion of bio-signals (EEG, ECG, etc.) while the subject is perform- 

ng tasks. Additionally, it is worth mentioning that, to the best of 

ur knowledge, our implementation of the c-VEP speller is the only 

ne publicly available at this time, allowing more investigators to 

se this BCI paradigm [10] . In comparison, among the other plat- 

orms, only OpenVibe offers a similar range of applications with 

ifferent MI and neurofeedback experiments, a RCP speller and an 

SVEP speller. Finally, it has to be noted that the viability of these 

unctionalities has been tested in several research studies over the 

ast few years, which provides evidence of the scientific validation 

f our solution [17,19,21,22,26,27,39] . 

Another highlight is that MEDUSA 

© provides specific tools to 

evelop and share custom apps with little effort thanks to its mod- 

lar, flexible and scalable implementation in Python. These tools 

nclude: (1) easy-to-use GUI functions to install and uninstall apps 

n demand; (2) templates and meta-classes with the necessary 

unctions and communication protocols for an easy development 

f custom apps with Qt and Unity; (3) extensive documentation 

ith specific tutorials to implement new experiments; and (4) the 

fficial app market official app market in our website to share apps 

ith the community. Together, these features provide the right en- 

ironment to grow a rich variety of community-developed apps for 

EDUSA 

©. We expect that these tools, complemented by other in- 

eresting features (e.g., discussion forums, a modern website, etc.), 

ill encourage the active participation of a multidisciplinary com- 

unity, which is key to the success of the project. In comparison, 

one of the previous platforms provided specific support to cre- 

te and share custom experiments with the community, as shown 

n the Table 1 . In this regard, simplifying the implementation of 

CI experiments and increasing their reproducibility could drive 

ore developers and other professionals into this field, creating 

n suitable environment to promote the growth of neurotechnolo- 

ies. MEDUSA 

© is the result of our effort s to address these limi- 

ations and bring together a united community to further advance 

his field. 

Despite the advantages of MEDUSA 

©, our work is not without 

imitations, which will be addressed in the future. Like any new 

oftware under active development, there will be bugs to work out. 

n this regard, we ask our users to report issues and suggestions 

hrough the official communication channels: the forum ( https:// 

orum.medusabci.com ) and the GitHub repositories ( https://github. 

om/medusabci ). MEDUSA 

© has been developed and tested on 

indows environments and it does not support Linux or iOS op- 
8 
rating systems for now. We plan to solve this limitation shortly 

o improve the coverage of our software. Additionally, the current 

mplementation of MEDUSA 

© lacks some functionalities that some 

CI researchers might miss. For instance, a wider variety of real- 

ime charts (e.g., real-time spectrogram or M/EEG topographies), 

ither based on PyQtGraph or Matplotlib, would be desirable. We 

lso acknowledge the lack of some BCI applications, including tac- 

ile and auditory paradigms, an SSVEP speller or a multiclass MI 

pp. However, we are committed to the maintenance and contin- 

ous development of MEDUSA 

© to make it the software of choice 

or BCI research. Thus, future versions of the software will include 

hese and other functionalities, which will be made possible by the 

latform’s design advantages. The website will also be completed 

ith more documentation, tutorials and features to encourage the 

articipation of the community. 

. Conclusion 

In this paper, we presented MEDUSA 

©, a novel open-source 

oftware ecosystem for BCI and neuroscience experimentation. It 

ncludes a complete suite of signal processing methods for offline 

nd online applications, such as spectral and non-linear metrics, 

onnectivity analysis or deep-learning models for EEG processing. 

oreover, different ready-to-use experiments are available, high- 

ighting a c-VEP speller, a RCP speller, motor imagery, neurofeed- 

ack and five neuropsychological evaluation tasks. These features 

ake MEDUSA 

© one of the most comprehensive BCI platforms 

owadays. Additionally, we are committed to the maintenance and 

ontinuous development of the software, which is facilitated by its 

exible, modular and scalable design. In this task, the community 

lays a key role. We made special effort s to promote the participa- 

ion of the BCI community by providing specific tools to develop 

nd share new methods and experiments. In our opinion, these 

eatures could make a difference for the progress of neurotechnolo- 

ies in the coming years, especially if the community gets involved 

n the project. 
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