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Abstract: The easy access to electronic devices for users has resulted in the development of a vast
range of programs and applications for visual evaluation and diagnosis that can be downloaded to
any device. Some of them are based on tasks and stimuli that depend on luminance. The aim of the
present study was to evaluate differences in luminance reproduction between electronic devices and
their implications for contrast reproduction. A total of 20 Galaxy Tab A devices with 8-bit graphics
processing units were evaluated. Characterization of every screen was performed obtaining the
response curve for the achromatic stimulus. Mean, maximum and minimum luminance, standard
deviation and coefficient of variation were obtained to assess differences between devices. Variation
of luminance with increasing digital level was observed in all devices following a gamma distribution.
Comparison between devices for mean results showed that some of them differed by as much as
45 cd/m2. The coefficient of variation varied from ~5 to 9%. Mean percentage of differences in
luminance between devices reached 30%. In conclusion, differences in luminance reproduction
between devices were present, even considering devices from the same manufacturing batch. It
cannot be assumed that the characterization of one device can be extrapolated to other devices.
Every device used for research purposes should be individually characterized to ensure the correct
reproduction. For clinical purposes, limitations should be considered by visual specialists.

Keywords: contrast sensitivity; luminance reproduction; luminance characterization; display; tablet;
electronic device

1. Introduction

In recent years, there has been a technological transition in our clinics from the more
conventional printable charts and optotypes to electronic devices. These devices allow for
higher versatility on patients’ visual exams, unifying in the same instrument different tests
and procedures while saving costs and space [1]. From a clinical perspective, compared to
conventional charts and printable content, screens give us the chance to create dynamic
and more complex stimuli but also a better control over the exam conditions. Since they
have their own illumination, the images and reproduced stimuli will not be so affected by
the environmental conditions, especially if measurements are taken in a darkened room
where the device is the only source of light [2].

Handheld electronic devices are becoming increasingly popular in clinical practice as
diagnostic tools for specialists due to their portability and a greater capacity to adapt visual
exams to different contexts, such as subjects with special needs or reduced mobility [3–9].
The use of these devices has been also proposed for the remote monitoring of the patients
by vision specialists, which in the context of COVID-19 could lead to a notable reduction
of risks [10]. Patients now can have access to a device controlled by the vision specialist,
and many possibilities in visual training have been created for home therapies [11]. These
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advantages and the easy access to this technology for users has resulted in the development
of a vast range of programs and applications for visual examination that can be downloaded
to any device with the purpose of diagnosis or patient monitoring by the specialists as well
as self-monitoring or training by the patients [12]. These remote applications are supposed
to be more variable than clinical assessment in a controlled environment, but most of the
variables can be reduced if specific instructions are provided to the final user.

There is a wide variety of displays used for medical purposes, such as diagnostic tools
for physicians, referred to as primary displays, that follow the most stringent requirements
to guarantee adequate performance, since diagnosis or treatment can be influenced by
the correct reproduction of a given image or stimulus [13,14]. In the case of programs
that can be downloaded to different devices, however, do we really know what they are
reproducing? The type of display or the characteristics of the graphics card can widely alter
the reproduction of a given stimulus, even when environmental and ergonomic conditions
are under control [15,16]. Differences in reproduction should be taken into consideration
by the vision specialists as a potential clinical limitation but also by the manufacturers and
designers as a technological challenge [17].

When using electronic devices to evaluate the visual function, and specifically psy-
chophysical measurements based on luminance changes, two important issues must be
considered by clinicians: the luminance of that particular device, since it will determine
the adaptation of the subject and the main mechanism that mediates the response, and the
variations of luminance, since they will determine the incremental threshold and therefore
the ability of the eye to differentiate between stimuli of different luminance [18,19]. The
RGB space of electronic devices is based on the level of switching of its primaries (digital
to analog converter or DAC values). Changes in DAC values do provide proportional
changes in luminance, and it is necessary to know the relation between these two spaces
to provide a correct stimulus reproduction. Characterization is an essential step before
using a specific device to perform visual task examinations, even more so when these
tasks are dependent on luminance or chromatic changes, as occurs with psychophysical
measurements like contrast sensitivity [7,8] or color vision deficiency tests [9]. The process
of characterization allows us to know how a specific stimulus is reproduced in a specific
electronic device, but there is an additional problem that must be considered by designers:
the cross-reproduction errors. Once it is known that one device correctly reproduces a
specific stimulus, could it be extrapolated to other devices? The same designed stimulus
could lead to a different real stimulus in other devices.

The problem of reproduction has been widely studied by engineers and physi-
cians [20–24], and many methods have been proposed for screen characterization [25–28].
The problem of cross-reproduction between different devices has been also studied by
many authors [15,20,22]. Even comparison between devices with the same type of screen
has demonstrated that the reproduction of an achromatic or a chromatic stimulus in dif-
ferent devices cannot be simply performed [16,29]. The aim of the present study was to
evaluate differences in luminance reproduction between devices from the same model,
year of fabrication and manufacturing batch to determine if a global characterization based
on a generic device is a feasible solution to ensure the correct cross-reproduction for an
achromatic stimulus, or otherwise, individual luminance characterization should be per-
formed on each device. Specifically, implications for reproduction of contrast sensitivity
measurements are discussed.

2. Materials and Methods

The process of characterization should consider the spatial uniformity and the tem-
poral stabilization before beginning the colorimetric calibration of the device. Once these
factors were studied and controlled, the colorimeter was used to measure the screen
luminance for a predefined set of DAC values normalized from 0 to 1.
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2.1. Devices

Twenty Samsung Galaxy Tab A (SM-T510, version 2019) devices (Samsung Electronics
Co Ltd., Seoul, Korea) with the Android operating system were evaluated. The size of
the screen was 10.1” (255.4 mm), and the resolution was 1920 × 1200 pixels. A thin
film transistor-liquid crystal display is used to provide up to 16 million colors with an
8-bit graphics processing unit. All devices were manufactured in 2019 and belonged to the
same manufacturing batch, with correlative serial numbers.

2.2. Measurements

Every device was set to the highest screen luminance. Automatic brightness adjust-
ment and screensavers were disabled to avoid changes during examination. The devices
were plugged into an outlet throughout to avoid possible automatic adjustments in bright-
ness as a function of battery charge level. Measurements of luminance in cd/m2 were
obtained experimentally by using the CA-P427 Display Color Analyzer with the CA-
S40 software (Konica Minolta, INC., Tokyo, Japan). This probe performs an automatic
zero-point calibration and has a precision of 1.5% for luminance values over 0.1 cd/m2.
Measurements were obtained in tristimulus values (CIEXYZ 1931), and the second value
(Y) was considered for luminance results. Three consecutive measurements were obtained,
and the average was considered for the analysis. All measurements were performed in a
darkened room.

2.2.1. Spatial Location

The matrix of pixels from the screen is manufactured with a uniform distribution over
space, but due to fabrication processes and individual differences in the components, it
has been demonstrated that the distribution of luminance on the screen is not spatially
uniform [17,24,30]. This heterogeneity will affect the luminance results if the same region
of the screen is not evaluated in every measurement. To avoid variability in luminance
results due to the spatial position of the photodetector, the same region of the screen was
evaluated in every device using a reference stimulus with a central cross. The colorimeter
was attached to the center of the screen perpendicularly to avoid variations in luminance
due to the viewing angle [17,24,31]. The measurement procedure followed is represented
in Figure 1.Technologies 2021, 9, x FOR PEER REVIEW  4  of  13 
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Figure 1. Measurement procedure. The screen of the tablet shows the reference stimulus for the
colorimeter positioning. All measurements were performed in a darkened room.
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2.2.2. Temporal Stabilization

Luminance of electronic displays depends on the intensity level of the matrix of pixels,
that is the number of DAC values that the graphics card can reproduce, but also on the time
they were emitting light. When switching on the display, there is a warming up period,
and after a few minutes we can consider that the display to be stabilized [17,20]. Temporal
stabilization was achieved in one randomly selected tablet measuring the luminance of the
screen every minute during a period of 40 min, and results are represented in Figure 2. The
image shown on the screen for temporal stabilization purposes was a uniform achromatic
stimulus with the maximum DAC value in the three primaries (R = G = B = 1). Twenty
minutes after switching on the device, the variation in luminance over time was less
than 1 cd/m2 (that is a percentage of variation of 0.3% in luminance), so this period was
established as necessary to provide stable results. Screens of every tablet were then turned
on at least 20 min before the study measurements.
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Figure 2. Luminance response curve over time for a randomly selected tablet. Luminance increases
more rapidly in the initial minutes and reaches a variation of less than 1 cd/m2 20 min after switching
on the device.

2.2.3. Characterization Method

Different mathematical methods have been proposed to carry out the process of
characterization [25–28]. One of the most popular methods (developed for cathode ray
tube displays) is “gain–offset–gamma” which has demonstrated a perfect mathematical
adjustment (potential adjustment) of the results for CRT displays [25–27], whereas other
types such as TFT or LCD followed a sigmoid adjustment [22]. In the present study, the
gain–offset–gamma method was used for characterization.

2.2.4. Achromatic Characterization

The problem of screen reproduction is critical when using the devices for luminance-
based measurements but is even more critical when analyzing the response to a chromatic
stimulus as demonstrated in previous studies [15,16]. In this study, we focused only on
luminance characterization of the devices, and therefore achromatic stimuli were measured.
For study purposes, a discrete set of stimuli (uniform images) was created with 25 different
DAC values in constant steps from 0 to 1 and the same level for each primary color
(R = G = B).
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2.3. Statistical Analysis

Statistical analysis was performed using the SPSS program v.19.0.0 (SPSS Inc., Chicago,
IL, USA) and MATLAB R2019b (Mathworks, Inc., Natick, MA, USA) for Windows. Analysis
of the data samples was evaluated by means of the Shapiro–Wilk method, and accordingly
parametrical or non-parametrical statistical tests were applied [32]. Mean, maximum
and minimum luminance results for each device by DAC values were used as outcomes.
The residuals, which represent the error between the real reproduced stimulus and the
target stimulus due to the adjustment, were also obtained to assess reproducibility. In
addition, standard deviation and coefficient of variation were obtained to assess differences
between devices.

3. Results

Luminance measurements from each device for the evaluated DAC values are repre-
sented in Figure 3. As can be seen in this figure, a variation of luminance with increasing
DAC values was observed in all devices, and this variation followed a gamma function
L = α ∗ DACγ. Mean luminance, standard deviation, coefficient of variation and the
residuals for each DAC value are represented in Table 1. Luminance was found to be nor-
mally distributed until DAC value = 0.63 (mean luminance of approximately 130 cd/m2);
therefore, all data were analyzed by means of non-parametrical statistical tests.
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Figure 3. Luminance measurements from each device for the evaluated DAC values. A potential
curve fit between DAC values and luminance L = α ∗ DACγ was obtained in all cases.

Table 1. Mean luminance (L mean), standard deviation (SD), coefficient of variation (CV) and the residuals for each
DAC value.

DAC L Mean (cd/m2) SD CV (%) Residuals (cd/m2) [min, max]

0.00 0.33 0.02 7.33 0.33 [0.27, 0.37]
0.04 0.53 0.04 7.04 0.29 [0.20, 0.34]
0.08 1.33 0.10 7.35 0.11 [−0.11, 0.26]
0.13 3.2 0.3 7.88 0.01 [−0.51, 0.40]
0.17 6.0 0.5 8.28 −0.10 [−1.12, 0.71]
0.21 9.9 0.9 8.60 −0.38 [−2.10, 1.03]
0.25 15.3 1.4 8.80 −0.36 [−3.06, 1.97]
0.29 21.1 1.8 8.85 −1.25 [−5.03, 2.06]
0.33 30 3 8.78 −0.98 [−6.28, 3.69]
0.38 40 3 8.59 −0.28 [−7.46, 5.96]
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Table 1. Cont.

DAC L Mean (cd/m2) SD CV (%) Residuals (cd/m2) [min, max]

0.42 51 4 8.32 −0.13 [−9.36, 7.62]
0.46 64 5 7.99 0.02 [−11.50, 9.36]
0.50 78 6 7.66 0.18 [−13.87, 11.06]
0.54 93 6 7.32 −1.09 [−17.61, 11.15]
0.58 112 8 6.95 0.56 [−19.27, 14.40]
0.63 130 9 6.67 −0.71 [−23.55, 14.44]
0.67 153 10 6.37 0.25 [−26.22, 16.75]
0.71 177 11 6.10 2.00 [−28.48, 19.82]
0.75 201 12 5.90 0.64 [−33.71, 19.45]
0.79 229 13 5.73 1.86 [−37.16, 21.49]
0.83 258 14 5.58 2.55 [−41.20, 22.89]
0.88 287 16 5.47 1.17 [−47.36, 22.40]
0.92 322 17 5.37 2.78 [−51.22, 26.59]
0.96 353 19 5.33 −0.14 [−59.45, 26.36]
1.00 390 21 5.36 −0.75 [−66.89, 29.05]

Although all the devices followed a gamma function, there were variations in α

(maximum luminance) and γ (gamma exponent) parameters depending on the device
(Table 2). A mean value of 394.19 cd/m2 (from 328.77 to 423.78) was found for α and 2.34
(from 2.22 to 2.46) for γ. A coefficient of regression (r-squared) >0.99 was obtained in all
cases along with a root mean square error (RMSE) of 0.86.

Table 2. Obtained α and γ values for each device.

Tablet α γ

1 400.386 2.370
2 376.357 2.462
3 328.774 2.360
4 390.069 2.271
5 402.086 2.217
6 403.001 2.352
7 402.569 2.372
8 417.678 2.237
9 423.778 2.351
10 381.056 2.242
11 383.146 2.249
12 401.442 2.369
13 392.583 2.454
14 422.536 2.322
15 371.392 2.379
16 398.357 2.362
17 384.525 2.300
18 396.740 2.327
19 398.209 2.397
20 409.112 2.412

The comparison between the devices for mean results showed that some of them
have assumable variations in maximum luminance for a specific DAC value of less than
1 cd/m2, whereas other devices differed by as much as 45 cd/m2. Specifically, tablet
number 3 (corresponding to the lower gray fit from Figure 3) showed a significant decrease
in luminance performance in comparison to the other devices. Standard deviation of the
measurements increased with the DAC value, and differences were even to the extent of
±21 cd/m2 (for the maximum luminance values). Coefficient of variation varied from ~5 to
9% and was lower for high luminance values. Excluding device number 3 from the analysis,
the maximum standard deviation value was reduced to ±14 cd/m2, and coefficient of
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variation varied from ~4 to 8%. Mean percentage differences in luminance between devices
reached 30% (22% excluding device number 3).

4. Discussion

The use of clinical tests on electronic devices in clinical practice leads to a need to
attend to aspects that are irrelevant to conventional tests such as the type of screen, its
color reproducibility or the use of the test on different devices. These aspects are critical
when evaluating a subject using a particular device but even more so when measuring
different subjects with different devices and trying to compare these results. Since the
COVID-19 situation has forced more remote interaction with patients, these procedures are
increasing in utility in clinical practice for diagnostic purposes as well as training solutions
for home-based therapies. Some of the tests are based on more simple stimuli such as
optotypes, where the spatial resolution of the screen is considered, but others are based on
more complex stimuli for which variables such as luminance have to be considered.

Quality analyses performed by the manufacturers are based on spatial characteristics
and light emission of the final product, and although these analyses allow the detection
of manufacturing defects, they cannot guarantee a minimum performance for visual
examination purposes. These analyses are normally performed in some isolated devices to
ensure a correct production process, but defects may pass undetected, as probably occurred
in the case of device number 3 from our study. Additionally, a range of luminance can
be considered as acceptable for the quality analyses performed by the manufacturers, but
this variability may not be acceptable when evaluating the interaction of these devices
with vision. The human eye has a photodetection system in photopic conditions, the
cones, which allow for detection of small luminance increments based on Webber’s fraction,
that is approximately 1 cd/m2 for luminance values of 100 cd/m2 [18]. In the present
study, considering an average maximum luminance of ~400 cd/m2, changes of 4 cd/m2 in
luminance reproduction errors can be considered as clinically significant.

4.1. Reproduction Errors

When designing a visual test in an electronic device, it cannot be assumed that
changes in DAC values will produce proportional changes in the luminance and chromatic
characteristics of the stimulus. Higher DAC values will provide higher luminance and
lower DAC values lower luminance, but the mean value in DAC will not provide the mean
luminance. This is since the relation between DAC values and luminance is not linear, and
specifically, in the case of the model Samsung Galaxy Tab A, followed a gamma function: A
change in DAC values for lower luminance is smaller than for higher luminance. In other
words, if the same increment of luminance is intended, it does not necessarily lead to the
same variation in DAC values depending on dark or light colors. For this reason, variations
in visual stimuli should be performed in a language understandable by the visual system
before translating these variations to the language of the device to program the instructions.
This process only can be performed if the method of this translation is previously known,
that is, if the equivalence between DAC values and luminance (in the case of an achromatic
stimulus), which is obtained with the process of characterization of the device.

Regarding the characterization, in the present study, the reproduction of the model
Samsung Galaxy Tab A was evaluated by measuring a discrete set of 25 stimuli with differ-
ent DAC values (previously and specifically designed) and obtaining the luminance curve
response. The gain–offset–gamma methodology has some limitations, since it is not as
accurate as the look-up tables method used previously [20]. The use of this method assumes
the constancy of chromaticity of the primaries (that is each RGB channel increasing in lumi-
nance without changing the color), the independency of the three channels (that is varying
luminance or color in one channel has no effect on the others) and the additivity law of lu-
minance (that is luminance from the stimulus can be directly summed). These assumptions
cannot be made for all types of displays and are the cause of the lack of precision between
the real reproduced color and the color predicted by the mathematical method [33]. Addi-
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tionally, the discrete set of stimuli might not be sufficient to achieve a perfect adjustment.
In the present study, results showed a curve adjustment >0.99 in all devices. Moreover,
residuals from Table 1, which represent the error between the real reproduced stimulus
and the target stimulus due to the adjustment, were of less than 1 cd/m2 in most cases
(maximum 2.78 cd/m2). These results suggest that the reproducibility errors due to the
gain–offset–gamma methodology are not clinically relevant. Alternatively, an advantage of
choosing this methodology was the time saved in the process of characterization.

In this work, the luminance reproduction of 20 devices model Samsung Tab A, an
economic low-medium range device, was studied. In the past, de Fez et al. [15]. compared
the reproduction of four devices and found that the high range devices provide better
reproducibility results than the lower range ones. Compared to our results, higher range
devices seemed to provide better reproducibility results [29], probably due to the higher
resolution and quality of the screen, but this is not a guarantee. It is not possible to affirm
that other high range devices will provide more acceptable results than low-medium range
devices, and future studies evaluating different devices should be conducted to answer
this question.

4.2. Cross-Reproduction Errors

When visual stimuli are created for one specific device, the equivalent luminance will
differ when translating this design to other devices. As example, the mean DAC value
of 0.5 will not reproduce the same luminance in a device with a maximum luminance
of 100 cd/m2 as a device emitting 400 cd/m2, even considering the same gamma curve.
The detection threshold of one patient in one device may not be the threshold in another.
Likewise, the colors from the confusion lines in an anomalous subject could be sufficiently
different in another device to produce a correct answer.

Comparisons between different devices with different screen characteristics have
been previously reported [15,20,22], including even comparisons between devices with the
same screen (with the same characteristics) [16,29]. In the present study, not only were the
compared devices the same, but they were also from the same year of production (2019)
and the same fabrication batch (with correlative serial numbers). This ensures that all
components were manufactured in the same production process but does not guarantee
that the individual components are. Since display quality depends on the quality of the
components, and the origin of these components cannot be tracked, we have to assume
that manufacturing differences in display characteristics will always be present.

Manufacturers supply calibrated devices, assuming that the changes in luminance
with the DAC values are constant, that is following a linear progression, or at best, following
a potential progression but assuming a standard gamma exponent (for example, γ = 2 in
a cathode ray tube or γ = 1.8 in Apple devices) [34]. It could be assumed that although
the problem of reproduction is present, differences in devices from the same model will
be anecdotal, and once we know how a model of a device works, we can extrapolate
this performance to other devices of the same model. However, this is not the case as
demonstrated by the results of the present paper. Even considering devices from the
same manufacturing batch with correlative serial numbers, the variations in α and γ and
consequently the luminance performance were different between devices.

In this study, we focused only on the luminance description of the devices, but previ-
ous papers demonstrated that this problem is present also for chromatic representations.
De Fez et al. [16]. compared in the past results obtained from three iPads of the same model
but different years of manufacturing and demonstrated that although the color reproduc-
tion errors on each screen were in the range of the minimum appreciable difference by the
visual system (1 CIEDE2000 unit), the colorimetric design valid for a given device may
not be correct when displayed in another device, showing color differences between 4 and
6 units [16].
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4.3. Implications for Contrast Sensitivity

Differences found in luminance reproduction will directly affect contrast sensitivity
measurements since contrast is determined by the maximum and minimum luminance
of the stimulus. Even if the same model is evaluated, differences between devices have
shown a high variability in the maximum reproducible luminance α and the exponent γ,
and this implies that even when considering the same subject, results obtained for different
devices will probably differ.

Apart from the reproduction errors of the device, when using this device to create a
stimulus to be reproduced in other devices, the cross-reproduction errors should be evalu-
ated. Considering as an example a Pelli–Robson test, that is a stimulus with luminance in
the background (maximum luminance) and luminance in the letters (minimum luminance),
the reproduction for every device will affect results. If we consider tablet number 9 (which
is the device with the highest luminance values of our sample) to reproduce a contrast
of 0.50 (with a mean luminance of 85 cd/m2 as recommended in the literature), a maxi-
mum luminance of 127.5 cd/m2 in the background would be needed and a minimum of
42.5 cd/m2 in the letters (DAC values for this device are 0.60 and 0.38, respectively). Using
these same DAC values to create the same stimulus in other devices, such as tablet number
15 (which is the device with the lowest luminance values and similar gamma exponent
values of our sample), the contrast reproduced would be 0.51. This change in contrast
would not be clinically significant (target 0.50), but looking carefully at the luminance
of the stimulus, the mean values would change from 85 to 73.4 cd/m2, the maximum
luminance values would change from 127.5 to 110.0 cd/m2 and the minimum luminance
values would change from 42.5 to 36.2 cd/m2. On the other hand, considering the specific
case of Tab number 3, for the same considered DAC values, a contrast of 0.49 would be
obtained (again similar to the original target contrast of 0.50), but a maximum luminance
of 98.5 cd/m2 and a minimum luminance of 33.5 cd/m2 would be obtained. This implies
that even reproducing the same contrast between devices, the luminance of the stimulus
and therefore the adaptive status of the subject will differ [18]. A graphical example of
the implications of these variations in luminance in the reproduction of a stimulus can be
observed in Figure 4. In all cases, the DAC values of the stimulus are the same, but not the
final performance of the stimulus depending on the device used to reproduce it.
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Figure 4. Graphic representation of a stimulus in three different devices with same DAC values.
Note that the final performance of the stimulus varies with the device. These images were created for
a characterized screen, and their performance is dependent on screen characteristics.

The same calculations can be performed when analyzing not only the maximum
luminance α but also the variations in the gamma exponent γ. In the example of tablet
number 9 (with a gamma exponent of 2.35), if a stimulus for that tablet is designed to be
reproduced in a tablet with different α and γ, for example tablet number 5 (with a gamma
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exponent of 2.22), results would also differ: The mean luminance changes to values of
87.5 cd/m2 (reference value 85 cd/m2) and contrast values to 0.48 (reference value 0.50).

Bodduluri et al. [29]. also studied the colorimetric characterization of 15 iPad mini
retina devices to evaluate if results derived from one device could be extrapolated to
others. These authors conclude that colorimetric characterization of one device can be
used in the other devices as no significant variation in gamma function was found between
devices (gamma exponent from 2.12 to 2.21). On the other hand, results from luminance
measurements reveal that some of the devices reproduced values up to 439 cd/m2, whereas
others showed results of 360 cd/m2 [29]. These differences represent approximately a 20%
of variation in total luminance between tablets, which is in our opinion a considerable
percentage. In the present study, similar maximum luminance variability was found
between devices compared to these authors, and also in the gamma exponent. It is true
that the proper variation in luminance between tablets does not mean that the contrast is
going to be wrongly reproduced, but it will affect the adaptive status of the subject, and
therefore their response. As shown in the previous example, variations in gamma exponent
between devices mainly affect the reproduced contrast between devices, while variations
in mean luminance of the stimulus affect the adaptation status.

4.4. Possible Solutions

Even if the same model is evaluated, differences between devices have shown a vari-
ability in the mean luminance and contrast reproduction, and this implies that comparison
of contrast sensitivity results from different patients with different devices cannot be simply
performed. The correct solution for avoiding reproduction and cross-reproduction errors
is to characterize every device, since differences found between devices demonstrate that
global characterization is not a feasible solution to guarantee the correct luminance and
contrast reproduction, even considering devices from the same manufacturing batch. If
reproduction and cross-reproduction errors are not considered by the manufacturers and
designers, and only variations in RBG space (belonging to that particular device) are con-
sidered, vision specialists should consider that these measurements cannot be comparable
between devices, and the obtained results will be relative to that particular screen, not an
absolute measurement.

Colorimetric characterization requires very specific instrumentation and knowledge,
which is unavailable for the final user, and for this reason the implication of visual special-
ists is imperative. Visual specialists could provide visual tests but also the characterized
devices to ensure correct performance of the patient. Future solutions could involve the
development of hardware with integrated photometers for self-calibrating, [35] but the
cost is still high, and this solution is not affordable in handheld devices.

Following the results obtained in the present study, contrast reproduction between de-
vices is not as variable as the luminance values, and it is possible that clinically, the subject’s
variability in contrast sensitivity measurements is higher than the device variability, but
future studies should answer this question. Although reproduction and cross-reproduction
errors currently have no simple solution, vision specialists should be aware of these limita-
tions when designing and performing visual tests in electronic devices.

5. Conclusions

Considering the studied devices from the same model, luminance differences between
devices can exceed in most cases the incremental threshold of the eye. Every device will
reproduce the same software order with different luminance. We cannot assume that
characterization of one device can be extrapolated to other devices even if they are from the
same manufacturing batch. Every device used for research purposes should be individually
characterized. For clinical purposes, limitations should be considered by visual specialists.
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