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d Institut de Microelectrònica de Barcelona, IMB-CNM (CSIC), Carrer dels Til⋅lers s/n, Campus UAB, 08193, Cerdanyola del Vallès, Spain   

A R T I C L E  I N F O   

Keywords: 
Resistive switching 
RRAM 
Operation dynamics 
Characterization 
Kinetic Monte Carlo 
Compact modeling 

A B S T R A C T   

The switching dynamics of TiN/Ti/HfO2/W-based resistive memories is investigated. The analysis consisted in 
the systematic application of voltage sweeps with different ramp rates and temperatures. The obtained results 
give clear insight into the role played by transient and thermal effects on the device operation. Both kinetic 
Monte Carlo simulations and a compact modeling approach based on the Dynamic Memdiode Model are 
considered in this work with the aim of assessing, in terms of their respective scopes, the nature of the physical 
processes that characterize the formation and rupture of the filamentary conducting channel spanning the oxide 
film. As a result of this study, a better understanding of the different facets of the resistive switching dynamics is 
achieved. It is shown that the temperature and, mainly, the applied electric field, control the switching mech-
anism of our devices. The Dynamic Memdiode Model, being a behavioral analytic approach, is shown to be 
particularly suitable for reproducing the conduction characteristics of our devices using a single set of parameters 
for the different operation regimes.   

1. Introduction 

Among the wide variety of memristive devices, those based on the 
generation and rupture of a tiny filament spanning across the insulating 
layer of a MIM or MIS structure are gaining momentum both at 
academia and industrial research centers [1]. These devices are also 
referred to as Resistive Random-Access Memories (RRAMs) or, for short, 
resistive memories. Their operational principle relays on the alternate 
switching of the dielectric film resistance between two remarkably 
different values (the low resistance state, LRS, and the high resistance 
state, HRS). If no signal is applied, the device resistance does not change 
so that this kind of memory can be used for non-volatile information 
storage. In particular, in the industrial context, different companies offer 
resistive memories among their products, such as TSMC for its 40 nm 
[2], 28 nm [3] and 22 nm [4] nodes, as well as INTEL for its 22 nm [5] 
node. RRAMs allow building memory cells exhibiting multi-level resis-
tance states, low power consumption, high endurance (above >1010 

cycles, high-speed operation (<10 ns), and CMOS technology compati-
bility [1,6–9]. 

From the analog viewpoint and within the neuromorphic engineer-
ing landscape, resistive memories offer in-memory computing capabil-
ities that facilitate novel computing paradigms. In such a case, results 
are generated and stored on-site without shuffling data in and out, 
therefore avoiding the drawbacks associated with the so-called von 
Neumann’s bottleneck [10]. This remarkable feature in combination 
with the improvements associated with the reduction of the memory 
wall (i.e., the steadily growing performance gap between the different 
types of memory and the microprocessors) [11] allow boosting the 
development of artificial intelligence techniques by supplying new 
hardware platforms to cope with the needs of machine learning, Internet 
of Things, 5G data management, etc. The role of memristors within this 
new computing paradigm [12–20] is essential to reduce computation 
time and energy consumption since the use of circuits based on con-
ventional metal-oxide-semiconductor transistors to construct artificial 
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neurons and synapses is far from being power and area-efficient. 
Moreover, memristive devices can successfully mimic biological syn-
apses to help in the fabrication of hardware neural networks [10,20–23]. 
Last but not least, resistive switching (RS) devices have also been 
employed for cryptography in which physical unclonable functions and 
true random number generators are imperatively required [24–28]. 

RRAM dynamics has been tackled previously under ramped voltage 
stress (RVS) signals with different ramp rates, although many of the 
studies in the literature focus on conductive-bridge RAM (CBRAM) de-
vices. For example, Schindler et al. [29] observed a logarithmic rela-
tionship between the set voltage and the input signal ramp rate (1 mV/s - 
1 V/s range). They reported higher set voltages as the frequency in-
creases. Similar results were obtained by Ghosh et al. with respect to the 
reset voltage [30]; again, a logarithmic relationship was found between 
the reset voltage and the ramp rate (in the 0.01V/s - 20V/s interval) for 
CBRAMs. 

A detailed study on Pt/NiO/Pt unipolar devices [31], using a broad 
ramp rate range (1 mV/s – 10 MV/s), showed that both switching 
voltages increased with the ramp rate. Two other works on unipolar 
NiO-based devices [32,33] (ramp rate range: 0.5 mV/s - 1V/s and ramp 
rate range: 5 mV/s - 10 MV/s, respectively), along with an analysis on 
Ni-based devices [34] (ramp rate range: 35V/s - 1143V/s) showed re-
sults in line with the previous studies. Similar studies on this matter, but 
on valence change memories (VCM), are less common. In particular, a 
study on Cr-doped SZrO3 based-devices found that if the ramp rate was 
too high (the study included a range of 0.5 V/s - 50V/s), resistive 
switching disappeared [35]. Ielmini et al. [36] studied reset transitions 
on HfOx-based devices and observed increased reset voltages as ramp 
rates grow (their ramp rate range was limited to the 1 mV/s - 1V/s in-
terval). They stated that the switching time depends on the power 
dissipated in the device. Additionally, Rodriguez-Fernandez et al. [37] 
demonstrated that in one transistor-one resistor (1T1R) structures with 
HfO2-based RRAMs, there is an increase in both the set and reset volt-
ages as the ramp rate is increased (ramp rate range: 10 V/s - 50 kV/s). 
From a different viewpoint, current-voltage characteristics simulated for 
10 V/s and 2 V/s made by Marchewka et al. show increased set voltages 
as ramp rates rise [38]. Fleck et al. [39], also working on VCMs, 
analyzed set transitions for a wide ramp rate interval (30 mV/s - 6 
MV/s). They found that, as in previous cases, higher set voltages are 
needed as the ramp rate increases. A preliminary study to the one pre-
sented here [40] also pointed out that, at room temperature, both set 
and reset voltages increased with the ramp rate (100 mV/s – 1 MV/s). 
Moreover, that investigation proved that the conductance change can be 

indeed controlled by the voltage ramp rate. 
Studies on resistive switching (RS) including modifications of the 

voltage signal ramp rate and temperature are an exception. Lin et al. 
studied BiFeO3 perovskite-based RRAMs whose operation depends on 
the ferroelectric and polarization properties of the dielectric [41]. At 
lower temperatures and higher ramp rates (0.8 V/s - 5V/s) they 
measured higher currents, with an opposite trend occurring at high 
temperatures. Concerning the temporal dependences of RVS; e. g., series 
of voltage pulsed signals, Yu et al. [42] found that, for CBRAMs, as pulse 
widths increased, lower voltage amplitudes were needed to complete 
both the set and reset transitions. 

In this work, we deal with VCM devices (consisting in TiN/Ti/HfO2/ 
W stacks) measured under RVS sweeping with a ramp rate range much 
wider than previously done. In addition, we analyze both the set and 
reset events as a function of the temperature. This thorough analysis of 
the experimental results is interpreted in first place considering kinetic 
Monte Carlo (kMC) simulations. The kinetic Monte− Carlo technique 
stands as a firmly established methodology that facilitates the compre-
hension of stochastic phenomena, such as random migration of ions or 
generation of vacancies. Its large adaptability enables the analysis of 
thermodynamic and kinetic behavior of fundamental transitions occur-
ring even at complex spatial and temporal scales. Moreover, the inherent 
stochastic nature of kMC can effectively replicate ions diffusion, gen-
eration of vacancies, or other chemical reactions, establishing a link 
between the microscopic configuration and the macroscopic system 
behavior. Researchers have utilized kMC to study stochastic phenomena 
such as resistive switching processes [43,44], variability [45], data 
retention [46], endurance and device optimization [47] as well as the 
influence of different ambient temperatures on the filament creation and 
destruction during the SET and RESET processes [48]. Based on this 
analysis, the density of oxygen vacancies and the compactness of the 
conductive filaments (CF) during the switching process can be calcu-
lated. After a comprehensive fitting process of the experimental data, 
compact modeling results based on the Dynamic Memdiode Model 
(DMM) are also used to catch the essential dynamical aspects of our 
devices which are difficult to achieve solely using a microscopic 
approach. The similarities and differences between the microscopic 
(kMC) and behavioral (DMM) descriptions are also discussed. 

2. Materials and methods 

The devices investigated in this work are bipolar valence change 
memory structures based on the TiN/Ti/HfO2/W stack. They were 

Fig. 1. Ad hoc electrical characterization set-up to obtain the ramp rate variable I–V characteristics.  
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fabricated using highly-doped N-type (ρ = 4 mΩ•cm) silicon wafers 
including a 20 nm-thick Ti adherence layer onto which the bottom 
electrode, a 50 nm-thick W layer, was deposited by magnetron sput-
tering. The bottom electrode is contacted by an Al layer (500 nm thick) 
deposited on the back of the wafers. A 100 nm-thick SiO2 field oxide 
layer was plasma enhanced chemical vapor deposited (PECVD) and then 
patterned to define the active area of the MIM devices. Then, a HfO2 
layer 10 nm-thick was grown by atomic layer deposition. The top elec-
trode is formed by a 200 nm-thick TiN layer on a 10 nm-thick Ti layer 
grown by magnetron sputtering and patterned by a lift-off process. 
Measurements were performed on devices with an area of 1.44 × 104 

μm2. Further fabrication details about the devices investigated in this 
work can be found in a previous work [49]. 

In order to carry out the current-voltage (I–V) measurements, the 
devices were cooled down under darkness conditions in an Oxford 
DM1710 cryostat. An Oxford ITC 502 controller was used to keep the 
temperature constant during the measurements. Before cooling the de-
vices, an electroforming process was performed with a current compli-
ance of 0.1 mA at room temperature. We used an ad hoc electrical 
characterization set-up [40] (see Fig. 1) to obtain the current-voltage 
characteristics using different voltage ramp rates. First, the devices are 
settled in the high or low resistivity state using an HP 4155B Semi-
conductor Parameter Analyzer to perform the measurement starting 
from similar initial conditions. Then, a waveform generator (Keysight 
33250A) produces a ramped voltage signal in order to change the device 
resistance state. The current flowing through is obtained using a tran-
simpedance amplifier and is recorded by means of an HP 54615B 
oscilloscope. The measurement setup is connected to a computer using 
the GPIB interface and controlled via the Agilent VEE software. 

Four different ambient temperatures were analyzed (130 K, 210 K, 
290 K, and 350 K), and a wide range of ramp rates for the input voltage 
signal (~0.1 V/s to ~1 MV/s) was considered to characterize the set and 
reset dynamics of our devices (see Figs. 2 and 3). 

3. Results and discussion 

3.1. Experimental measurements 

In order to study the set dynamics (Fig. 2), the device was first settled 
in HRS before applying the ramp rate variable voltage signal using a low 
ramp rate voltage (− 1.25 V) from the HP4155B equipment. Similarly, 
when studying the reset dynamics (Fig. 3), the device was first settled in 
the LRS using a low ramp rate voltage signal (+0.8 V amplitude) to 
assure now an identical low resistance state before applying the ramp 
rate variable voltage signal. 

As shown in Figs. 2 and 3, the I–V characteristics of our devices 
strongly depends on the voltage ramp rate. For the highest ramp rates, 
the set and reset processes are not fully completed due to the fast voltage 
changes that drive the RS operation. In other words, higher ramp rates 
require larger voltages to switch the device from HRS to LRS and vice 
versa [50]. 

The connection of the ramp rate effects with the two modeling ap-
proaches considered in this work will be discussed in Sections 3.4 and 
3.5. To deepen into the physics behind RS and to shed light on the 
switching dynamics of our devices, an analysis of the most significant RS 
parameters is carried out next. 

3.2. Extraction of the set and reset voltages 

As illustrated in Figs. 2 and 3, the set and reset voltages notably 
change with the applied signal ramp rate. To qualitatively assess this 
dependence, the I–V curves described in the previous section were 
analyzed using a number of parameter extraction techniques already 
discussed in the literature [51,52]. In particular, the set voltage, Vset, 
was determined by means of three alternative methods: MS1, which 
consists in finding the maximum of the numerical derivative of the 
current (considering the interval between the 40% and 90% of the 
applied voltage range to avoid data fluctuations); MS2, which detects 
increments in the current complying with the condition Ii+1 ≥ (1+a)Ii (a 

Fig. 2. Experimental set I–V curves for our devices under RVS for different temperatures: a 130 K, b 210 K, c 290 K, d 350 K. A wide range of ramp rates were 
employed for the input voltage signals. 
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value of 0.1 is given for the a fitting parameter [52]); and MS3, which 
looks for the maximum separation of the experimental curve to a virtual 
straight line joining its first and end points (in other words, it consists in 
finding the set curve “knee”) as illustrated in Fig. 4b. 

The three methods described above yield almost similar results 
except for the highest ramp rates at which the shape of the I–V char-
acteristics is remarkably different from the rest. We have also to account 
for variability effects, which are known to be typical of the RRAM 
technology [51,53,54]. As shown in Fig. 4a, the Ion/Ioff (LRS/HRS) ratio 
measured at 0.5 V decreases as the ramp rate increases. It is clear that 
the RS operation degrades (in terms of the resistive window) for high 
ramp rates regardless of the temperature value. The switching mecha-
nism underpinning the behavior of TiN/Ti/10nm-HfO2/W devices 
hinges upon the generation of oxygen vacancies and the diffusion of 
oxygen ions. These thermally activated processes [55–58] are linked to 
the application of an electric field. Upon applying an electric field, ions 
migrate and vacancies are formed within the material. The rate of these 
processes is determined by the magnitude of the electric field and the 
temperature, while the extent of generated vacancies and the diffusion 
of oxygen ions are tied to the duration of the electric field applied during 
the I–V measurements. Ultimately, these processes determine the device 
resistance state. Significantly, the application of electric fields with 
shorter durations (faster ramp rates) results in the diminished genera-
tion of vacancies and fewer diffusion of ions that recombine with these 
vacancies. Consequently, the efficiency of both set and reset processes is 
compromised, leading to a degradation in the device performance. We 
have also plotted the extracted set voltages as a function of the ramp 
rates for the different temperatures considered in our study (Fig. 4c–f). 
Despite the large fluctuations, it can be seen that the set voltage 
significantly increases with the ramp rate regardless of the temperature 
considered. This is expected since for higher ramp rates (assuming 
identical maximum voltages) the device exposure to thermal effects (and 
to the electric field), as explained above, is shorter; thus, higher tran-
sition voltages are required. Remarkably, all extraction methods provide 
similar results. 

In the case of Vreset, four methodologies were considered in this work 
[52] (Fig. 5b): MR1, which consists in finding the minimum value of the 
numerical derivative (the interval considered in the X axis is [40%– 
90%] of the voltage signal to avoid data fluctuations; MR2 which looks 
for a current decrease complying with the condition I(i+1) ≤ (1 + a)Ii, in 
our case a = 0.1; MR3, which searches for the maximum current along 
the curve; and MR4, which corresponds to the first point in the curve 
with negative derivative. 

As can be seen in Fig. 5a, the Ion/Ioff ratio at − 0.5 V gradually de-
creases as the ramp rate increases as well. Notice that for high ramp 
rates, the ratio curves merge for all the temperatures considered, as it is 
the case illustrated in Fig. 4a. 

Fig. 5c–f shows the extracted reset voltages as a function of the input 
signal ramp rates. See that, in general, the reset voltages obtained with 
the MR3 and MR4 methods are lower than those found with MR1 and 
MR2. This effect is a consequence of the numerical technique consid-
ered: the detection of the derivative minimum and the maximum current 
decrease are found at higher voltages than the current maximum or the 
first point with a current decrease along the reset I–V curve. However, 
notice that the difference mentioned above is systematic regardless of 
the device temperature. 

3.3. Extraction of the series resistance 

In this type of resistive memories, the role played by the series 
resistance cannot be overlooked [59]. The series resistance appears 
because of both the metal lines and the remnants of the conductive 
filament involved in the switching process. It was demonstrated that this 
parameter has a large influence on the shape of the I–V curves [59]. 

We have extracted the series resistance of our devices from the 
experimental curves shown in Figs. 2 and 3. The extraction methodology 
considers a correction to the applied voltage VN = VApplied −

IMeasured • RS, where VApplied stands for the external voltage and IMeasured 
is the measured current. If the experimental current is plotted as a 
function of VN, sweeping RS, we get the modified IMeasured - VN curves; if 

Fig. 3. Experimental reset I–V curves for our devices measured under RVS for different temperatures: a 130 K, b 210 K, c 290 K, d 350 K. A wide range of ramp rates 
were employed for the input voltage signals. 
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we select the curve with the steepest slope in the region after the curve 
knee [59], the value of the series resistance is then obtained. The voltage 
corresponding to the vertical current increase is often referred to as the 
set transition voltage (VTS). The CDF for the series resistance is plotted in 
Fig. 6a. The reported values are in close agreement with previous results 
[59]. No clear dependence with the temperature was found. 

For completeness, the evolution of these parameters is also plotted as 
a function of the input signal ramp rate. Fig. 7a illustrates the extracted 
series resistance values and Fig. 7b the set transition voltages as a 
function of the ramp rate for the different temperatures considered. 
Again, there seems to be no clear temperature dependence involved. 
However, an increase of VTS with the ramp rate similar to the one 
observed for Vset is observed. 

Importantly, notice that the determination of Rseries at the highest 
ramp rates may not yield accurate results due to the significant distor-
tion of the I–V curve under these circumstances. Therefore, this is a 
numerical issue linked to the procedure employed. As a consequence, 
the values of Rseries for the highest ramp rates were disregarded in the 
above analysis. 

3.4. Kinetic Monte Carlo study 

In this section, the kinetic Monte Carlo physical simulator previously 

reported [57] for the case of HfO2-based devices is considered. The most 
relevant RS processes for this technology were incorporated into the 
kMC algorithm, for instance: oxygen vacancy generation, oxygen ion 
diffusion and the recombination of oxygen ions and vacancies. The al-
gorithm also considers the 3D electric field and temperature distribu-
tions by solving the corresponding charge and heat equations. The 
transition rates Γ for each physical mechanism are described by 
Arrhenius-type equations such as: 

Γ= ν exp
(

−
EA

κBT

)

(1)  

where ν is the vibration constant of the particle, EA the activation energy 
(i.e. the energy barrier height for the process involved), κB the Boltz-
mann constant and T the local temperature [60]. The inverse of the 
transition rate corresponds to the characteristic time needed for a given 
process to take place and they are taken into account for the simulator 
time step estimation. Importantly, as in the standard approach, the 
effective activation energies for the oxygen vacancies generation (for-
mation of an oxygen vacancy and ion Frenkel pair) process (EG = EG(F =

0) − b • F(x,y,z)) and oxygen ion diffusion (ED = ED(F = 0) − kD • F(x,y,
z)) linearly reduce with the local electric field (F(x, y, z)); therefore, 
affecting the transition rates within the kMC algorithm. A thorough 
description of the kMC approach can be found in a previous work by 

Fig. 4. a Ion/Ioff ratio calculated at 0.5 V versus ramp rate of the input signal for the temperatures considered. b Experimental current versus voltage for two set of 
curves describing the extraction procedures employed in this work. The set voltage extraction techniques consists in (MS1) finding the maximum of the current 
numerical derivative, (MS2) finding the current points that fulfill Ii+1 ≥ (1+a)Ii (where a value of a = 0.1 is used) and (MS3) finding the set curve knee. Set voltage 
versus the ramp rate of the input signal for different temperatures: c 130 K, d 210 K, e 290 K, f 350 K. 
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Aldana et al. [57]. 
In this work, we have analyzed the conductive filament dynamics 

that leads to a typical RS event in terms of growth and rupture. To do so, 
we reproduced the I–V curves during the set transition for different ramp 
rates using the kMC approach (Fig. 8). Notice that the voltage ramp rate 
affects the transition rate through the electric field dependence of the 

effective activation energies. A close agreement between the simulated 
and the experimental curves is obtained as shown in Fig. 8. 

In this regard, the well-known set voltage increase with the ramp rate 
is correctly addressed by simulations (see Fig. 8d). To complete the 
overall picture, Fig. 9 shows the number of oxygen vacancies in the 
simulation domain having 1 to 6 neighbors. As previously established, 

Fig. 5. a Ion/Ioff ratio calculated at − 0.5 V versus ramp rate of the input signal for the temperatures considered. b Experimental current versus voltage for two reset 
curves detailing the extraction procedures employed in this work. The reset voltage extraction algorithm consists in (MR1) finding the minimum of the current 
numerical derivative, (MR2) finding the current points that fulfill Ii+1 ≤ (1 + a)Ii, (a = 0.1 in our algorithm). (MR3) consists in finding the maximum current along 
the curve and (MR4) denotes the first point with negative derivative. Reset voltage versus the ramp rate of the input signal for different temperatures: c 130 K, d 210 
K, e 290 K, f 350 K. 

Fig. 6. Cumulative distribution functions for a the series resistance extracted for different temperatures employing the methodology described by Maldonado et al. 
[59], and for b the extracted transition voltage for different temperatures. 
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the rate of vacancy generation depends on the activation energy, which 
is influenced by the local electric field and temperature. According to the 
simulations, the ramp rate increase generates more oxygen vacancies 
with three or fewer neighbors, while the number of oxygen vacancies 
with four or more neighbors notably drops off. 

As the vacancy generation decreases with faster ramp rates, a 
reduction of the CF density is therefore observed. Hence, for higher 
ramp rates, higher voltages are needed in order to generate the amount 
of oxygen vacancies necessary to trigger the formation of the conductive 
filament leading the device to LRS (a fully developed percolation path in 
the context of our simulation approach). This effect provides a micro-
scopic explanation for the increment of the set voltage experimentally 
observed. Thermal effects are obviously intertwined with the physical 
mechanisms implemented in the kMC algorithm that ultimately led to 
this behavior since the vacancy movement is thermally activated. 

In Fig. 10, we report data similar to those shown in Fig. 9, in this case 
in the time domain. Again, the results in terms of the oxygen vacancies 
with low number of neighbors are linked to the ramp rate as referred 
above. In this case we can interpret this behavior to be originated in the 
shorter time the electric field affects the atomic network in connection 
with the oxygen vacancies displacement. 

3.5. Compact modeling approach 

In this Section we make use of a compact model in order to provide 
an analytical description of the behavioral aspects behind the resistive 
switching effect. In general, for circuit simulations, models are required 
to reproduce the electrical characteristics of the devices (hysteresis 
phenomena, pinched I–V loop, resistive-like behavior at high fre-
quencies, etc.) and these models must be defined in terms of a low 

Fig. 7. a Series resistance and b set transition voltage versus voltage ramp rate for different temperatures.  

Fig. 8. Experimental and kMC simulated set curves for the devices under study at room temperature for three different ramped rates: a 1.08 V/s, b 1.98 V/s and c 
3.96 V/s d I–V simulated curves at room temperature for four different voltage ramp rates (1.08 V/s, 1.98 V/s, 3.96 V/s and 10.8 V/s), notice the set voltage rises as 
the ramp rate increases, as seen in Fig. 3. 
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Fig. 9. Number of oxygen vacancies in the simulation domain versus applied voltage along a set process. We have separated the oxygen vacancies with 1–6 neighbors 
(the maximum allowed in the simulation) [61] in the simulation domain. The data shown correspond to the simulations described in Fig. 8d, the ramp rates are the 
following: a 1.08 V/s, b 1.98 V/s, c 3.96 V/s and d 10.8 V/s. 

Fig. 10. Evolution of the number of oxygen vacancies in the simulation domain versus simulation time in a set process (different time windows were employed to 
adapt to the ramp rate). We have separated the oxygen vacancies with 1–6 neighbors in the simulation domain (the maximum allowed in the simulation). The data 
shown correspond to the simulations described in Fig. 8d, the ramp rates are the following: a 1.08 V/s, b 1.98 V/s, c 3.96 V/s and d 10.8 V/s. 
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number of well-behaved mathematical expressions driven by a reduced 
set of parameters with physical or electrical meaning. These are the so- 
called compact behavioral models and they can be developed from 
different perspectives; some of the most representatives (Yakopcic [62], 
TEAM [63], VTEAM [64], Eshraghian [65], etc.) have their foundations 
in Prof. Chua’s theory for memristive devices [66]. In this Section, we 
consider the Dynamic Memdiode Model (DMM) [67–69] as it has been 
successfully used for simulating large memristor-based neural networks 
[70]. Succinctly, this model defines a memristor by a system of two 
coupled equations: i) the current-voltage (I–V) relationship and ii) the 
memory state equation (λ-t). In the framework of the DMM, the I–V is 
described by means of the charge that flows through a filamentary 
structure formed by ions or oxygen vacancies (this latter option holds 
valid for our devices) according to Equation (2), 

I(V) = I0(λ)
[
eβα(V − RSI) − e− (1− β)α(V − RSI)] (2) 

which can be derived from the finite-bias Landauer’s formula for a 
monomode ballistic conductor [71–73]. I0 and α are model parameters 
related to the effective shape and lateral size of the constriction. RS is a 
series resistance required for the linearization of Equation (2) in the 
high-current regime which in turn can be linked to the series resistance 
previously extracted in Section 3.3. The double exponential dependence 
in Equation (2) can be electrically identified with the behavior of two 
opposite-biased diodes and that’s why the name of the model, i.e. 
memdiode. β is a constant that accounts for the possible asymmetry in 
the potential drop at the filament-electrode connections. Regarding the 
memory state equation, the considered differential equation for the 
hysteretic evolution of 0 < λ < 1 is given by: 

dλ
dt

=
1 − λ

τS(λ,V)
−

λ
τR(λ,V)

(3)  

where τS,R(λ,V) are characteristic times associated with the set (V > 0) 
and reset (V < 0) transitions, i.e. with the movement of oxygen ions and 
vacancies within the dielectric film in one or the opposite direction. In 
the framework of the DMM, these times are expressed as: 

τS(λ,V) = e− ηS(V − VS) (4)  

τR(λ,V) = eηR(V − VR) (5)  

where ηS,R(λ,V) and VS,R(λ,V) are the transition rates (ηS, ηR > 0) and 
the reference switching voltages (VS > 0, VR < 0), respectively. The 
exponential dependences of Equations (4) and (5) on V are a conse-
quence of the diffusive dynamics of the atomic species [74] and they 
have the same foundation as Equation (1). At the end, this is in line with 
the transition state theory (TST) which introduces the transition rate 
calculation used as part of the kMC algorithm [45]. In case of the 
compact modeling approach, the transition rates are considered as a 
behavioral rule rather than as a local prescription. 

For the sake of simplicity, let us consider in the following analysis the 
set transition exclusively. A similar approach can be followed with the 
reset transition. In this case, the second term in Equation (3) can be 
dropped so that we have, 

dλ
dt

=
1 − λ

τS
(6) 

Equation (6) can be easily integrated for a voltage ramp V(t) = RR • t 
using expression 4. RR is the signal ramp rate. Notice that VS in 
expression 4 is simply the voltage at which τS = 1, and not the set 
voltage. Integrating the differential equation we have, 

λ(V) = (λ0 − 1)exp
{

−
exp(− ηSVS)[exp(ηSV) − 1]

ηSRR

}

+ 1 (7)  

where λ0 is the initial the memory state value. If, again, for the sake of 
simplicity, λ0 = 0 and λ = 1/2 are assumed as the initial and reference 
conditions for the set voltage (Vset), respectively, making use of Equation 
(7), we have: 

Vset ≈
1
ηS

ln
[

ln(2)ηSRR
exp(− ηSVS)

]

(8) 

That is, 

Fig. 11. Set (a-d) and reset (e-h) current versus voltage at 130 K, 210 K, 290 K and 350 K. Experimental and modeled data are plotted for different ramp rates (19.8 
V/s, 198 V/s, 1.98 kV/s and 19.8 kV/s for the set loops, and 150 V/s, 1.5 V/s,2,75 kV/s, 5.5 kV/s and 15 kV/s for the reset loops). 
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Vset ≈
1
ηS

ln(RR) + constant (9) 

as experimentally observed (see Figs. 4 and 5). This point is discussed 
below in terms of fitting results for the whole I–V curve. 

Fig. 11 shows the fitting of the experimental I–V loops originally 
presented in Figs. 2 and 3 using the DMM for different ramp rates. See 
more details on the model parameters employed in the Appendix. The 
model parameters are almost the same for all the 4 temperatures and 8 
ramp rates investigated. 

The fitting results show that the DMM is capable of capturing the I–V 
characteristics, mainly in connection with the ramp rate (temperature is 
not included in the model) [37,75]. Note that the DMM simulations 
accurately reproduce the shift of the set and reset transitions towards 
higher absolute voltages as the ramp rates rise, consequently causing a 
change in the current levels after the set and reset events. This is shown 
for the case of the set transition in Fig. 12, in which the data shown in 
Fig. 4 were considered. The red solid lines correspond to the expected 
results from Equation (9). What is remarkable from the fitting results is 
that the external temperature seems to play a minor role in the overall 
behavior of our curves. This does not rule out the role played by the local 
temperature within the dielectric structure, but again, the obtained re-
sults indicate that this is not a significantly relevant parameter from a 
behavioral viewpoint. Of course, this cannot be considered as a general 
rule for all kind of memristors. 

4. Conclusions 

Resistive switching operation of TiN/Ti/HfO2/W resistive memories 
has been studied in depth by means of extensive experimental charac-
terization, kinetic Monte Carlo simulations and compact modeling. 
Ramped voltage stress for a wide range of ramp rates was employed. 
Measurements were also performed at different temperatures. The ki-
netic Monte Carlo simulations showed that the conductive filament 
compactness depends on the voltage time variation which can explain 
the increment of the set and reset voltages with the ramp rate increase. 
In addition, the Dynamic Memdiode Model allowed representing the 
conductive filament formation and rupture processes by means of a 
behavioral approach. In this case, the movement of oxygen ions and 
vacancies are described by means of simplified transition rates that 
allow to describe the device dynamics in terms of a single differential 
equation for the memory state of the device. The functional dependence 
of the set voltage on the input signal ramp rate is reproduced with the 
model by using the parameters tuned by means of experimental I–V 
curves. We have shown that both temperature and electric field influ-
ence the device resistive switching operation. Nevertheless, for these 
specific devices, the external temperature seems to play a minor role in 
comparison to the electric field. 

CRediT authorship contribution statement 

D. Maldonado: Writing – original draft, Software, Methodology, 
Investigation, Formal analysis, Data curation. G. Vinuesa: Writing – 

Fig. 12. Evolution of the set voltage (Vset) as a function of the ramp rate. Experimental data obtained with the different numerical methods employed in this work are 
fitted considering Equation (6). a 130 K, b 210 K, c 290 K and d 350 K. In all cases the parameters for Equation (5) are ηS = 46.5 1/V and VS = 0.45 V. 

D. Maldonado et al.                                                                                                                                                                                                                            



Materials Science in Semiconductor Processing 169 (2024) 107878

11

review & editing, Visualization, Methodology, Investigation, Formal 
analysis, Data curation. S. Aldana: Software, Methodology, Investiga-
tion, Formal analysis, Data curation. F.L. Aguirre: Writing – review & 
editing, Visualization, Software, Methodology, Investigation, Formal 
analysis, Data curation. A. Cantudo: Software, Methodology, Investi-
gation, Data curation. H. García: Supervision, Software, Methodology, 
Investigation, Formal analysis, Data curation, Conceptualization. M.B. 
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APPENDIX 

Memdiode model script adapted from Ref. [59]. The code corresponds to a subcircuit description in LTSPICE.

Model parameters for the different temperatures investigated:    

130 K 210 K 290 K 350 K 

ion 15e-3 15e-3 15e-3 16e-3 
ioff 6e-04 6e-04 6e-04 17.5e-04 
aoff 2.95 2.95 2.95 2.15 
etas 46.5 46.5 46.5 50 
vs 0.45 0.45 0.45 0.50 
etar 53 53 54 46 
vr − 0.45 − 0.45 − 0.45 − 0.43  
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