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A B S T R A C T   

This paper introduces a novel dynamic multipath routing, modulation level, spatial and spectrum assignment 
algorithm for space division multiplexing (SDM) enabled elastic optical networks (EON) with the aim of mini
mizing the blocking probability and the energy consumed by bandwidth variable transponders (BVTs). The 
adopted multipath routing strategy allows the splitting of the demand into several sublightpaths using different 
fiber cores but ensuring that all of them utilize the same set of fibers in order to avoid differential delay. The 
method also imposes continuity constraints in both spectrum and core location in order to use cost-effective SDM 
Reconfigurable Optical Add and Drop Multiplexers (ROADMs) without lane change support. The complete usage 
of multi-core fibers (MCFs) in this kind of networks is restricted due to inter-core crosstalk (XT), which can 
reduce the quality of received signals. Therefore, the method besides using the most effective modulation format, 
also ensures that the XT of the lightpaths (or sublightpaths) does not exceed the threshold for each modulation 
format. A simulation study comparing our method with another similar proposal from the literature is presented 
for different types of topologies in terms of link distances. Simulation results demonstrate that the proposed 
multipath routing algorithm in networks including links close to or beyond 1000 km significantly boost the 
dynamic performance in terms of blocking probability, energy consumption, and latency.   

1. Introduction 

High-performance optical networks, which are flexible, cost- 
effective, and bandwidth efficient, are much needed as a result of the 
rise of high-speed and bandwidth-hungry applications on the Internet 
[1]. The advent of elastic optical networks (EON) is rooted from the 
limitations faced by the previous generation of optical networks based 
on wavelength division multiplexing (WDM), and allow to increase the 
efficiency of the network in a productive way [2,3]. It is not surprising 
that EONs based on orthogonal frequency division multiplexing (OFDM) 
are highly accepted as the next generation of optical networks, 
leveraging on flexible spectrum reservation and adaptive selection of the 
most suitable modulation format [4]. 

In these networks, allocating resources for end-to-end dynamic 
connection requests, considering the restrictions of spectrum continuity 
and contiguity, is a fundamental problem, known as the routing and 
spectrum assignment (RSA) problem [5]. Moreover, greater scalability 
can be obtained by using more spectrally efficient modulation formats 

(provided they meet Quality of Transmission, QoT, requirements), thus 
reducing the number of frequency slots (FSs) needed to support the 
demands, and resulting in more connection requests being accepted. 
Therefore, in EONs, the valuable concept of distance-adaptive modula
tion cannot be overlooked. Hence, the RSA problem transforms into the 
route, modulation level and spectrum assignment (RMLSA) problem [6]. 

Elastic optical networks, due to the dynamic allocation of spectral 
resources to connections, suffer from spectrum fragmentation, leaving 
small sets of unused spectral slots in different fiber. These non- 
continuous and non-contiguous available FSs are ineffective to fulfill 
upcoming requests [7,8]. Therefore, spectrum fragmentation results in 
increased blocking of demands. One solution to overcome that problem 
consists in employing multipath routing or split spectrum techniques, 
which divide the demanded bandwidth into sub-flows of lower band
width. Thus, rather than establishing a single lightpath, several ones 
(called sublightpaths from now on) are established. 

Despite the additional flexibility provided by EONs, the capacity 
limit of single-mode fibers (SMFs) has become a critical concern. 
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Therefore, the introduction of spectrally and spatially flexible optical 
networks applying space division multiplexing (SDM) looks an 
extremely promising solution to get around the capacity crunch in up
coming optical transmission networks [9,10]. SDM networks provide an 
additional degree of freedom in the format of the spatial domain. In 
order to transport optical signals in SDM systems, every link holds 
various spatial paths, which can be a fiber (in a multi-fiber cable), a core 
(in a multi-core fiber, MCF), or even a mode (in a multi-mode fiber, 
MMF) [11]. In particular, boosted capacity, appropriate spatial switch
ing granularity, and similar features of attenuation with a customary 
single-core fiber are all strong incentives for utilizing MCFs. The new 
dimension (space) with the vertical direction relative to the frequency 
zone acts as an effective factor to grant a great deal of freedom in signal 
management [12]. Evidently, the higher the degree of freedom, the 
greater the complexity of network control, leading to the use of route, 
space, and spectrum assignment (RSSA) or even route, modulation level, 
space and spectrum assignment (RMLSSA) algorithms. In [13], it is 
shown that in networks with MCFs, using an architecture based on 
Reconfigurable Optical Add and Drop Multiplexers (ROADMs) without 
lane changes (therefore, imposing core continuity constraint in the 
routes of the connection) is much more economic (and reduces 
complexity), at the expense of a small reduction in performance. 

Nevertheless, a problem with MCFs is the leakage of a fraction of the 
signal power of a core to the neighbor ones, which triggers signal 
interference if the same spectral slots are used [14]. This phenomenon is 
known as inter-core crosstalk (XT), and causes a decrease in signal 
quality [15]. Taking some approaches such as trench-assisted multi-core 
fibers, emplacing certain distance among cores, and distributing optical 
signals in the contrary directions over the adjacent cores can contribute 
to the inter-core XT reduction [11]. However, it does not mean that the 
impact of XT can be fully cleared. Therefore, XT-aware RSSA methods 
are required for lightpath allocation, to ensure that such an impairment 
does not exceedingly influence the lightpath quality [16–19]. 

In this paper, we propose a novel energy efficient and XT-aware 
multipath routing algorithm to solve the dynamic RMLSSA problem in 
SDM-EONs with MCFs to serve dynamic traffic demands. In our 
approach, multipath routing, when required, is performed over a single 
path (i.e., sublightpaths use different cores but are routed through the 
same set of fibers), so that the connection is not affected by the differ
ential delay problem which typically arises when multipath solutions 
are adopted. Moreover, continuity constraints in both the spectrum and 
the core assigned to the lightpaths (or sublightpaths) are assumed in 
order to use the efficient ROADM architecture presented in Rumipamba- 
Zambrano et al. [13]. In the proposed method, the use of distance 
adaptive modulation formats is considered, and the impact of inter-core 
XT is also incorporated. This new method is compared with an efficient 
multipath method proposed by Moura and Da Fonseca [20]. Through an 
in-depth simulation analysis, we demonstrate that our proposed method 
is as efficient as Moura and Da Fonseca’s proposal in networks with short 
links (typically national networks), while it significantly outperforms in 
networks with long links (large countries, continental and 
inter-continental networks). This advantage manifests as a reduction in 
blocking ratio, energy consumption, the number of sublightpaths 
generated per demand, and average end-to-end delay. 

The rest of this paper is organized as follows. Section 2 provides an 
overview of existing studies in the context of SDM-EON multipath 
routing. In Section 3, the network model as well as some definitions and 
assumptions are presented. We discuss the proposed algorithm in Sec
tion 4, and Section 5 is dedicated to present a simulation study and 
analyze the numerical results. The work reaches an end by providing a 
conclusion in Section 6. 

2. Related works 

Multipath routing has been studied in the context of EONs and, more 
recently, in the context of SDM-EON. Jafari-Beyrami et al. [21] have 

presented two fragmentation-aware heuristics with/without inter-core 
XT consideration in SDM-EON with MCFs. Whenever a connection is 
going to be blocked through the single path strategy; it will be divided 
upmost into two sub-demands across the cores. For alleviating the 
fragmentation rate of the path links, those sub-demands are assigned to 
two cores with the highest fragmentation level. However, because the 
provided algorithms consider the central core as the common core, they 
would only be able to work in the MCFs with central core structure. 
Another proposal to reduce fragmentation is that of Trindade and Da 
Fonseca [22], which sets a maximum number of paths and a minimum 
number of frequency slots for a connection to use multipath routing. In 
[23], authors introduced three heuristics to minimize the amount of 
fragmentation in SDM-EON. The aim of the introduced algorithms is to 
reduce the blocking probability. In that paper, the Spectrum Block 
Multipathing per Cores (SBMC) leads to better results in terms of 
blocking ratio compared to the other proposed algorithms. However, in 
SBMC, an incoming connection might be divided into n sub-demands to 
be established over different cores of the fiber, which leads to the usage 
of more network resources. 

Paira et al. [24] have proposed different survivable multipath rout
ing algorithms and assessed their performance in terms of blocking 
probability, energy efficiency, fragmentation, and XT awareness. The 
introduction of survivability is the main contribution of the paper, 
demonstrating improved blocking rate compared with the traditional 
p-cycle and shared protection methods. However, a single demand may 
be divided between three different paths, which increases the differen
tial delay among those flows. Zhu et al. [25] have proposed a 
distance-adaptive energy-aware resource allocation (DERA) algorithm 
using a survival multipath scheme. In that work, the selection of the 
paths is done by taking into account the expected energy consumption 
rather than simply relying on shortest path considerations. Halder et al. 
[26] have proposed two route, core and spectrum allocation schemes for 
offline survivable SDM-EON using multipath-based protection, and 
consider two classes of incoming connection requests, those that have to 
be established immediately upon arrival and those which can tolerate 
some delay until being established. Oliveira et al. [27] have introduced 
an algorithm called Multi/singlepath rOuting For multIcOre network 
(MOFIO). When a single path is employed to connect the source to the 
destination, shared backup path protection (SBPP) is utilized to make 
the network resilient against failure. When multipath routing is per
formed, the SBPP method is executed to protect each of the produced 
primary paths. For multipath routing, two different paths are considered 
in order to improve the ratio of accepted requests, which increases the 
level of differential delay. 

In another study on multipath routing in SDM-EONs, by Moura and 
da Fonseca [20], two families of RMLSSA algorithms, named Connected 
Component Labeling (CCL) and Inscribed Rectangles Algorithm (IRA), 
are proposed and compared, with an algorithm called Multipath 
Inscribed Rectangles Algorithm Minimal Crosstalk (MPIRAXT) generally 
providing the best results in those tests. The algorithms are based on the 
use of image processing techniques with the objective of reducing the 
computational complexity. In this study, rectangles of different sizes 
show the available set of frequency slots. In each rectangle, the width 
multiplied by the length should fulfill the amount of frequency slots 
requested by an incoming connection. If a single path is not capable of 
satisfying the requested demand, the bandwidth can be divided between 
two to five shortest paths. Although the authors give priority to using the 
rectangles, which stretch across only one spatial path, the employment 
of multiple paths as well as the selection of the rectangles with more 
than one unit length as the block of free frequency slots increase the 
energy consumption associated with the optical transponders and the 
amount of differential delay. 

Accordingly, in this paper, we propose a novel multipath RMLSSA 
algorithm with the aim of avoiding differential delay and reducing en
ergy consumption, while keeping the blocking probability low enough, 
and considering continuity constraints in both spectrum and core 
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location in order to use cost-effective SDM ROADMs without lane 
change support. 

3. Network model, definitions and assumptions 

In this study, the network topology is represented by a connected 
graph, G = (N ,E ), where N is the set of switching nodes and E the set 
of links. Moreover, N and E denote the number of nodes and links, 
respectively. Links are bidirectional, having an individual multicore 
fiber for each direction. Each multicore fiber has a set of C cores iden
tified by C = {1, 2, ..., C}, and the spectrum of each core is divided into 
an ordered collection of F frequency slots, F = {1, 2, ...,F}. Regarding 
modulation formats, we assume the use of binary phase shift keying 
(BPSK), quadrature phase shift keying (QPSK), and 8 and 16 quadrature 
amplitude modulation (8QAM and 16QAM). 

A dynamic operation scheme is regarded for forthcoming connection 
demands, so that the associated lightpaths are dynamically established 
and released. Every connection request R is characterized by R(s, d, γ,
τ), where s and d are the source and destination nodes, respectively, γ is 

the number of required frequency slots (assuming a BPSK modulation 

level), and τ specifies the time span (or service time) of the connection. 
However, a more spectrally efficient (but less robust) modulation format 
than BPSK can be used if the route, r, employed for establishing that 
connection does not exceed the transmission reach for that modulation 
format (as shown in Table 1 [21]). If that is the case, the demanded 
bandwidth (number of frequency slots) of that specific request can be 
reduced to γmodified, calculated by Eq. (1) [28] in accordance with the 
selected modulation level for that route. Thus, 

γmodified =

⌈
γ

Lr
modulation

⌉

, (1)  

where Lr
modulation is the number of bits per symbol associated to the 

topmost attainable modulation level of route r when taking into account 
the transmission reach (Table 1). Be aware that Eq. (1) may lead to a 
floating-point number for some connection requests; thus, the ceiling 
function is called for the sake of being rounded up to an integer number. 
Note that the data shown in Table 1, based on [21] correspond to the use 
of trench-assisted single-mode seven-core fibers, where the cores have 
an even-wide hexagonal structure, and considering that paths exceeding 
4000 km must use BPSK modulation format, which are the conditions 
that we will also assume in the simulation studies in this paper. 

Regarding spectrum, we assume spectrum continuity and contiguity 
constraints, i.e., identical slots indexes have to be employed by an end- 
to-end lightpath from the source to the destination node, and the entire 
set of allocated FSs to a lightpath should be spectrally adjacent. To 
prevent interference between spectrally adjacent connections, a guard- 
band of one slot is considered. Moreover, core continuity is also 
assumed along the routes to use the efficient ROADM architecture pre
sented in Rumipamba-Zambrano et al. [13]. 

As previously mentioned, transmission in SDM-EONs with MCFs is 
impaired by inter-core XT, which arises from the occupancy of similar 
spectrum ranges in neighbor cores, thereby leading to the signal quality 
reduction. Accordingly, it is crucial to estimate the accumulated XT in 
lightpaths established in MCFs to ensure they satisfy quality of trans
mission requirements. 

The XT value for a signal propagating through a certain core of a MCF 
is computed by Eq. (2) (in natural units) [29], 

Table 1 
Transmission reach and XT-threshold for each modulation level for a MCF with 
seven cores with hexagonal arrangement (based on [21]).  

Modulation level BPSK QPSK 8QAM 16QAM 

Transmission Reach [km] — 4000 2000 1000 
XTthreshold [dB] − 22.75 − 25.76 − 28.77 − 31.79 
Lmodulation 1 2 3 4  

Table 2 
Crosstalk parameters for a MCF with seven cores with hexagonal 
arrangement [29].  

Parameter Value 

Bending radius (RB) [m] 0.05 
Propagation constant (β) [1 /m] 4 × 106 

Coupling coefficient (κ) 4 × 10− 4 

Core pitch (Λ) [m] 4 × 10− 5  

Algorithm 1 
Energy efficient multipath routing, modulation level, core, and spectrum assignment algorithm (EEMPR)  

(continued on next page) 
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Algorithm 1 (continued ) 

(continued on next page) 
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XT =
n − n⋅exp( − (n + 1)hl)
1 + n⋅exp( − (n + 1)hl)

, (2)  

where n represents the number of neighbor cores having at least one 
common used FS with the connection being evaluated, and l is the 
transmission length in meters. The mean value of increased XT per unit 
length, can be determined by Eq. (3) [29]. 

h =
2κ2RB

βΛ
. (3)  

where RB, β, κ and Λ are, respectively, the bending radius, propagation 
constant, coupling coefficient, and core pitch of the fiber. The parame
ters considered in this study (again, for a MCF with seven cores arranged 
in a hexagonal structure) are shown in Table 2 [29]. 

The summation of the value of inter-core XT over the links in the 
lightpath should be calculated as the accumulated XT to assure the 
lightpath quality. In particular, the maximum threshold of XT should be 
met by the accumulated XT when a connection demand is served. The 
maximum optical reach based modulation format is taken into account 
as a reference of the inter-core XT threshold for every lightpath 
(Table 1). 

4. Dynamic energy efficient multipath routing, modulation 
level, core, and spectrum assignment algorithm (EEMPR) 

In this section, we propose a XT-aware multipath routing, modula
tion level, core, and spectrum assignment, which can effectively reduce 
the blocking probability and improve energy efficiency. We provide a 
general description of the algorithm, accompanied by a simple example, 
as well as the pseudocode of the method (Algorithm 1). 

The algorithm works as follows. First of all, the K-shortest distance 
paths for each source-destination pair must be precomputed. Then, for 
each request, R(s, d, γ, τ), the algorithm starts by considering the 
shortest of those paths between s and d (lines 1–2) and the most spec
trally efficient modulation format that can be used according to the 
length of the path is selected. Thus, a set of γmodified available frequency 
slots along that route must be searched (line 3). It should be noted that a 
frequency slot of a core c is available for the connection, only if is 
available in the same core number c of all the links composing the path. 
Therefore, the intersection of the frequency slots’ status of the corre
spondent cores of the different links over the selected route must be 
computed (line 4). 

In order to allocate resources, the algorithm searches iteratively for 
spectral availability (in the whole route) from core number 1 to C, and 
within each core from slot 1 to F (lines 9–30). However, for resource 
allocation (lines 32–65) it uses an Best-Fit strategy [30], that is, it pri
oritizes the allocation of a set of contiguous FSs in a single core whose 
size exactly matches the demand, i.e., its size is equal to γmodified plus the 
guardband slot if required (lines 36–44) and as long as XT requirements 
are also fulfilled (lines 38). If a set of available frequency slots of exact 
size is not found (or cannot be used due to XT), but at least one set of 
available consecutive slots has a larger size, then the set with the 
smallest size that satisfies the demand is used [30,31] (lines 45–53). In 
contrast, if no set of available consecutive slots is equal to or greater than 
the required number (or does not comply with XT requirements), then 
multipath routing will be used (lines 54–62), and the demand will be 
split to be served through different spectral gaps (possibly in different 
cores) along the same path. In that case the biggest available set of 
consecutive slots found in any of the cores will be selected to serve the 
demand. For the allocation of the remaining required spectral slots (line 

Algorithm 1 (continued ) 
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Fig. 1. (a) Example network topology (distances are given in km), (b) Core and spectrum availability through the selected path (s-A-B-d), (c) Allocation of resources 
to request R with multipath routing. 
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59), the procedure mentioned above will be repeated (i.e., an exact-fit 
strategy will be used), until the demand is fully satisfied. It should be 
noted that resources are only effectively allocated if the demand can be 
fully served by multipath routing (lines 40 and 49); otherwise, no re
sources will be allocated at all (line 65), i.e., a demand cannot be 

partially fulfilled. If no available resources are found in any of the 
K-shortest paths between the s and d nodes, the request will be blocked 
(line 68). 

The time complexity of the algorithm (including XT computation) in 
the worst-case scenario is O(KC3F3E). The main ‘for’ loop of the algo
rithm (lines 1–66) runs K times. For each candidate path, first, the 
intersection of the frequency slots’ status in the cores of the links must be 
computed (line 4), which has a complexity of O(CFE). Then, an inner 
loop (lines 10–30) runs C times, and has an additional loop running F 
times, where spectral gaps are identified and added to a sorted list ac
cording to the sizes of those gaps (measured in frequency slots) and core 
numbers. The complexity of lines 10–30 is thus O(C2F2). Finally, in lines 
33–63, there is a ‘do-while’ loop which is executed up to CF times. 
Internally, gaps are classified (line 35), with complexity O(CF), and 
there are three sequential loops (lines 36–44, 45–53 and 54–62), each 
executed again up to CF times. In these loops, the most demanding task 
is the XT computation, which has complexity O(CFE). Thus, the 
complexity of lines 33–63 is O(C3F3E). Therefore, the complexity of the 
algorithm is O(K(CFE + C2F2 + C3F3E)), which is asymptotically 
equivalent to O(KC3F3E). 

Regarding space complexity, the algorithm needs to store the K- 
shortest paths of up to E− 1 links, for a set of N(N− 1) different source- 
destination pairs, so the space complexity is O(KEN2). Additionally, 
the availability state of the spectral slots in each core of each fiber link 
needs also to be stored, which has space complexity O(FCE). Although 
there are additional variables and data structures, their space 

Fig. 2. The NSFNET topology [32] (distances are given in km).  

Fig. 3. The even-wide hexagonal structure for a seven-core fiber.  

Fig. 4. Request blocking rate of EEMPR in NSFNet at K = 1, 3, 5, 7.  Fig. 5. Request blocking rate of MPIRA in NSFNet at K = 1, 3, 5, 7.  
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complexity is equal or lower. Therefore, the space complexity of the 
algorithm is O(KEN2 + FCE). 

To show an example of the algorithm, let us assume an optical 
network comprising 5 nodes and 6 links (Fig. 1). Every fiber consists of 

seven cores, and the spectrum is divided into 15 frequency slots. For the 
sake of simplicity, we assume that there are no idle slots in the last two 
cores, and thus, only five cores (1 to 5) are represented in the figure. A 
request, R, to establish a connection between nodes s and d, requiring 19 
slots (if BPSK were used), is received. A set of K-shortest distance paths 
(with K = 3) for each source-destination pair has been previously pre
computed. Thus, Fig. 1(a) shows the 3-shortest distance paths between 
nodes s and d. The shortest of these paths, s-A-B-d (represented in blue), 
has a length of 2000 km, is selected as the first option to serve the 
request. Then, based on Table 1, since the distance of the path is less 
than 4000 km and more than or equal to 2000 km, the QPSK modulation 
format is selected. Therefore, γmodified =

⌈19
2
⌉
= 10 slots as specified by 

Eq. (1). 
Fig. 1(b) shows the spectral availability through the selected path (s- 

A-B-d). Blue slots in the figure represent frequency slots that are used in 
each core by other connections in at least one of the links of the path 
(and thus cannot be used to serve the connection request, R), and white 
slots represent available spectral slots through the whole path. Taking 
into account the core continuity and the spectrum continuity con
straints, it is not feasible for R to be accommodated using a single 
lightpath through path s-A-B-d, as there are not 10 consecutive available 
slots in any single core. Therefore, the request must be served by means 
of several sublightpaths. Through first-fit core evaluation from the core 
with the smallest index to the one with the highest one, the largest 
number of successive empty frequency slots (6) is found in core number 
5. As a result, slots 1 to 5 would be allocated for traffic transmission, and 
slot 6 would be reserved but used as a guard-band (sublightpath 1 in 
Fig. 1(c)). Therefore, 5 additional slots should still be provided to satisfy 
the demand. There is no such a big gap. The biggest available spectral 
available gap is then found in core 1, which has a size of 4 slots, and in 
fact does not require a guard-band, as it is at the end of the spectral range 
and, at the other side, slot 11 is already a guard-band. Those slots are 
then reserved (sublightpath 2 in Fig. 1(c)). For the final spectral slot to 
be provided to satisfy the demand, the first exact-fit gap is found in core 
2, so that one would be selected and then the demand would be fully 
served (sublightpath 3 in Fig. 1(c)), assuming in this example, for the 
sake of simplicity, that XT requirements are also fulfilled. 

In the case that not enough spectral resources were available in path 
s-A-B-d (even exploiting multipath routing), the algorithm would then 
check with the second shortest available path, and then, if necessary, 
with the third one (as K = 3 in this example). 

Fig. 7. Bandwidth blocking rate of MPIRA in NSFNet at K = 1, 3, 5, 7.  

Fig. 8. Energy consumption per transmitted bit of EEMPR in NSFNet at K = 1, 
3, 5, 7. 

Fig. 6. Bandwidth blocking rate of EEMPR in NSFNet at K = 1, 3, 5, 7.  

Fig. 9. Energy consumption per transmitted bit of MPIRA in NSFNet at K = 1, 
3, 5, 7. 
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5. Simulation setup and results 

In this section, the performance of EEMPR is assessed and compared 
with MPIRAXT (from now on MPIRA) [20]. For that aim, an SDM-EON 
simulator has been developed in Python. The physical topology 
considered in the simulation is the National Science Foundation 

Network (NSFNET) topology, with 14 nodes and 21 links, as depicted in 
Fig. 2 [32]. Each link is composed by two unidirectional multicore fibers 
(on per direction). Each fiber has seven cores with even-wide hexagonal 
structure (Fig. 3). Optical transmission employs the C-band, and the 
spectrum per core is partitioned into 320 frequency slots of 12.5 GHz. 

Connection requests arrive at the network according to a Poisson 
process with average arrival rate λ, and the duration of each established 
connection (τ) is based on an exponential distribution with average T. 
The source and the destination nodes of each connection request are 
randomly selected considering a uniform distribution. The number of 
required frequency slots for each connection (assuming a BPSK modu
lation level), γ, is also obtained from a uniform distribution between 
γmin = 1 and γmax = 24 frequency slots, therefore with average γavg =

(γmax − γmin)/2. Since different connections may demand a different 
number of frequency slots, rather than using the classical traffic load in 
erlangs (λT), we use the normalized version given by Eq. (4), which takes 
into account the average and maximum capacity of the connections, as 
well as the number of nodes in the network, N. 

load =
λT

N(N − 1)
γavg

γmax
(4) 

Transceivers in the network are assumed to be able to use BPSK, 
QPSK, 8QAM, and 16QAM modulation formats, subject to the 

Fig. 10. Delay relative to shortest path of EEMPR in NSFNet at K = 1, 3, 5, 7.  

Fig. 11. Delay relative to shortest path of MPIRA in NSFNet at K = 1, 3, 5, 7.  

Fig. 12. Request blocking ratio comparison in NSFNet topology at K = 5.  

Fig. 13. Bandwidth blocking ratio comparison in NSFNet topology at K = 5.  

Fig. 14. Energy consumption per transmitted bit comparison in NSFNet to
pology at K = 5. 
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transmission constraints and the spectral efficiency described in Table 1. 
Therefore, for establishing connections, γmodified spectral slots should be 
reserved instead of γ. However, an additional slot should also be 

reserved for the connections to provide a spectral guard-band. 
In each simulation, 105 requests are generated for warming up the 

network, but no metrics are collected during that phase. Then 106 

additional requests are generated, for which performance metrics are 
retrieved. 

Fig. 15. Reduction in energy per bit in NSFNet topology at K = 5.  

Fig. 16. Reduction in number of sublightpaths in NSFNet topology at K = 5.  

Fig. 17. Delay in relation to shortest path comparison in NSFNet topology at K 
= 5. 

Fig. 18. Network topologies (a) SmallNet [34], (b) USNet [34], (c) JPN12 [35], 
(d) DT [36] (distances in km). 
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5.1. Analysis for different numbers of K-shortest paths 

First of all, we have analyzed the performance of EEMPR and the 
baseline algorithm, MPIRA [20], separately, for different numbers of 
K-shortest paths, setting K to 1, 3, 5 and 7. As we have mentioned, in 
EEMPR, all sublightpaths are routed through the same path; however, 
up to K different paths can be explored for resource availability. Four 
different metrics have been studied. First of all, Figs. 4 and 5 show the 
request blocking ratio (RBR) for EEMPR and MPIRA, respectively. The 
RBR is defined as the fraction of requests that are blocked. Results are 
represented together with 95 % confidence intervals. Then, Figs. 6 and 7 
represent the bandwidth blocking ratio (BBR) for both algorithms. The 
BBR takes into account that different requests need different band
widths. Thus, BBR is computed as the quotient between the sum of the 
requested bandwidths (γmodified) associated with blocked requests and 
the sum of the requested bandwidths of all requests. Next, Figs. 6 and 7 
show the energy required by network transponders for the transmission 
of a single bit. The energy consumption associated to the transmission 
through each core has been estimated by using the model by López et al. 
[33], considering the spectral resources employed in that core. Finally, 
Figs. 8 and 9 show the average delay of the longest distance sublightpath 
compared to that of the shortest distance path for both algorithms. 

These metrics will be analyzed in more detail in the following sub
section. At this point, our objective is to see the trade-off on blocking 
ratio vs other parameters when using different values of K. Increasing K 
leads to lower values of blocking ratio, but the energy consumption per 
bit and the differential delay increase, when using either the EEMPR or 
the MPIRA algorithms. Our main goal is to minimize the blocking 
probability, and when going from K = 5 to K = 7, there is no 
improvement on blocking probability (again, for both EEMPR and 
MPIRA). Therefore, in the following subsections we compare and 
analyze in detail the results for K = 5 (Figs. 10 and 11). 

5.2. Comparison of EEMPR and MPIRA for K = 5 shortest paths 

We now focus on the K = 5 case and plot the results for EEMPR and 
MPIRA in the same figures to facilitate comparison. First of all, Figs. 12 
and 13 show the RBR and BBR, respectively, for different traffic loads. As 
it can be observed, EEMPR always obtains a lower blocking ratio than 
MPIRA, achieving approximately up to 50 % reduction in RBR and BBR 
for a traffic load of 7.5. 

Then, Fig. 14 shows the energy required by network transponders for 
the transmission of a single bit. As shown in Fig. 14, EEMPR leads to 
lower consumed energy per bit than MPIRA. This is mainly due to the 
fact that MPIRA typically requires a higher number of paths to satisfy a 
demand thereby leading to higher utilization of network transponders 
(especially at high loads). The savings in energy consumption per 
transmitted bit of EEMPR when compared with MPIRA are shown in 
Fig. 15. Employing only one single path to accommodate a connection 
request and only limiting the division of a demand just across the cores, 
like EEMPR does, leads to a decrease on the consumed energy per bit. 

In multipath routing, a demand can be served by using several paths 
(sublightpaths). However, with EEMPR, the average number of sub
lightpaths required is much lower than with MPIRA, a reduction of more 
than 15 % for a load of 7.5, as shown in Fig. 16. The reduction in number 
of sublightpaths, which is yielded by EEMPR leads to a more efficient use 
of transponders and spectrum as a lower number of guard-band slots are 
required. 

A key advantage of EEMPR is that it removes the differential delay 
associated to transmission through different paths, since they all use the 
same route (just a different core). This fact is very important as a sig
nificant difference can cause the unneeded retransmission of packets 
and malfunctions (or inefficiencies) in the protocols of upper layers. 
Moreover, EEMPR also reduces the average delay in relation to the 
shortest distance path. The average delay of the longest distance sub
lightpath compared to that of the shortest distance path is shown in 
Fig. 17 for EEMPR and MPIRA, obtaining again better results with 
EEMPR. 

5.3. Analysis for other topologies 

We have also analyzed the performance of EEMPR (compared with 
MPIRA) in four additional topologies: SmallNet [34], USNet [34], 
JPN12 [35] and DT [36]. The topologies are shown in Fig. 18, and their 
characteristics, together with those of the NSFNet, are shown in Table 3. 
The USNet topology has a higher number of nodes and links than the 
other topologies. Nevertheless, considering the length of the links, we 
can observe two distinct groups of topologies. The SmallNet, NSFNet 
and USNet topologies are characterized for having long links (around or 
higher than 1000 km), and thus the average length of the 5-shortest 
paths exceeds 4000 km for each of those networks. In contrast, the 
JPN12 and DT topologies have lower link distances (below 500 km), and 
the average length of the 5-shortest paths is less than 2000 km. Note that 
for paths with length lower than 2000 km, spectrally efficient modula
tion formats like 8QAM or 16QAM are employed (Table 1), while for 
paths exceeding 4000 km, BPSK must be used, which is more robust but 
less spectrally efficient. As we will show next, this feature has an impact 
on the results obtained. 

First, the results for the topologies with long links, SmallNet and 
USNet, are shown in Fig. 19. The conclusions are similar to those ob
tained for the NSFNet (also a topology with long links). For most loads, 
EEMPR gets lower BBR than the baseline algorithm, MPIRA, and the 
reduction is particularly significant for the SmallNet topology. More
over, EEMPR also reduces energy consumption, around 11 % for 
SmallNet and 5 % for USNet (considering the traffic loads leading to a 
BBR ~10− 3) when compared with MPIRA, as well as the delay in rela
tion to the shortest path. 

Then, the results for the topologies with shorter links, JPN12 and DT, 
are shown in Fig. 20. In this case, in contrast to the previous networks, 
the results are very similar for EEMPR and MPIRA, both in terms of BBR 
and energy consumption. 

As shown in Table 3, SmallNet, NSFNet and USNet, have long links, 

Table 3 
. Characteristics of the five network topologies.  

Topology Number of 
nodes 

Number of 
links 

Avg. link length 
(km) 

Min. length of the 5-shortest 
paths (km) 

Avg. length of the 5-shortest 
paths (km) 

Max. length of the 5-shortest 
paths (km) 

SmallNet 10 22 2080.0 1810 5152.91 8820 
NSFNet 14 21 1080.95 300 4341.09 9200 
USNet 24 43 997.67 250 4012.13 8750 
JPN12 12 17 436.88 48 1554.14 4003 
DT 14 23 186.25 36.9 685.61 1379.6  
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Fig. 19. Analysis in the SmallNet (left column) and USNet (right column) topologies in terms of BBR (a and d), energy consumption (c and d) and delay in relation to 
shortest path (e and f). 
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Fig. 20. Analysis in the JPN12 (left column) and DT (right column) topologies in terms of BBR (a and d), energy consumption (c and d) and delay in relation to 
shortest path (e and f). 
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and thus the length of the K-shortest paths is higher. In contrast, JPN12 
and DT are smaller networks and thus have shorter K-shortest paths. 
Figs. 21 and 22 show the histogram of the length of the paths for these 
five networks for K = 5. The histograms also represent the modulation 
format associated with those paths, based on the limitations shown in 
Table 1. 

In networks with long links, BPSK must be used for a considerable 
number of paths, resulting in increased bandwidth requirements (a 
higher number of spectral slots) to achieve a specific data rate. In 
contrast, for networks with short links, most connections can be estab
lished with 16QAM and 8QAM, so they require less bandwidth (and thus 
a lower number of spectral slots) to achieve a specific data rate. EEMPR 
is more efficient when dealing with requests demanding a high number 
of spectral slots than MPIRA and for that reason, EEMPR outperforms 
MPIRA in networks with long links. This is due to the fact that MPIRA 
has more constraints when searching for ‘rectangles’ in cores and fre
quency slots for resource allocation (see Section 2 and [20]), while 
EEMPR operates with more freedom. This translates in EEMPR requiring 
a lower number of sublightpaths to serve the requests, which brings 
advantages in terms of energy consumption, and also in terms of 
requiring a lower number of guard-bands (and so additional spectral 
savings). The reduction in the number of sublightpaths is shown in 
Fig. 23. For instance, focusing on the traffic load for which the BBR is 
around 10− 3, EEMPR, compared with MPIRA, reduces the number of 
sublighpaths in around 22 % for USNet, 12 % for NSFNet (Fig. 16) and 
35 % for SmallNet (i.e., in the networks with long links), and around 2 % 
for JPN and 6 % for DT (i.e., in the networks with short links). 

As a conclusion, EEMPR is as efficient as MPIRA in networks with 
short links (typically national networks), while it clearly outperforms in 
networks with long links (large countries, continental and inter- 
continental networks). 

Fig. 21. Histograms of the 5-shortest paths lengths for the NSFNet.  

Fig. 22. Histograms of the 5-shortest paths lengths for (a) SmallNet, (b) USNet, (c) JPN12 and (d) DT.  
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6. Conclusion 

We have proposed a new dynamic multipath routing, space, and 
spectrum assignment algorithm for SDM-EONs. It has been designed 
with the aim of decreasing blocking ratio and energy consumption, as 
well as setting the differential delay parameter arising in multipath 
strategies to zero. Since the appearance of inter-core crosstalk (XT) in 
SDM systems decreases the signal quality, the proposed method also 
checks that the accumulated XT does not exceed certain thresholds to 
validate the connection establishment. In case there are not enough 
resources to satisfy the demand with a single lightpath, the demand will 
be split, using the minimum number of cores as possible. Keeping the 
number of generated sublightpaths low is essential to prevent the use of 
many BVTs, and thus improving energy efficiency. The simulation study 
has been conducted considering different network topologies with 
different link distances. We have demonstrated that in network topol
ogies with long links (like large countries, continental or inter- 
continental networks), our proposal outperforms another proposal 
from the literature in both blocking ratio and energy consumption. 
Moreover, our proposal keeps the delay closer to that of the shortest 
path, and hence, it clearly improves network performance. 
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