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Abstract—Matrix multiplication is one of the most costly
linear algebra operations, very often present in scientific com-
putational applications. Current generic linear algebra libraries,
such as ScaLAPACK and its recent evolution SLATE, include
functionalities for generic and triangular matrix multiplication.
They generally rely on block-cyclic partitioning, which has two
main advantages. First, it provides good interoperability with
other functionalities of the libraries. Second, it provides a good
balance of computation and inter-process communications. The
focus of these libraries is performance and scalability, targeting
even huge number of processes. Nevertheless, many enterprises
and computing centers work with commodity clusters or small
partitions with a reduced amount of nodes.

In this paper, we propose and evaluate a combination of data
distributions and communication patterns intending to optimize
the triangular matrix product in distributed memory systems
when targeting commodity clusters (up to approximately 36
nodes). The main four ideas are: Use panels (horizontal or
vertical band partitions) instead of tiling; avoid zero-elements in
communication buffers; balance the number of elements in com-
municated buffers; and evaluate the performance when combined
with both pipeline and broadcast communication strategies. We
compare our implementation performance against the state-of-
the-art implementations provided by ScaLAPACK and SLATE.
The results show that we outperform both of them. Our proposal
is up to 41% faster than ScaLAPACK, and up to 6.7% faster
than SLATE.

Index Terms—triangular matrices, matrix product, distributed
systems, SLATE, ScaLAPACK

I. INTRODUCTION

Classic generic libraries for performing linear algebra op-
erations in distributed memory environments, such as ScaLA-
PACK [1] and SLATE [2], spread the matrix blocks among the
available processors in a cyclic way. This block-cyclic matrix
distribution leads to efficient fine-grained communications
and data alignment for the matrix product computation. This
distribution also allows a good interoperability with other
functions of the same library. Nevertheless, while this mapping
performs very well in the general case, it may be less efficient
in specific scenarios, such as the multiplication of triangular
matrices.

In this work, we address the matrix-matrix multiplication
C = A × B, where A is a lower triangular matrix, offering

This work was supported in part by the Spanish Ministerio de Ciencia e In-
novación and by the European Regional Development Fund (ERDF) program
of the European Union, under Grant PID2022-142292NB-I00 (NATASHA
Project); and the Junta de Castilla y León - FEDER Grants, under Grant
VA226P20 (PROPHET-2 Project), Junta de Castilla y León, Spain.

efficient alternative distribution and communication schemes
to those advocated by state-of-the-art libraries. We propose a
method that balances communication and computation work-
loads, thus improving performance for commodity clusters
(composed of up to approximately 36 nodes). Our proposal
focuses on matrices distribution and communication patterns
for lower triangular–full matrix multiplications that can be
generalized for upper triangular matrices. We revisit classical
mapping methods and communication algorithms, and we
propose a combination with data partitioning methods where
only non-zero elements are distributed and communicated
asynchronously to keep a similar workload in all processes
and overlap computation and communication.

To evaluate our proposal, we compare its performance
against the distributed memory dtrmm operation from ScaLA-
PACK and SLATE libraries, which perform the triangular-
per-full matrix product. Our results show that our solutions
outperform the state-of-the-art implementations on commodity
clusters.

II. OUR PROPOSAL

Let A ∈ Rm×n be a triangular matrix, and B,C ∈ Rm×n

regular matrices. We intend to improve the triangular matrix
product C = A × B by exploring four ideas: Panels usage,
avoid sending zeros, consider both pipeline and broadcast
communication algorithms, and use partitions with irregular
panels to balance the number of non-zero elements in the
triangular matrix parts.

It has been proved in the literature that 2D tiling partitioning
and communication can scale better for large number of nodes
than using panels (horizontal or vertical band partitions) [3].
Our hypothesis is that the use of panels can improve per-
formance in commodity clusters. We propose to distribute A
matrix by horizontal panels; and B by vertical panels. Each
node computes a whole vertical panel of C. Regarding the
communication strategy, at each step of the algorithm, we
propose to communicate matrix A parts, and then multiply
the received Ai part by the local Bj part. We test two
communication strategies: Pipeline (circular shift of A, where
Ai sent to processor (i+1)%num_procs) and broadcast (at
stage k, Ak is sent from processor k to all processors).

With respect to the management of the communication
buffers, we propose two improvements. On the one hand,
instead of sending a rectangular full panel (which contains A
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zeros), we build a box panel (including the minimal number
of zero elements to obtain a rectangular shape) or a trapezoid
panel (no zeros); see Figure 1. On the other hand, in order
to balance the number of elements sent by each process
and the computation at each step, we propose to leverage
irregular sized panels that are formed by approximately the
same number of non-zero elements; see Figure 2.

Fig. 1. Sample of the boxes and trapezoid shapes built to communicate the
triangular matrix data.

Fig. 2. Sample of the regular and balanced partitioning of the triangular
matrix data.

III. PERFORMANCE EVALUATION

All the tests have been conducted in the SCAYLE super-
computer1, in particular in its Cascade Lake server, which is
equipped with 38 servers with 192 GB RAM and Infiniband
HDR 100 Gbps interconnection Network. Each node is com-
posed of 2 Intel Xeon Gold 6240 processors 2.6 GHz. All
the implementations have been compiled using GCC 9.4.0.

To evaluate the performance of our proposal and to position
it with respect to the state-of-the-art libraries, we compare the
execution times of our proposal with both ScaLAPACK and
SLATE. We use ScaLAPACK from Intel’s oneAPI 2021.3.0,
and SLATE release 2023.06.00. We measure the elapsed time
to compute the triangular-full matrix product with square
matrices of dimension 30,000×30,000. As we base our pro-
posal in four main ideas, we test eight different versions
of our implementation: Choosing to use regular or balanced
buffers, pipeline or broadcast strategy, and boxes or trapezoid
shapes. To do the local computation at each step, we use the
gemm and trmm routines from Intel’s oneAPI 2021.3.0 MKL.
Figure 3 shows the execution time (in seconds) obtained by
ScaLAPACK, SLATE and the eight versions of our proposal.

IV. CONCLUSION

In this work, we present an alternative combination of data
partitions, mappings, and communication schemes to com-
pute triangular-full matrix products in distributed commodity

1https://www.scayle.es/

Fig. 3. Elapsed time (seconds) to compute the triangular matrix product
C = A×B with A being a lower triangular matrix, and B a regular matrix,
both of them of dimension 30, 000× 30, 000.

clusters. We show that this combination can outperform the
state-of-the-art implementations in linear algebra libraries,
such ScaLAPACK and SLATE, for clusters up to 36 nodes.
In particular, in the case of ScaLAPACK, in the best case
we attain a reduction of up to 41% of the elapsed time to
compute the triangular-full matrix product of square matrices
of dimension 30,000. Regarding SLATE, although smaller, we
still observe performance benefits using our proposal up to
6.7%. With respect to the different variants of our proposal,
in general, broadcasting the local matrices with trapezoid
balanced shapes is the best option. Although, the difference
between boxes and trapezoid shapes is small, the reduced
number of elements communicated when using trapezoids
slightly pays off the extra cost of marshalling with more
complex trapezoid buffers.

Although tiling based partitionings scale better on the long-
term than those based on panels, we have shown that using
specific partitioning, mapping, and communicating techniques
for panels can offer performance benefits for the small number
of nodes that can be found in commodity clusters, or small
partitions of bigger computing center installations.

Currently we leverage CBLACS kernels to compute the
gemm and trmm operations. SLATE, for example, uses more
efficient multithreaded versions of these kernels. As part of
the future work, we plan to explore the same comparisons
presented in this work using comparable multithreaded linear
algebra kernels. We also plan to use this partition schemes
directly in SLATE.
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