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Background and objective: The electrocardiogram (ECG) is the most important non-invasive method for eluci-

dating information about heart and cardiovascular disease diagnosis. Typically, the ECG system manufacturing 
companies provide ECG images, but store the numerical data in a proprietary format that is not interpretable 
and is not therefore useful for automatic diagnosis. There have been many efforts to digitize paper-based ECGs. 
The main limitations of previous works in ECG digitization are that they require manual selection of the regions 
of interest, only partly provide signal digitization, and offer limited accuracy.

Methods: We have developed the ECGMiner, an open-source software to digitize ECG images. It is precise, fast, 
and simple to use. This software digitizes ECGs in four steps: 1) recognizing the image composition; 2) removing 
the gridline; 3) extracting the signals; 4) post-processing and storing the data.

Results: We have evaluated the ECGMiner digitization capabilities using the Pearson Correlation Coefficient 
(PCC) and the Root Mean Square Error (RMSE) measures, and we consider ECG from two large, public, and 
widely used databases, LUDB and PTB-XL. The actual and digitized values of signals in both databases have been 
compared. The software’s ability to correctly identify the location of characteristic waves has also been validated. 
Specifically, the PCC values are between 0.971 and 0.995, and the RMSE values are between 0.011 and 0.031 
mV.

Conclusions: The ECGMiner software presented in this paper is open access, easy to install, easy to use, and 
capable of precisely recovering the paper-based/digital ECG signal data, regardless of the input format and 
signal complexity. ECGMiner outperforms existing digitization algorithms in terms of PCC and RMSE values.
1. Introduction

The increase in computing power, together with the popularization 
of algorithms to analyze bioelectrical signals, encourages the computer 
science community to design and implement software that supports the 
medical community. Bioelectrical signals arise from the human body 
produced by the displacement of ions in solution, such as the Electrocar-

diogram (ECG), Electroencephalogram, or neuronal Action Potentials, 
among others. ECGs in particular are routinely used in the clinic to iden-

tify heart anomalies. A standard ECG is recorded at 12 leads, where a 
lead is a glimpse of the heart’s electrical activity from a particular an-

gle. Moreover, a typical heartbeat is decomposed into five fundamental 
waves, respectively labeled as P, Q, R, S, and T. The main features 
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used in medical practice are related to the location, amplitudes, and 
the time elapsed between waves (PR, QT, QRS, and ST intervals). To 
extract these quantitative values, the numerical signal is needed; how-

ever, often, only the graphic information of the signals generated by an 
electrocardiograph is available. Typically, the ECG system manufactur-

ing companies provide ECG images, but store the numerical data in a 
proprietary format that is not interpretable and is not therefore useful 
for automatic diagnosis.

Since the later years of the past century, much effort has been put 
into digitizing paper-based ECGs. Many available ECG signal digitiz-

ing procedures base their analysis on calculating the cardiac rhythm 
(or heartbeat interval) to tentatively detect arrhythmia. On this mat-

ter, we find such works as [1,2], which measure the distance between 
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the different heart peaks, as well as their number, along the time in-

terval being measured. Other works digitize ECG signals with specific 
purposes, such as [3], presents a Matlab-based toolkit to extract cer-

tain parameters widely used in cardiology [4], including the duration 
of the PR interval, the QT interval, the QRS complex, and the ST inter-

val. Alternatively, some authors offer tools that present a wider focus, 
attempting to provide general digitized information of the ECG signal 
that can be analyzed later, such as [5]. Particularly, in that work, the 
authors present a Matlab software, that stores the ECG signal as a bi-

nary file describing an image, as well as the demographic information. 
However, it requires manual user intervention as also happens in [6]. 
Aligned with this work, in [7], the authors present a Matlab software, 
but this time it has only been validated on simulated ECGs, which pre-

vents a fair comparison with other works. More recently, [8] developed 
an open-access, fully automated algorithm; however, it employs non-

public databases for validation and the proportion of discarded images 
is high. Furthermore, the use of neural networks has also been explored 
in such works as [9], which focuses on ECG digitization and its conver-

sion into 1-D signals, leveraging deep learning-based binarization and 
diagnosis algorithms. A full review regarding digitization algorithms 
have been recently published in [10].

The motivation of this work is to offer open-source software to pre-

cisely digitize ECGs. In the particular context of our research group, the 
ECGMiner will form an ensemble with the FMM (Frequency Modulated 
Möbius) approach for ECG automatic interpretation, recently developed 
in [11]. The combination of ECGMiner plus FMM allows ECG images to 
be digitized and analyzed in real-time, thus generating a very useful 
collection of parameters and features of great interest in the clinic.

The rest of the paper is structured as follows. In Section 2, we de-

scribe the ECGMiner software, detailing both its backend and frontend. 
In Section 3, we detail the validation process and the performance re-

sults. Finally, we end with the Discussion and Conclusions, in Sections 4

and 5, respectively.

2. Methods

The potential of the ECGMiner software is twofold: On the one hand, 
at the backend, the digitizing process is precise and fast; on the other, 
the frontend consists of a Graphical User Interface (GUI) that is both 
simple and user-friendly.

In this section, we first detail the format and components of the ECG 
images to digitize (Section 2.1); then we present the ECGMiner software 
frontend, describing its GUI (Section 2.2); following that, we explain 
the software backend, describing the collection of algorithms that have 
been implemented (Section 2.3); and finally, we provide some details 
on how to download the software (Section 2.4).

2.1. The input data to process: ECG images

Typically, an ECG image (see the example in Fig. 1) is composed of 
two differentiable regions: A grid with all the signals, and the frame that 
surrounds it, which contains all the metadata and demographic infor-

mation of the patient to whom the ECG corresponds. The grid where the 
leads are plotted is usually printed in red or magenta, with the signals 
overlapped and printed in black or blue.

There exist different ways of representing the ECG leads. The most 
widely used format is the 12-lead ECG, which is usually displayed in 
3 × 4 mode (3 rows and 4 columns), and chronologically located in 
the grid. This means that, for a typical 10-second long ECG, in 3 × 4
standard format, the first 2.5 seconds of the record correspond (from 
top to bottom) to the leads I, II, and III; from 2.5 to 5 seconds to the 
leads aVR, aVL, and aVF; from 5 to 7.5 seconds, to the leads V1, V2, 
and V3; and the last 2.5-second interval shows the leads V4, V5, and 
V6. This distribution has been schematically represented in Fig. 2a.

There exist variations of the 12-lead format. For example, the leads 
can be recorded distributed in 6 ×2 or 12 ×1 grids, or following specific 
2

formats such as the Cabrera format (see Fig. 2b).
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Fig. 1. Example of a printed ECG record from the PTB-XL database.
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(a) Standard 12-lead format. (b) Cabrera format.

Fig. 2. Common ECG display formats: Standard format on the left and Cabrera 
format on the right.

Moreover, some ECGs incorporate up to 3 rhythm leads, which are 
placed at the bottom of the grid and take up the total recording time 
(see the fourth row in Fig. 1). These signals are useful to locate wave 
features and measure, among others, heart rate from RR intervals. As 
they are an extended version of any of the leads, it is also useful to 
digitize them.

The small rectangular areas of the signals located at the end or at the 
beginning are called reference pulses. They do not belong to the signal 
itself as such, but they are used to mark the 0 mV (millivolts) and 1 mV 
reference values of each of the signals. See the rectangular peaks at the 
end of each row in Fig. 1.

Regarding the ECG frame, there is practically no consensus about the 
information it should include, nor about how to display it. Commonly, 
it contains some patient metadata, such as demographic information 
(name, age, gender, etc.) and clinical measures (heart rate, QRS com-

plex, PR interval, etc.). Furthermore, the ECG frame can also be used to 
include the cardiologist’s notes.

2.2. Frontend: the GUI

For the sake of usability, we have provided the ECGMiner software 
with a GUI (see Fig. 3) that enables easy interaction with the software.

On the left side of the GUI, in the gray region, there is the settings 
section, composed of:

• Input parameters: Here the user can select the input format of the 
ECGs to digitize. This includes:

– Main layout: The leads distribution on the main layout. In par-

ticular, the software allows 3x4, 6x2 or 12x1 formats.

– 1st Rhythm strip: Name of the lead corresponding to the 
first rhythm strip. It can be set to None.

– 2nd Rhythm strip: Name of the lead corresponding to the 
second rhythm strip. It can be set to None.

– 3rd Rhythm strip: Name of the lead corresponding to the 
third rhythm strip. It can be set to None.

– RP on Left/RP on right: Select whether the reference 

pulses are located on the left or right of the grid.
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– Cabrera format: Mark if the displaying mode of the leads is 
the Cabrera format, instead of the standard format.

• Output parameters: This is where the user indicates details regard-

ing the results generated. It includes:

– Change path: Set the path where the result files will be stored.

– Metadata OCR: If selected, the software processes the ECGs’ 
metadata and stores them in a text file at the end of the exe-

cution.

– Interpolate: If selected, the software will interpolate the sig-

nals to the number of observations indicated by the user.

In the middle of the GUI, four elements are useful for obtaining 
information while the digitization process is taking place, and also when 
it has been completed. From top to bottom:

• ECG selector and view-box: Navigate throughout the loaded 
ECGs to see them.

• Progress bar: While digitizing the ECGs, this bar shows the per-

centage of already completed digitizations.

• Console log: Showcase the time and names of digitized ECGs, 
or error messages. In case of a failure, the software will proceed to 
digitize the remaining ECGs.

On the right-hand side of the GUI, there are four icons to interact 
with the software execution. From top to bottom:

• Load ECGs (folder icon): By clicking here, the user specifies the 
path to the ECGs to digitize. Note that one or more ECGs can be 
selected.

• Play: This serves to start the digitizing process.

• Switch view mode (ECG signal with an eye icon): Switch be-

tween view modes for the selected ECG in the view box. In the 
digitized ECGs, the software showcases each lead detected by the 
extraction algorithm through colored lines, overlaying them on the 
actual leads. Furthermore, the view box displays each detected ref-

erence pulse with two dashed lines corresponding to 0 mV and 1 
mV.

• Cancel (x icon): This can be used to stop and cancel the digitiza-

tion process.

2.3. Backend: the digitization algorithm

At the backend, the ECGMiner software effectively conducts the ECG 
digitization. The process of digitizing an ECG image has been illustrated 
in Fig. 4. This flow can be globally described as follows:

1. Image recognition: Recognize the image composition. In this 
first step, the algorithm identifies which part of the image contains 
the metadata information, and which has the grid with the signals.

2. Gridline removal: Remove the gridline of the signal region, 
deleting anything that belongs to the background of the signal 
region. This step leaves only the lead signals with a clean back-

ground.

3. Signal extraction: The pixel coordinates that make up the sig-

nals are determined through an innovative ECG digitization tech-

nique. This approach involves maximizing connection plausibility 
based on a cost function defined simultaneously for all regions of 
interest. This not only enhances digitization accuracy but also con-

siderably reduces computational time.

4. Data storage: Store the data in a CSV (Comma-Separated Val-

ues) file. Optionally, if requested by the user, it also exports the 
metadata information into a text file.

It has to be remarked that the ECGMiner takes advantage of parallel 
processing to speed up the calculations. As illustrated in Fig. 5, once the 
3

collection of ECG images to be digitized has been determined, they are 
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Fig. 3. ECGMiner GUI.

split into batches. Then, multiple CPU threads are launched, each being 
in charge of digitizing one of the image batches.

2.3.1. Image recognition

At this first stage of the algorithm, the objective is to identify the 
location of the metadata information and the plotted signals in the 
ECG image. By intuition, one can assume that the signals will be placed 
inside the largest area of the image. Thus, this largest area is first iden-

tified as follows:

1. Simplify the image by extracting the edges of the global image to 
reduce the amount of data to be processed. This is done using the 
Canny Edge Detector operator [12], which uses a multi-stage algo-

rithm to detect the edges of an image.

2. Obtain the bounded regions to construct polygons and discard the 
remaining loose edges. This is achieved by isolating every single 
contour by applying Suzuki’s algorithm [13], which defines hierar-

chical relationships among the borders.

3. Transform the contours into rectangles using the Ramer–Douglas–

Peucker algorithm [14,15], which reduces the number of points 
used in the approximation of a curve.

4. Take the rectangle with the largest area as the region that contains 
the grid with the signals.

2.3.2. Gridline removal

Grid lines hinder the digitization process and can be misleading. 
Moreover, the grid contains many points whose processing could con-

siderably slow down the computation of the subsequent steps. Thus, 
once the grid region has been identified, the aim is to remove the grid, 
as well as any noise and small artifacts it may contain.

Based on the HSV (Hue, Saturation, Value) color model, an image 
can be seen as a multidimensional array; particularly, as an 𝑀 ×𝑁 × 3
array, with 𝑀 rows, 𝑁 columns, and 3 channels, respectively asso-

ciated to Hue, Saturation and Value. The Value channel could be seen 
as the “color strength”; low values are associated with the signals (be-

cause they have dark colors), and the rest of the elements of the grid 
and other artifacts are represented by higher values. Considering 8-bit 
color graphics, each element contains a value between 0 and 255.

To detect the signal and remove the rest, the software converts the 
provided grid to a grayscale. It then applies a mask to the image pixels 
to remove or keep each of its pixels. This mask is determined by an 
automatic thresholding technique based on Otsu’s method [16]. This 
method determines a value that serves to discriminate the pixels to be 
removed from those to be kept. In short, the algorithm returns a single 
intensity threshold that separates pixels into two classes, foreground 
and background. This threshold is calculated by maximizing inter-class 
variance on the intensity histogram (see Fig. 6). Once the threshold has 
been established, any pixel whose value is lower than or equal to it is 

set to 0, and any value higher than it is set to 1.
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Fig. 4. Flowchart of the ECG digitization process.

Fig. 5. Flowchart of ECG batch processing.
4

Fig. 6. A plot showing the results of applying Otsu’s method to an ECG image.
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2.3.3. Signal extraction

The signal extraction procedure (see Algorithm 1) consists of iterat-

ing, over the image pixel columns to store, the most likely connections 
between the different regions of consecutive black pixels (named clus-

ters), based on a custom cost function, to identify the pixels belonging 
to each of the signals.

Algorithm 1 Signal extraction.

Input: 𝑒𝑐𝑔 (binary matrix) of dimensions 𝑀 ×𝑁

1: 𝐿𝐸𝑁 ← 2
2: 𝑆𝐶𝑂𝑅𝐸 ← 3
3: 𝑟𝑜𝑖𝑠 ← 𝑔𝑒𝑡_𝑟𝑜𝑖𝑠(𝑒𝑐𝑔)
4: 𝑟𝑜𝑖_𝑛 ← 𝑙𝑒𝑛(𝑟𝑜𝑖𝑠)
5: 𝑐𝑎𝑐ℎ𝑒 ←𝐻𝑎𝑠ℎ𝑀𝑎𝑝()
6: for 𝑐𝑜𝑙 ∈ {𝑖𝑛𝑖_𝑐𝑜𝑙 ... (𝑁 − 1)} do

7: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ← 𝑔𝑒𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑒𝑐𝑔, 𝑐𝑜𝑙)
8: 𝑝𝑟𝑒𝑣_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ← 𝑔𝑒𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑒𝑐𝑔, 𝑐𝑜𝑙 − 1)
9: if 𝑙𝑒𝑛(𝑝𝑟𝑒𝑣_𝑐𝑙𝑢𝑠) = 0 then

10: continue

11: end if

12: for 𝑐 ∈ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 do

13: 𝑐𝑎𝑐ℎ𝑒[(𝑐𝑜𝑙, 𝑐)] ← 𝑟𝑒𝑝(∅, 𝑟𝑜𝑖_𝑛)
14: for 𝑟𝑜𝑖_𝑖 ∈ {0 ... (𝑟𝑜𝑖_𝑛 − 1)} do

15: 𝑐𝑜𝑠𝑡 ←𝐻𝑎𝑠ℎ𝑀𝑎𝑝()
16: for 𝑝𝑐 ∈ 𝑝𝑟𝑒𝑣_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 do

17: 𝑛𝑜𝑑𝑒 ← (𝑐𝑜𝑙 − 1, 𝑝𝑐)
18: 𝑐𝑡𝑟 ← 𝑐𝑒𝑖𝑙(𝑚𝑒𝑎𝑛(𝑝𝑐))
19: if 𝑛𝑜𝑑𝑒 ∉ 𝑐𝑎𝑐ℎ𝑒.𝑘𝑒𝑦𝑠() then

20: 𝑣𝑎𝑙 = (𝑐𝑡𝑟, ∅, 1, 0)
21: 𝑐𝑎𝑐ℎ𝑒[𝑛𝑜𝑑𝑒] = 𝑟𝑒𝑝(𝑣𝑎𝑙, 𝑟𝑜𝑖_𝑛)
22: end if

23: 𝑠 ← 𝑐𝑎𝑐ℎ𝑒[𝑛𝑜𝑑𝑒][𝑟𝑜𝑖_𝑖][𝑆𝐶𝑂𝑅𝐸]
24: 𝑑 ← 𝑎𝑏𝑠(𝑐𝑡𝑟 − 𝑟𝑜𝑖𝑠[𝑟𝑜𝑖_𝑖])
25: 𝑔← 𝑔𝑎𝑝(𝑝𝑐, 𝑐)
26: 𝑐𝑜𝑠𝑡[𝑝𝑐] ← 𝑠 + 𝑑 +𝑀∕5 × 𝑔

27: end for

28: 𝑏𝑒𝑠𝑡 ← 𝑐𝑜𝑠𝑡.𝑚𝑖𝑛()
29: 𝑦 ← 𝑐𝑒𝑖𝑙(𝑚𝑒𝑎𝑛(𝑏𝑒𝑠𝑡))
30: 𝑝 ← (𝑐𝑜𝑙 − 1, 𝑏𝑒𝑠𝑡)
31: 𝑙← 𝑐𝑎𝑐ℎ𝑒[𝑝][𝑟𝑜𝑖_𝑖][𝐿𝐸𝑁] + 1
32: 𝑠 ← 𝑐𝑜𝑠𝑡[𝑏𝑒𝑠𝑡]
33: 𝑐𝑎𝑐ℎ𝑒[(𝑐𝑜𝑙, 𝑐)][𝑟𝑜𝑖_𝑖] ← (𝑦, 𝑝, 𝑙, 𝑠)
34: end for

35: end for

36: end for

37: 𝑤𝑎𝑣𝑒𝑓𝑜𝑟𝑚𝑠 ← 𝑏𝑎𝑐𝑘𝑡𝑟𝑎𝑐𝑘𝑖𝑛𝑔(𝑐𝑎𝑐ℎ𝑒, 𝑟𝑜𝑖𝑠)
38: return waveforms

The first thing to do is to locate the regions of interest (ROI) in the 
image, which will be taken as the “centers” of each signal (see the ma-

genta lines in Fig. 7b). Note that previous works use these ROIs to make 
a crop of each lead, either manually [6,7,17] or using an automatic lead 
cropping mechanism [18,19]. Manually cropping causes a huge bottle-

neck in the digitization process, as a lot of time has to be spent making 
the crops, so we discarded this option. The automatic cropping suffers 
from the risk of failing when digitizing ECGs that correspond to patholo-

gies that impose certain conditions, such as the bundle branch block, 
making it almost impossible to correctly separate the signals into rect-

angles. Instead of making an independent crop for each lead, ECGMiner 
works with the entire image during the whole digitization process, al-

lowing this type of ECGs to be digitized correctly (see Fig. 8).

Our software detects the ROIs by applying a sliding window with 
a size of 10 pixels over the whole image along the vertical axis and 
computing the standard deviation of each pixel. The centers of the win-

dows with the highest deviation are identified as the ROIs, and they 
will be associated with the centers of each of the signals to be extracted 
(see the magenta crosses Fig. 7a). These peaks of standard deviation are 
5

calculated using the algorithm implemented via the SciPy library [20]. 
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Next, to perform the connection process between the pixels, it iterates 
over each column of the image and the clusters of adjacent black pix-

els they contain. For each of them, a link is created with the cluster 
of the immediately preceding column that minimizes the cost function. 
This function considers the ROI (r) that is being taken as a reference, 
so the whole linkage process will be performed for each of the ROIs 
marked. For some ROI between a cluster (𝑥1) and another cluster from 
the previous column (𝑥2), the cost function is defined by Equation (1).

The first sum of the cost function is the cumulative cost (S) of the 𝑥2
for ROI r. D is the Manhattan distance from the center of 𝑥2 to r, and 
G is the gap or vertical white space between 𝑥1 and 𝑥2. This gap will 
be 0 if they are in direct contact with each other. Note that this term 
is weighted by 20% of the number of rows M; which means that, al-

though allowed, disconnections along the signal are severely penalized. 
This cost function is crucial for correctly identifying each lead when 
they overlap each other. Note that the algorithm does not include any 
particular consideration or specific procedure for overlapped leads, but 
always follows the described steps.

𝐶(𝑥1, 𝑥2, 𝑟) = 𝑆(𝑥2, 𝑟) +𝐷(𝑥2, 𝑟) +
𝑀

5
×𝐺(𝑥1, 𝑥2) (1)

To efficiently store and retrieve all these operations, a hashmap 
structure with key-value pairs is created to act as a cache. The key is 
each of the corresponding clusters and its associated value is a list of 
4-length arrays (one array for each ROI). This list contains: 1) the row 
pixel coordinate of the midpoint of the cluster, 2) the cluster in the pre-

vious column with which it has been connected, 3) the total length of 
the signal up to that point, and 4) the cumulative cost of the previous 
cluster.

Once all the image pixel columns have been evaluated as described, 
the algorithm performs a backtracking traverse over the cache. This is 
done to obtain the longest paths with the minimal score for each ROI 
and store its coordinates as signal points.

Finally, the previously mentioned peak detection algorithm of 
Scipy [20] is applied over each signal to try to detect QRS complexes 
and outline their waves. This refinement helps to digitize the ECG waves 
with a little more accuracy, which is of considerable interest and clini-

cal value.

2.3.4. Data storage

The first step of the data storage step consists of detecting the ref-

erence pulses from the signals, which are not desired to be stored. The 
coordinates of 0 mV and 1 mV of each pulse are memorized, and then 
these sub-sequences are deleted from the signals. The cleaned signals 
are divided into equal parts, each corresponding to a lead. This parti-

tion aligns with the user’s chosen input format selected at the beginning 
through the GUI, ensuring precise identification.

Before the signals are saved, a previous scaling is applied to each 
lead l, as shown in Equation (2), where 𝐲[𝑙] is the vector of the row 
pixel coordinates for lead l, 𝑣[𝑙]0 and 𝑣[𝑙]1 are, respectively, the row pixel 
coordinates of the 0 mV and 1 mV reference values for that lead, and 
𝝊
[𝑙] is a vector with the same length as 𝐲[𝑙] and all the elements equal 

to 𝑣[𝑙]0 .

𝐬[𝑙] = 1
𝑣
[𝑙]
0 − 𝑣

[𝑙]
1

× (𝝊[𝑙] − 𝐲[𝑙]). (2)

In case the user chooses a specific number of observations, a linear 
interpolation is applied. This operation does not affect the shape of the 
signals if it is used as an upsampling technique for getting a higher 
number of observations than those originally represented.

Then, the ECGMiner stores the lead signals in a matrix-like structure 
and saves them in a CSV file, respecting temporal order and adding null 
values where no observations are available for a lead at a certain point 
in time.

Finally, if the user selected it in the ECGMiner GUI, an additional 

step is applied over the ECG to save the demographic information and 
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Fig. 7. (a) Example of the obtained row-based standard deviation for an ECG image, (b) ECG image with its ROIs highlighted. Magenta crosses and lines identify the 

centers.

Fig. 8. Example of leads V1, V2, and V3 (vertically ordered) of a pathological 
ECG with bundle branch block before (left) and after (right) digitization. Note 
that the signals overlap.

the electrocardiogram metadata in a text file. For this, the software 
relies on Tesseract [21], an open-source optical character recognition 
engine that can output a unique string with the words structured in a 
paragraph, as a human would do when transcribing it.

Fig. 9 represents all the stages that are sequentially accomplished 
once the rectangle with the lead has been identified until the lead is 
digitized.

2.4. Availability of ECGMiner

The ECGMiner software is fully open-source. Its source code, as well 
as the scripts used in the next section for validation, experiments, and 
the installation guide, is provided in the following GitHub repository: 
6

https://github .com /adofersan /ecg -miner.
3. Results

This section aims to validate ECGMiner using LUDB and PTB-XL, 
two databases of human ECGs publicly available at Physionet [22–24]. 
LUDB was recently built and includes 200 ECGs covering multiple di-

agnostics labels; while PTB-XL is a widely used and extensive database. 
We consider a subset of 2,203 out of the total of 21,837 ECGs in PTB-

XL, stratified at the Fold 10 set that is recommended for validation, as it 
contains revised ECGs labeled by experts [23]. Demographic and clini-

cal characteristics of the subjects included in the study are similar across 
the databases, with approximately 40% healthy participants with nor-

mal ECGs (see Table 1). There exist notable differences between these 
databases. The LUDB data acquisition is from a unique device, while the 
PTB-XL source devices are diverse. Hence, the heterogeneity and com-

plexity of the real ECG signals are better reflected in PTB-XL than in 
LUDB, including the presence of artifacts. To our knowledge, this is the 
largest database used in ECG digitization validation. Fig. 10 illustrates 
the differences between the ECGs of both databases. Subjects with a 
pacemaker were discarded, 4.5% and 1.32% from LUDB and PTB-XL, 
respectively.

For both databases, ECG records were acquired over 10 seconds 
across 12 leads and printed at 200 dpi resolution in standard format 
3x4 display mode, with lead II as a rhythm strip following the Ameri-

can Heart Association standards [25]. Three validation tests were con-

ducted:

• Test 1: Similarity between the actual and the digitized signals from 
LUDB (Section 3.1).

• Test 2: Similarity between the actual and the digitized P, R, and T 
marks from LUDB (Section 3.2).

• Test 3: Similarity between the actual and the digitized signals from 
PTB-XL (Section 3.3).

https://github.com/adofersan/ecg-miner
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Fig. 9. Lead transformation sequence along the digitization: (a) Cropped ECG 
lead, (b) conversion to grayscale, (c) binarization (black/white), (d) ROI iden-

tified and highlighted in magenta, (e) digitized lead signal highlighted in red 
(part of another lead detected above highlighted in green).

Table 1

LUDB and PTB-XL database description: size, number 
of ECG used for validation, age (mean ± standard 
deviation), percentage of female individuals, and per-

centage of normal ECG diagnostic.

Attribute LUDB PTB-XL

Database size 200 2,203

Validation set size 191 1,857

Age 51.97 ± 19.25 60.92 ± 17.45

Female (%) 42.50 48.39

Normal ECG (%) 37.50 41.44

We use the Pearson correlation coefficient (PCC) and the root mean 
square error (RMSE) as validation result measures that are commonly 
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used in digitization [5,6,18]. PCC measures the strength and direction 
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Fig. 10. Illustrative examples of 12-lead ECGMiner digitization taken from 
LUDB and PTB-XL. Top: Output for patient ID 185 in LUDB. Bottom: Output 
for patient ID 1157 in PTB-XL. The actual ECG signal is displayed in black, and 
different colored lines correspond to the digitized leads across signals.

of the linear relationship between the actual and digitized outcomes. It 
ranges from [−1, 1], with 1 (resp. -1) indicating perfect positive (resp. 
negative) correlation, and 0 no correlation. RMSE is a positive value 
that quantifies the differences between the actual and digitized out-

comes (in mV), where, the closer to 0, the better the digitized accuracy 
is.

For the different validation tests, ECGMiner was run on a computer 
equipped with an AMD Ryzen™ 5 3600 CPU @ 3.60 GHz (composed of 
6 cores and 12 threads). ECGMiner was run on a Microsoft Windows 
10 operating system using Python 3.10.7. Moreover, for architecture 
validation purposes, ECGMiner was executed on another computer fea-

turing an Intel 11th Gen Intel(R) Core™ i5-1135G7 @ 2.40 GHz (com-

prising 4 cores and 8 threads), running on the Ubuntu 22 operating 
system with Python 3.10.7. We anticipate that the digitization accuracy 
rates remain comparable between the two computers.

Furthermore, we have also performed additional experiments with 
a dpi of 500. The findings revealed a marginal improvement in digitiza-

tion results compared to 200 dpi, although the differences were nearly 
indistinguishable. At the end of this section, we provide a strong scal-

ing analysis to demonstrate the parallel performance of our tool, where 
remarkable differences in terms of the elapsed time spent in the digiti-

zation are observed between 200 dpi and 500 dpi ECG images.

3.1. Test 1: similarity between the actual and the digitized signals from 
LUDB

An example of ECGMiner performance on LUDB is given in the top 
panel of Fig. 10. Table 2 shows the global PCC and RMSE values for 
the digitized ECGs from LUDB database. The PCC is consistently higher 
than 0.97 across all leads (𝑝 < 0.001) and the average RMSE is 0.010 
mV (𝑝 < 0.001), indicating a substantial agreement between the actual 
and digitized signals. In particular, the agreement is almost perfect for 
the precordial leads (V1, V2, V3, V4, V5, and V6). These findings are 
sustained by the low values of RMSE. The results in terms of RMSE 
given for these leads in [6,8] are, on average, higher than twice and 

three times those obtained for LUDB, respectively.
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Table 2

Test 1 (LUDB). Mean, standard deviation (SD), and p-value of PCC 
and RMSE across leads.

Lead PCC RMSE (mV)

Mean SD p-value Mean SD p-value

I 0.979 0.013 <0.001 0.024 0.005 <0.001

II 0.988 0.009 <0.001 0.017 0.005 <0.001

III 0.971 0.022 <0.001 0.021 0.007 <0.001

aVR 0.987 0.008 <0.001 0.019 0.004 <0.001

aVL 0.977 0.024 <0.001 0.019 0.006 <0.001

aVF 0.981 0.016 <0.001 0.017 0.005 <0.001

V1 0.994 0.003 <0.001 0.014 0.003 <0.001

V2 0.993 0.007 <0.001 0.013 0.003 <0.001

V3 0.993 0.005 <0.001 0.013 0.004 <0.001

V4 0.992 0.004 <0.001 0.015 0.003 <0.001

V5 0.993 0.004 <0.001 0.014 0.003 <0.001

V6 0.994 0.004 <0.001 0.011 0.003 <0.001

3.2. Test 2: similarity between P, R, and T marks from LUDB

For this validation, all the actual and digitized versions of the ECGs 
from the LUDB validation set were renamed and randomly swapped. 
Next, the practitioner (A.P-C.) annotated the locations, in millisec-

onds (ms) of the marks of P, R, and T corresponding to the wave’s 
peaks/troughs as vertical lines of different colors crossing the ECG pa-

per. Finally, actual and digitized images were matched and the PCC and 
RMSE were computed to account for the differences between both an-

notation times. The results show a high performance in terms of PCC 
(with 0.999 average values) for P, R, and T; and RMSE (with 5.5 ms 
average values) for the annotations of the three marks.

3.3. Test 3: similarity between the actual and the digitized signals from 
PTB-XL

An example of ECGMiner performance on PTB-XL is given in the bot-

tom panel of Fig. 10. The digitization task is much more difficult in this 
case because several signals are corrupted by artifacts. We identified 
two main drawbacks that obscure digitization. The first is the extreme 
overlapping with ECG paper borders or among leads by large voltage, 
especially marked in precordial leads. The second is the mixture of the 
alphanumeric lead’s identification with the ECG signals (see examples 
in Fig. 11). Both issues were manually detected and discarded from the 
analysis. To be precise, 14.39% of the ECGs of PTB-XL were excluded 
for these reasons. Note that undergoing manual fine-tuning of the failed 
ECG images may correct most of these problems.

Average PCC and RMSE values for the digitized ECGs from PTB-

XL database are shown in Table 3. Despite the intricate PTB-XL ECG 
signals, the PCC is consistently higher than 0.97 across all leads (𝑝 <
0.001). The average RMSE is 0.010 mV (𝑝 < 0.001), slightly larger than 
in the LUDB, a simpler and smallest database. For both databases re-

sults for lead I exhibit a slightly lower PCC. This can be attributed to 
the inherent noise typically associated with Lead I compared to other 
leads. While the RMSE values are slightly higher in leads V4 and V6 
where overlapping is more likely. Despite these challenges, ECGMiner 
validation results, depicted in Table 4, consistently outperform, on aver-

age, those reported in [6,8], with notable superiority in terms of RMSE. 
Additionally, ECGMiner displays, compared to these alternatives, lower 
discarding rates and remarkably competitive digitization times which is 
key for its usage in the practice (see Table 4).

3.4. Parallel performance

As we have previously stated, our software can digitize several ECG 
images in parallel. To evaluate the parallel performance of our tool, we 
have conducted a strong scaling analysis, measuring the scalability of 
our implementation when increasing the number of threads and main-
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taining a fixed amount of work. We have decided to conduct this analy-
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Fig. 11. Illustrative examples of ECGMiner fail in PTB-XL. Top: output for pa-

tient ID 3275 with the lead crossing in precordial leads. Bottom: output for 
patient ID 3805 with V1-V3 identification interposed with ECG signal. The ac-

tual ECG signal is displayed in black, and different colored lines correspond to 
the digitized leads across signals.

Table 3

Test 3 (PTB-XL). Mean, standard deviation (SD), and p-value of 
PCC and RMSE across leads.

Lead PCC RMSE (mV)

Mean SD p-value Mean SD p-value

I 0.978 0.016 <0.001 0.027 0.010 <0.001

II 0.988 0.012 <0.001 0.020 0.008 <0.001

III 0.975 0.021 <0.001 0.022 0.010 <0.001

aVR 0.987 0.010 <0.001 0.020 0.006 <0.001

aVL 0.980 0.018 <0.001 0.018 0.009 <0.001

aVF 0.983 0.014 <0.001 0.016 0.008 <0.001

V1 0.995 0.003 <0.001 0.017 0.006 <0.001

V2 0.994 0.006 <0.001 0.025 0.011 <0.001

V3 0.993 0.006 <0.001 0.028 0.013 <0.001

V4 0.991 0.007 <0.001 0.031 0.014 <0.001

V5 0.992 0.007 <0.001 0.026 0.012 <0.001

V6 0.994 0.006 <0.001 0.018 0.009 <0.001

Table 4

Results comparison with alternative procedures. Database size, % of 
discarded ECGs, average ECG digitization time, PCC, and RMSE. To 
facilitate comparison, PCC and RMSE values are calculated across 
the leads I, II, and V1-V6 as outlined in [8].

Test 1 Test 3 Fortune 
et al. [6]

Wu

et al. [8]

Database size 200 2,203 80 923

Discarded ECGs (%) 4.50 14.39 50.00 44.20

ECG digitization time (s) 0.5-1 0.5-1 3–5 60-120

PCC 0.991 0.991 0.977 0.990

RMSE (mV) 0.015 0.024 0.030 0.040

sis to evaluate the software scalability by employing the two databases 
already used in our validation tests: LUDB and PTB-XL (following the 
characterization shown in Table 1). For the performance analysis, we 
have employed a High Performance Computing (HPC) server that fea-

tures two Intel(R) Xeon(R) Platinum 8160 CPU @ 2.10 GHz, with 24 

Core Processors and 48 threads each. This system operates on CentOS 7 
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Table 5

Execution time (in seconds) of ECGMiner when using up 
to 96 threads for digitizing ECG images from LUDB and 
PTB-XL databases on an HPC server.

# threads LUDB PTB-XL

200 dpi 500 dpi 200 dpi 500 dpi

1 699.13 2391.41 7974.83 28348.60

2 359.32 1239.78 4076.25 14231.62

4 186.15 631.12 2078.06 7434.86

6 128.67 427.36 1417.51 5053.73

8 100.95 323.87 1084.69 3869.36

12 71.39 224.99 754.16 2661.31

16 58.17 177.48 596.10 1947.61

24 36.39 129.39 444.80 1371.70

32 27.69 107.79 300.92 1079.31

48 17.88 50.73 122.37 384.88

64 17.82 44.22 114.93 263.69

96 13.12 35.53 90.06 250.54

operating system, and ECGMiner has been run using Python 3.10.9. Ta-

ble 5 reflects the execution time (in seconds) observed when digitizing 
LUDB and PTB-XL ECG images in an HPC server, using up to 96 threads.

The results show that the software follows an almost perfect ef-

ficiency when using up to 48 threads, and then it starts performing 
slightly worse. This is justified by the fact that, with more than 48 
threads, hyperthreading is leveraged, causing a less efficient manage-

ment of the resources.

4. Discussion

The ECGMiner software, introduced and validated in this paper, is 
open-access, user-friendly, and easy to install. It excels in accurately 
retrieving 12-lead ECG signal data, showcasing versatility across a spec-

trum of ECG formats.

4.1. Comparison with other works

The potential of ECGMiner is sustained by the versatility offered, 
the easy and accessible handling, and the automation of the whole 
digitization process. First, ECGMiner allows 12-lead digitization with 
single or multiple rhythm strips; as well as in Standard or Cabrera for-

mat, broadening the possibilities of similar works [3,17]. Second, the 
diverse outputs provided (CSV digitized data files, PNG files to com-

pare raw and digitized images, and TXT files with metadata) enlarge 
its usability in medical practice. Third, ECGMiner software is open-

free available. Fourth, we process ECGs without any user intervention 
to crop each lead, while this is manually done in other works [6,7]. 
Fifth, all the signals are extracted over the entire image, not over rect-

angular crops that may lose information from the signals, as done in 
[18,19]. Sixth, ECGMiner allows a collection of ECG images to be dig-

itized, batch-processing them in parallel, unlike in [8]. This means it 
can fully leverage the computational system capabilities to offer digi-

tized results faster. Finally, the software can be run on both Windows 
and Linux operating systems and the LUDB and PTB-XL databases are 
fully publicly available to facilitate reproducibility and comparisons.

ECGMiner feasibility is given in terms of PCC and RMSE, as hav-

ing accurate, objective, and fully interpretable measures, in contrast to 
manual pixel distance-based differences or manual validations provided 
by other works, such as [6,7]. In addition, we considered two different 
databases, which include a variety of healthy, pathological, and arti-

facts ECGs. This is a key difference compared to other papers in the 
literature, where the validation set is homogeneous, with smaller sam-

ple sizes, and, in many instances, not publicly accessible [5,6,8,18]. This 
work proposes a validation of the digitization on the largest ECG set up 
to date. Finally, in terms of accurate measures, ECGMiner outperforms 
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the results in [6,8].
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4.2. Limitations

ECGMiner presents some limitations. First, the letters indicating the 
name of the leads could not be correctly removed using optical engines, 
as they were intermingled with the signals and could hardly be dis-

tinguished, and also because they had some Roman characters. On the 
other hand, an extreme overlap of the leads can lead the digitization 
process to fail. None of the alternatives to ECGMiner are capable of 
solving this issue, which we plan to deal with in the future.

4.3. Future research

The advantages derived from utilizing digitized data linked to ECG 
images extend beyond mere data representation. By leveraging digi-

tized information, we gain the capability for automated diagnosis and 
in-depth research of various cardiac pathologies. In particular, draw-

ing attention to details that might be overlooked by human observa-

tion. Furthermore, this approach creates opportunities for developing 
software to support medical diagnoses. The spectrum of the software 
extends from statistical methods to advanced machine learning algo-

rithms and artificial intelligence (AI). This encompasses the training 
of deep neural networks and the fine-tuning of their parameters, ulti-

mately enhancing their performance. A tailored version of this software 
can be integrated into clinical settings immediately after obtaining and 
digitizing the ECG image, resulting in nearly real-time diagnostic out-

comes.

Specifically, we are integrating ECGMiner with the FMM𝑒𝑐𝑔 ap-

proach to enable real-time digitization and analysis of ECG images. The 
FMM generates a comprehensive set of parameters and features that 
hold significant clinical relevance. Currently, this is being tested in a pi-

lot study, utilizing images sourced from actual patients. A total of 175 
images, representing consecutive patients seen at Dr. Pérez- Castellanos’ 
cardiology service at Son Espases University Hospital from January 1, 
2023, to June 30, 2023, have been digitized using ECGMiner. These 
images adhere to the standard 3x4 format commonly employed in the 
service. Notably, ECGMiner has successfully digitized 168 out of 175 
images (96%), with only 7 cases (4%) exhibiting extreme overlapping. 
In addition, an advanced AI system, designed for the automatic inter-

pretation of ECGs, is being developed as part of our ongoing initiatives.

5. Conclusions

ECGMiner is an open-access software for digitizing multiple paper-

based ECGs simultaneously. Its minimalist user interface allows both 
cardiologists and researchers to use the tool with hardly any training. 
The validation results show very high correlations between the actual 
and the digitized signals. We can therefore conclude that the system is 
capable of very precisely recovering the data generated by the images 
provided by the usual electrocardiographs used in hospitals.
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