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A B S T R A C T   

Automatic pedestrian detection in a vehicle is of vital importance in Advanced Driver Assistance Systems 
(ADAS). Sensors currently used are based on cameras, radars and lidars, whose performance is degraded in 
environments with reduced visibility: night, smoke, fog, etc. This paper has validated the use of an active array of 
150 MEMS (Micro-Electro Mechanical Systems) microphones incorporated into a conventional car moving in real 
urban traffic conditions, with the system working in real time, at a rate of 8 detections per second. Together with 
beamforming, Constant False Alarm Rate (CFAR) detection and lane detection algorithms, a crucial algorithm has 
been incorporated for the proper performance of the system that discriminates the detections of objects or pe
destrians generated by the system from the false alarms generated by road imperfections, such as bumps, cracks, 
etc. Based on 6000 captures, performed with the car moving at 30 km/h, which is the typical speed limit in urban 
environments, it has been possible to detect pedestrians positioned at a distance from the car varying between 5 
and 20 m, with a detection probability of 0.91 and a false alarm probability of 0.01. The results obtained have 
validated the effectiveness of using active acoustic arrays in the field of pedestrian detection and position esti
mation from moving cars in urban environments. The fusion of the presented system with the systems currently 
used for this purpose, would significantly improve the performance of pedestrian detection systems interacting 
with AEB (Automatic Emergency Breaking) systems, extending their operability to environments with reduced 
visibility, and resulting in the reduction in the number of possible collisions with pedestrians, thus increasing 
their safety.   

1. Introduction 

Due to the widespread use of road vehicles, the number of traffic 
accidents and collisions per year is at around 1.35 million. In fact, 23 % 
of these accidents are associated with pedestrian fatalities, leading to 
more than 300,000 pedestrian deaths each year [1]. Nowadays, the 
automotive and transport sectors work actively to reduce this fatal 
number, which is more evident in urban environments, where the 
presence of pedestrians is higher. The search for solutions to this prob
lem has been boosted by the development of the autonomous car, where 
it is use in these urban environments for the same reason. 

Over the last decades, in the search of these solutions, many vehicles 
(autonomous or not) have been equipped with Advanced Driver Assis
tance Systems (ADAS), in order to improve the comfort, efficiency, and 
safety of the vehicles. One of these systems, the AEB-P (Autonomous 
Emergency Braking for Pedestrians), is specifically focused on pedes
trian detection [2–7]. 

In the different actions that are being performed to reduce the 
number of accidents involving pedestrians, it is essential to carry out 
studies and developments to improve pedestrian detection algorithms 
and/or systems. Studies based on improving detection algorithms are 
focused on using statistical models [8], improving algorithms for 
tracking detected pedestrians [9–12], on defining complex scenarios 
[13], using contour features [14–17], or on using machine learning al
gorithms [18,19]. Currently, most of the systems used for pedestrian 
detection are based on RGB (Red-Green-Blue) cameras and image pro
cessing algorithms. The problem with these systems is that they only are 
effective with adequate visibility conditions, so that there are many 
studies which are trying to solve this problem. Some of these potential 
solutions are based on developing pedestrian detection algorithms in 
low visibility environments (fog, rain, night) [20–22], and others focus 
on using different detection systems, such as infrared sensors [23–25], 
LIDARs (Laser Imaging Detection and Ranging) [26–30], ultrasonic 
sensors [31,32], RFID (Radio Frequency IDentification) [33,34], or 
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RADARs (Radio Detection And Ranging) [35,36]; or systems fusing a 
classic RGB camera with another detection system (thermal camera [22, 
37,38], LIDAR [39,40], or microphone array [41]). 

Particularly, the work shown in this paper is based on the idea of 
using an acoustic array mounted on a moving vehicle in order to detect 
pedestrians to prevent traffic accidents. The advantage of using an 
acoustic system is that its performance is not impaired if the surrounding 
visibility is reduced. The acoustic array used in this work is composed of 
MEMS (Micro-Electro-Mechanical Systems) microphones, and on the 
authors’ experience in the development of acoustic arrays for human 
detection [42–45]. 

In one of these previous works [45], the authors studied and 
demonstrated the feasibility of using an acoustic system, based on an 
acoustic array of microphones, to detect and estimate the position of a 
person. In that work, the performance of the acoustic array was evalu
ated, as well as the algorithms for the acquisition, beamforming and 
detection, based on a CFAR (Constant False Alarm Rate) scheme and a 
lane filter, tasks. In that study, the system, located on a fixed position, 
not mounted on a car, was used to generate and transmit the acoustic 
signals and, after their reflection over the person, to acquire the reflected 
signals and to send them to a personal computer (PC), where the ac
quired signals were stored for subsequent off-line processing. Except for 
the MEMS sensors acquisition tasks, which were implemented in the 
FPGA (Field Programmable Gate Array), the processing algorithms 
associated to the detection system were implemented off-line on the 
external PC. 

This contribution deals with the analysis of the system under real 
conditions of use, which implies: i) Implementing the system in real 
time, allowing its integration with the vehicle’s AEB system, so that it 
can detect the pedestrian quickly enough, depending on the speed at 
which the car is moving, so that the car can stop in time to avoid hitting 

the pedestrian; ii) Embedding and mounting the system on a real car, 
optimizing the position of the acoustic array outside the vehicle; iii) 
Analyzing the performance of the system mounted on a moving vehicle, 
taking into account the corresponding problems related with real noises: 
engine, rolling, wind, road imperfections, etc. As it was mentioned 
previously, the final objective of pedestrian detection is to pass the pe
destrian’s position information to the vehicle’s control unit, to alert the 
AEB system, so that it can decide whether or not to brake the car. This 
acoustic pedestrian detection system could serve as a support system for 
those detection systems that are already incorporated as ADAS systems 
in vehicles, in order to improve their performance in environments with 
reduced visibility. This improved performance would increase pedes
trian safety, reducing the number of possible collisions. 

Section 2 presents a description of the system employed in this study, 
showing the solutions implemented on the system in order to assure that 
the system work properly under real-time working conditions and being 
embedded on a moving vehicle. Section 3 presents the results obtained 
on the tests and their corresponding discussion. Finally, Section 4 shows 
the conclusions drawn by the authors with the obtained results. 

2. System description 

2.1. System functional description 

The acoustic system developed for pedestrian detection has the next 
characteristics, that can be observed in Fig. 1:  

• It is mounted on the front part of the vehicle, because its main 
objective is the detection of pedestrians in the vehicle’s path.  

• As this is an active system, based on the RADAR principle, it needs to 
transmit, or to generate, an acoustic signal, that will be reflected on 

Fig. 1. System block diagram.  

Fig. 2. Processing algorithms.  
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the pedestrian. In this case, a tweeter has been employed as the 
transmission system.  

• The reflected signal will be acquired by an array of digital MEMS 
microphones (to receive the signal reflected on the pedestrian). 

Specifically, the acoustic acquisition block of the system is based on a 
rectangular array of 5×30 MEMS microphones uniformly spaced 
every 0.9 cm.  

• The 150 acoustic signals captured by the microphones of the array 
will be processed on the basis of a Delay & Sum beamforming al
gorithm to generate a discrete set of beams to cover the vehicles’ 
path, as it will be the corresponding surveillance space.  

• The relative maxima of each beam will be identified, taking into 
account, as potential targets, only the ones included inside the 
detection lane. And after that, these detections will be validated.  

• In case of detection, the system will communicate with the vehicle’s 
control unit to alert the AEB system or the corresponding ADAS 
system. Given that AEB systems usually work in urban environments, 
the pedestrian detection should work properly with the vehicle 
moving within urban speed limits.  

• The base unit of the processing and detection subsystems employed 
in this work is a National Instruments sbRIO (Single Board Recon
figurable Input/Output) 9629 board, based on a FPGA Artix-7 200 T 
and a Quad-Core Intel Atom processor. 

2.2. Real-time implementation of the algorithms 

Based on the algorithms used in previous works by the authors 
described in [45], a complete reimplementation has been carried out 

Fig. 3. False detections in captured signals.  

Fig. 4. Acquisition system.  

Fig. 5. First assembly diagram.  
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with the aim of achieving real-time operation, for which the algorithms 
have been distributed among the processing units included in the sbRIO 
9629 card, the FPGA and the Atom cores, or multicore, as shown in 
Fig. 2. The modular design of the previously defined algorithms has 

allowed the current implementation to focus on the problems associated 
with parallelization and real-time execution, without increasing the 
computational complexity of the system significantly. 

In the Field Programmable Gate Array (FPGA), which allows the 
implementation of multiple processing paths in parallel, the first pro
cessing stages have been implemented. The specific blocks implemented 
in the FPGA are:  

• Transmission block 
It is in charge of synthesizing a pulsed signal that will be trans

mitted by the tweeter, after passing through a power amplifier. The 
transmitter generates two analog pulses separated in time by a preset 
value known by the detector. The purpose of generating this 
particular pulsed signal is to subsequently discriminate in the de
tector whether the reflected signals come from the transmitter or are 
the result of an external source. 

The transmitted signal is repeated every 125 ms, that is at a rate of 
8 transmissions per second (8 FPS or Frames per Second), which 
allows the detection of targets at a maximum distance of 21 m, 
taking into account the sound propagation speed.  

• Acquisition block 
It is in charge of the synchronous acquisition of the 150 signals 

received by the MEMS microphones.  
• Signal processing block 

It is in charge of mixing the signals captured by each microphone and 
generating a signal containing the information coming from each 
pointing direction called beam. It is composed of three subsystems: a 
beamformer, an envelope detector and a matched filter.  

• The beamformer based on the Delay & Sum algorithm processes the 
150 signals captured in the microphone array and generates a set of 
17 discrete beams equispaced in azimuth 3º covering from − 24º to 

Fig. 6. On-vehicle system final installation: (a) diagrams and (b) photographs.  

Fig. 7. Diagram of the roadway for the tests.  

A. Izquierdo et al.                                                                                                                                                                                                                              



Sensors and Actuators: A. Physical 376 (2024) 115586

5

24º with a fixed elevation angle of 0º, since the pedestrian is on the 
same surface on which the car is moving and the array is designed to 
have a large beamwidth in elevation.  

• The envelope detector of the beamformed signals allows the system 
to be invariant to the Doppler effect.  

• The matched filter processes the envelope of each beampattern by 
means of a matched filter whose impulse response is the envelope of 
the transmitted pulse and which maximizes the SNR (Signal-to-Noise 
Ratio) prior to detection. 

The processing of each of the 17 beams is carried out simultaneously 
and with minimal delay thanks to the parallelism capability of the FPGA. 

These beams are transferred to the main memory for further pro
cessing in the Atom cores included in the sbRIO board where the last 
block, the detection block, is implemented.  

• Detection block 

Fig. 8. Detections for a specific trip.  

Fig. 9. Estimated vs. real X-coordinate values of the pedestrian position.  

Table I 
Detection and False Alarm Probabilities for Pedestrians at Different Ranges.  

Pedestrian 
range (m) 

Captures Detections True 
detections 

False 
alarms 

Pd Pfa 

5–7.5  873  713  701  12  0.80  0.014 
7.5–10  891  793  779  14  0.87  0.016 
10–12.5  896  807  802  5  0.90  0.006 
12.5–15  865  807  800  7  0.92  0.008 
15–17.5  917  893  887  6  0.97  0.007 
17.5–20  862  848  839  9  0.97  0.010 
20–21  386  364  357  7  0.92  0.018 
Total  5690  5225  5165  60  0.91  0.011  
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This block is responsible for identifying target detections from the 
beams and it is composed of four subsystems: a peak detector, a distance 
and lane filter, a CFAR (Constant False Alarm Ratio) detector and a 
target discriminator.  

• The peak detector identifies, for each of the beams, the range of the 
relative maxima that have exceeded a minimum detection threshold. 
It generates a list of detected targets identified by their range and 
azimuth.  

• The range and lane filter eliminates all those targets that are neither 
within the detection range of the vehicle nor within the lane in which 
the vehicle is moving. The detection range is defined between 5 m 
and 21 m and the lane width as typically 4 m.  

• The CFAR detector analyzes in a range and azimuth environment, for 
each target, the value of the energy adjacent to the detected maxima, 
generating an adaptive threshold that is compared with the value of 
the detected target. If the value of the detected target is higher than 
the adaptive threshold value, the detection is validated, and if it is 
lower, the detection is eliminated.  

• A target discriminator validates whether each of the detections 
corresponds to a pulse emitted by the system or an external noise 
source. Since the transmitter has sent two identical pulses with a pre- 
established separation, the discriminator evaluates whether there are 
two consecutive detections with the defined separation. If there are, 
the two detections are merged into a single detection and if there 
aren’t, the detection is discarded as it is produced by an external 
signal that was not sent by the transmitter. 

This last algorithm was not present in previous works and has been 
introduced, after the first tests carried out, to reduce the number of false 
alarms due to wheel noise when crossing road cracks as explained in the 
following Section 2.3. 

The real-time operating system of the sbRIO board allows each of the 
above algorithms to run at a specific core so that the delay is reduced 
and the jitter is controlled. 

2.3. Road imperfections/target discrimination algorithm 

In the first dynamic tests carried out, the developed system was 
mounted on the vehicle and was driven along different roads at a, more 
or less, constant speed, in order to qualitatively verify the system’s 
performance. In these first experiments, it was found that the system was 
able to detect objects and people located on the edges of the road as the 
vehicle approached them. However, it was also observed that the 
number of false detections was considerably higher than those obtained 
in previous static tests. In the static tests, false alarm probability (Pfa) 
values between 0.006 and 0.018 were obtain [45], whereas in these first 
new tests Pfa values around 0.45 where obtained. 

Subsequent analysis of the signals captured with the vehicle in mo
tion showed that these false detections were shown as large amplitude 
pulses, such as the ones shown in Fig. 3 between 14 and 15 m, affecting 
all the 17 beams defined on the Delay & Sum beamforming processing 
step. In this Fig. 3, each colored curve represents one of these beams. 

After several additional tests and analyses, it was concluded that 
these pulses were due to the noise produced by the wheels passing over 
the asphalt cracks crossing the road. The problem in this case was that 
the width of these pulses was similar to the echo of the pulse emitted by 
the system and reflected by an object, so the CFAR-based detector could 
not distinguish them from a real echo, arising false detections. 

Analyzing the road section selected for testing the system, it was 
detected that there were 10 cracks distributed along it. After about 20 
passes of the car along the road, a total of 467 detections were obtained, 
so that 447 of them were false, defining the Pfa value of 0.447 previously 
indicated. 

In order to discriminate these false detections from the desired ones, 
the authors chose to send, as the acoustic transmission signal of the 

active system, a signal composed of two pulses so that each real target 
produced two consecutive detections in the same beam while the noise 
due to the crosses over the asphalt cracks produced only one detection. 
This effect is shown in Fig. 3, where these two consecutive detections are 
shown between 17 and 19 m, and the detection due to a crack is shown 
between 14 and 15 m, as it was mentioned previously. 

As explained in Section 2.2, the corresponding road imperfection/ 
target discriminator block has been implemented after the CFAR de
tector to identify and eliminate these false detections due to imperfec
tions that can be present on the road. Each detection is analyzed, looking 
for another subsequent detection in the same beam that should be 
separated a gap time the two emitted pulses. If not found, the detection 
is assumed to be caused by a crack on the road and is discarded. 

3. Results 

3.1. On-vehicle system installation 

As previously mentioned, one of the most important characteristics 
of the developed system is that it had to be onboard a vehicle. In order to 
carry out the system tests, a compact system has been developed, with 
all its components included in a box, as shown in Fig. 4. 

This box has the corresponding transmission (tweeter) and acquisi
tion (MEMS array) systems installed on the outside, as well as a network 
cable to connect the system via Ethernet with a control system imple
mented, in this test version, in a laptop, and a power cable, connected in 
the tests to an external battery. 

As a first approximation to the test, it was decided to place the system 
on the roof of the car, emulating the LIDAR positioning in the current 
autonomous cars being developed by companies such as Google, Xiaomi 
or Tesla. A schematic diagram of this first setup defined for the system is 
shown in Fig. 5. In this first setup, to attach the system to the roof of the 
vehicle, a pair of luggage carrier crossbars were used. 

After carrying out the first tests, it was found that this assembly 
caused problems because the transmitted acoustic signal bounced off the 
junction of the hood of the car with the front window, causing the 
presence of interfering signals in the system. The cause of this effect is 
that the signal beamwidth in elevation is too wide due to the small 
spatial aperture of the array in that dimension. To solve this problem, it 
was finally decided to place the system at the front of the vehicle, as it is 
shown in the diagrams and photographs in Fig. 6. For this particular 
assembly, suction cups and screws were used to fix the system parallel to 
the road on the hood of the car. 

It is worth noting that this placement of the system is for the test 
prototype. In a possible final system, the array and processing system 
would be integrated into the car. For example, with the array integrated 
in the front ventilation grille, and the processing system inside the 
vehicle, together with the rest of the processing elements available. 

3.2. Tests description 

For the qualitative evaluation of the system, the tests have been 
carried out in a real scenario based on a 2-lane avenue with a total width 
of 8 m, and a length of several hundred meters so that the car can travel 
at a constant speed. In this scenario, 2 people have been placed 25 m 
apart and positioned on the right edge of the lane. Two people have been 
used to increase the number of detections on each pass. Since AEB sys
tems are often used in urban environments, and many cities are reducing 
speed limit in urban environments to 30 km/h, in these tests, the vehicle 
passes through the center of its lane with a constant speed of 30 km/h 
(managed by the car’s speed control system). For safety reasons the 
pedestrian remains stationary in position. A diagram of the roadway can 
be found in Fig. 7. 

The vehicle has made a total of 200 trips, performed in 5 sessions, 
with a cadence of 8 acoustic images, or frames, per second, on which a 
statistical analysis has been performed to evaluate the detection and 
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false alarm probabilities as functions of the pedestrian’s range. The 
position of the vehicle for each of the acoustic captures was obtained 
using a differential GPS (Global Positioning System) with RTK (Real 
Time Kinematic), and since the fixed position of each pedestrian is 
known, the range between the car and the pedestrian was calculated. 

Considering that the system detects the pedestrian in the range of 
5–21 m and that the vehicle speed is 30 km/h, equivalent to 8.4 m/s, a 
time window of 1.9 s is available, where between 14 and 15 detections 
should be obtained for each pedestrian in each pass. 

3.3. Tests results 

Fig. 8 shows the detections for a specific trip in front of pedestrian 
P1, while 6 images equispaced in range have been selected. The de
tections are displayed as blue dots in Cartesian coordinates, while the 
steering angles of the beams where they have been detected are repre
sented by red dashed lines. 

It can be observed that as the pedestrian is closer to the vehicle, the 
steering angle increases from 6º to 24º. Logically, since the beams are 
defined in 3º intervals, there is an error in the estimation of the X co
ordinate. Fig. 9 shows the estimated values of the X coordinate in rela
tion to the real position of the pedestrian (2 m). These errors have been 
taken into account when defining the lane filter parameters. 

3.4. Analysis of the detection and false alarm probabilities 

Based on the set of experiments developed and given that for each 
experiment the position of the vehicle in relation to the pedestrian is 
known, the detection probability (Pd) and the false alarm probability 
(Pfa) have been estimated. For this purpose, the detections made for 
each of the pedestrians in a range between 5 and 21 m have been pro
cessed, defining 7 intervals of 2.5 m, although the last interval would 
only be 1 m wide. 

In theory, as the vehicle has made a total of 200 trips moving at 
8.4 m/s, the system should have performed between 5600 and 6000 
captures, related with the theoretical 14–15 detections defined for each 
vehicle pass. In practice, 5690 captures were obtained in which 5225 
detections were made, of which 5165 were correct and 60 were false 
alarms. Therefore, the average acoustic detection system has a Pd=0.91 
and a Pfa=0.011. 

Comparing the results obtained in the publication "Feasibility of 
Using a MEMS Microphone Array for Pedestrian Detection in an 
Autonomous Emergency Braking System" [32], where the system was 
analyzed with the vehicle stopped and a pedestrian at different dis
tances, with a Pd=0.99 and a Pfa=0.01, it is observed that in this new 
dynamic scenario the Pfa is equivalent, while Pd decreases notably. 

We have to consider that the acoustic radar is traveling at a speed of 
30 km/h and therefore additional noise contributions are generated, 
among them: the noise generated by the vehicle engine, the rolling noise 
and the noise produced by the wind flow. The detector based on a CFAR 
algorithm adequately controls the value of the false alarm probability at 
the cost that the detection probability decreases, since in this dynamic 
scenario the SNR is significantly lower. 

Performing a more detailed analysis for each of the range intervals 
yields the results in Table I. 

It is observed that the probability of detection decreases for close 
ranges where the clutter associated with the road is very significant as 
well as for far ranges where the reflected pulse energy is lower. In 
relation to the false alarm probability, it increases for close ranges due to 
the presence of the clutter as well as for far ranges, where the signal to 
noise ratio (SNR) is lower. 

4. Conclusions 

A pedestrian detection system based on an active acoustic array has 
been evaluated under real operating conditions, i.e.: i) mounted on a 

vehicle moving in an urban environment, ii) real-time processing of all 
the acquisition, beamforming and localization algorithms, and iii) tak
ing into account real conditions: rolling noise, engine sound, clutter and 
road imperfections, etc. 

In this work, a detailed description of the algorithms implemented in 
real time, both in the FPGA and in the Atom processors of the used sbRIO 
board, is presented. An algorithm has been specifically designed to 
drastically reduce the false alarms produced by cracks and discontinu
ities in the road. Also, two positions for the acoustic radar in the car have 
been evaluated to reduce the effects of clutter caused by the road 
surface. 

Finally, for a dynamic scenario with speeds of 30 km/h and per
forming 5690 captures, the detection (Pd) and false alarm (Pfa) proba
bilities of the system have been evaluated, obtaining average values of 
Pd=0.91 and Pfa =0.011. The degradation of the system performance at 
short distances, due to the clutter of the road, and at long distances, due 
to the loss of SNR, have been studied. These results revalidate the 
feasibility of the system under real conditions has been revalidated. 

Additionally, a set of actions, as future work, are proposed to 
improve the system performance: (i) Increasing the power/bandwidth of 
the emitted signals that enable an increase in SNR and therefore an in
crease in the detection probability; (ii) applying statistically optimal 
beamforming algorithms that cancel to a greater degree the clutter 
associated with the road and (iii) applying tracking and track association 
techniques based on Kalman filters that allow correlating the informa
tion of multiple detections associated with the same target, increasing 
the cumulative detection probability while decreasing the false alarm 
probability. 
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