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1. Introduction. When solving a vector optimization problem, heuristic/itera-15

tive algorithms are usually employed, specially when the feasible set is too big. How-16

ever, in practice, when applying these algorithms the accuracy of the solutions is17

sometimes sacrificed to solve the problem in a reasonable lapse of time. Thus, it is18

essential to measure the quality of the computed solutions.19

With this aim, several notions of approximate efficiency have appeared in the20

literature. The most known are those ones introduced, respectively, by Kutateladze21

[17], Németh [19], White [26], Helbig [12] and Tanaka [25]. The common idea in22

these concepts is to consider a set that approximates the ordering cone, that is, an23

approximation set similar to the ordering cone, that does not contain the point zero,24

in order to impose the approximate efficiency (or nondomination) condition in the25

notions.26

This idea motivated the concept of approximate efficiency introduced by Gutié-27

rrez, Jiménez and Novo in [9, 10], in which they considered a general approximation28

set, in such a way that this concept reduces to the notions defined by the previous29

authors by taking a specific approximation set for each of them.30

On the other hand, the concepts of approximate proper efficiency are more re-31

strictive than the last ones, and arise with the purpose of providing a more depurated32

approximate efficient set by removing approximate solutions with non desirable prop-33

erties. The most known are those ones given by Li and Wang [18], Rong [23] and El34

Maghri [3], in which they combine the approximate efficiency notion due to Kutate-35

ladze with, respectively, the proper efficiency concepts introduced by Geoffrion [4],36
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2 C. GUTIÉRREZ, L. HUERGA, V. NOVO, AND M. SAMA

Benson [1] and Henig [14].37

With the aim of unifying, Gutiérrez, Huerga and Novo [8] and Gutiérrez, Huerga,38

Jiménez and Novo [7] introduced two notions of approximate proper efficiency based39

on the more general concept of approximate efficiency stated in [9, 10] and, respec-40

tively, the proper efficiency notions by Benson and Henig.41

One of the main properties of the approximate proper efficient solutions is that,42

under generalized convexity conditions, they can be characterized through linear43

scalarization (see, for instance, [7, 8]), i.e., by means of approximate solutions of44

scalar optimization problems associated to the original one. This fact is an impor-45

tant advantage in the computation of the solutions, and because of that, the notions46

of approximate proper efficiency are usually chosen to determine a suitable set of47

approximate efficient solutions.48

Thus, we focus on this type of solutions with the final aim of studying their limit49

behaviour when the error goes to zero. Depending on the nature of the optimization50

problem, one may be interested in its exact efficient, weak efficient or proper efficient51

solution set. Because of that, it is essential to know how to construct an approximation52

set, that replaces the ordering cone, in such a way that the corresponding approximate53

proper solutions tend to exact efficient, weak efficient or proper efficient solutions.54

In papers [6, 7], a preliminary study of the limit behaviour of approximate proper55

solutions was made. In both papers, the common purpose was to obtain a sufficient56

condition for these solutions to tend to exact efficient solutions when the error tends57

to zero. These sufficient conditions are stronger than the ones presented in this paper58

and they only focuses on the approximation to the exact efficient set, no results were59

obtained to approximate neither the weak efficient set nor the proper efficient set.60

Furthermore, when the final space of the vector optimization problem is normed,61

and more particularly, finite dimensional with a polyhedral ordering cone, we provide62

explicit constructions of the approximation sets, which are easier to handle computa-63

tionally, overall in the latter setting, in which the approximation sets are defined in64

terms of matrices.65

In this paper we will deal specially with the notion of approximate proper ef-66

ficiency in the sense of Henig, introduced in [7], and we will determine sufficient67

conditions that imply the equivalence of these solutions to the approximate proper68

solutions in the senses of Benson [8] and Geoffrion [18]. These sufficient conditions69

are essentially based on the existence of a family of dilating cones, that approximate70

the ordering cone and separate it from another closed cone.71

For normed spaces, Sterna-Karwat [24] provided sufficient conditions that guar-72

antee the existence of such a family. Moreover, in the finite dimensional case, Henig73

[13] proved that one of these families always exists, whenever the ordering cone is74

closed and pointed. Also, Kaliszewski [16] constructed such a family in the finite75

dimensional case, when the ordering cone is polyhedral.76

The paper is organized as follows. In Section 2 we state the framework, the77

notations, the main concepts and some previous results. In short Section 3, we study78

the relationships between the concept of approximate proper efficiency in the sense79

of Henig, that we use to prove our main results, and some important notions of80

approximate proper efficiency given in the literature, with the aim of clarifying all the81

connections among them. Also, we provide equivalent formulations of approximate82

proper solutions that will be useful for the main Section 4, in which we study the limit83

behaviour of approximate proper solutions when the precision error goes to zero, and84

we establish sufficient conditions for approximate proper solutions to tend to an exact85

weak/efficient/proper solution. We also characterize the set of exact Henig proper86
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efficient solutions through limits of approximate proper efficient solutions, when the87

error tends to zero, and we particularize these results for the case when the final space88

is normed, and also when it is finite dimensional with a polyhedral ordering cone, for89

which more specific and easier constructions of the set of approximate proper solutions90

are given, thanks to the rich structure of the final space. Finally, in Section 5 we state91

the conclusions.92

2. Preliminaries. Let Y be a real locally convex Hausdorff topological linear93

space. As usual, we refer to the topological dual space of Y as Y ∗. Given a nonempty94

set F ⊂ Y , we denote by intF , clF , bdF , F c, coF and coneF the topological95

interior, the closure, the boundary, the complement, the convex hull and the cone96

generated by F , respectively. It is said that F is solid if intF 6= ∅, and coradiant if97

αF ⊂ F , for all α ≥ 1. Moreover, the nonnegative orthant of Rr is denoted by Rr+,98

R+ := R1
+ and we refer to the closed unit ball of a normed space as B.99

The polar and strict polar cones of F are denoted by F+ and F s+, respectively,100

i.e.,101

F+ :={λ ∈ Y ∗ : λ(y) ≥ 0,∀ y ∈ F},102

F s+ :={λ ∈ Y ∗ : λ(y) > 0,∀ y ∈ F\{0}}.103104

Let D ⊂ Y be a nonempty convex cone (i.e., ∅ 6= D = R+ ·D = D+D), which is
assumed to be proper ({0} 6= D 6= Y ), closed and pointed (D ∩ (−D) = {0}). From
now on, we consider the partial order ≤D defined on Y by D as usual, i.e.,

y1, y2 ∈ Y, y1 ≤D y2 ⇐⇒ y2 − y1 ∈ D.

Next, the notion of approximating family of cones is recalled and some of its main105

properties and associated concepts are collected (see [2, 13, 20, 21, 24]). It will be a106

key mathematical tool of this work.107

Definition 2.1. (a) [24, Definition 3.1] Let F = {Dn ⊂ Y : n ∈ N} be a family108

of decreasing (with respect to the inclusion) solid, closed, pointed convex cones. It is109

said that F approximates D if D\{0} ⊂ intDn eventually (i.e., there exists n0 ∈ N110

such that D\{0} ⊂ intDn, for all n ≥ n0) and D =
⋂
nDn.111

(b) Let F be an approximating family of cones for D. We say that F separates112

D from a closed cone K ⊂ Y if113

D ∩K = {0} ⇐⇒ Dn ∩K = {0} eventually.114

Remark 2.2. (a) Let F = {Dn} be an approximating family of cones for D that115

separates D from another closed cone K. If D ∩K = {0}, then D\{0} ⊂ intDn and116

K\{0} ⊂ int(Y \Dn) eventually. In other words, D and K are strictly separated by117

Dn eventually, in the sense of [13, Definition 2.1].118

(b) In the finite dimensional setting, each approximating family F for D fulfills119

for all fixed n ∈ N the stronger inclusion Dm\{0} ⊂ intDn eventually (with respect120

to m), instead of just Dm ⊂ Dn eventually.121

Moreover, if Y is normed, then there exists a family F approximating D if and122

only if Ds+ 6= ∅ (see [24, Theorem 3.1]).123

Observe that condition Ds+ 6= ∅ is satisfied if and only if there exists a nonempty124

closed convex set B ⊂ D\{0} such that coneB = D. This set B is called base of D.125

For instance, the sets126

Bξ := {d ∈ D : ξ(d) = 1}, ∀ ξ ∈ Ds+,127
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are bases of D, and in the finite dimensional setting, they are compact.128

In particular, if Y is a separable normed space, we know by the so-called Krein-129

Rutman theorem (see [15, Theorem 3.38]) that Ds+ 6= ∅.130

(c) Some authors have explicitly built approximating families of cones in certain131

settings. For example, Henig [13] obtained an approximating family of cones in the132

finite dimensional Euclidean space Rr, Kaliszewski [16] for polyhedral cones in finite133

dimensional spaces, and Sterna-Karwat [24, Theorem 3.1], Borwein and Zhuang [2]134

and Gong [5] derived this family when Y is normed.135

On the other hand, if Y is finite dimensional, then there exist approximating136

families for D separating from each closed cone K (see [13, Theorem 2.1]), and if Y137

is normed and D has a weakly compact base, then there exist approximating families138

for D separating from each weakly closed cone K (see [24, Proposition 6.1]).139

For the convenience of the reader next we recall two of these results.140

Theorem 2.3. [24, Proposition 6.1] Let Y be a normed space and suppose that141

B is a weakly compact base of D. Then the sequence142

(2.1) DB
n := cone (B + (1/n)B), ∀n ∈ N,143

approximates D and separates it from every weakly closed cone K ⊂ Y .144

Consider Y = Rr and the polyhedral cone145

(2.2) P := {y ∈ Rr : Ay ∈ Rp+},146

where A ∈ Mp×r (i.e., the matrix A has p rows and r columns) and p ≥ r. In this147

setting we assume that the elements in Rr are column vectors. Also, the transpose of148

a vector v ∈ Rr is denoted by vt. We suppose that P 6= {0}, which is equivalent to149

0 /∈ int co{ati : i = 1, 2, . . . , p}, where ai is the i-th row of A. Moreover, we consider150

that rank(A) = r. Let us note that P defined in this way is convex, closed and151

pointed. Moreover, observe that Ay ∈ Rp+\{0} provided that y ∈ P\{0}, since P is152

pointed, and so utAy > 0 as long as y ∈ P\{0} (i.e., Atu ∈ P s+), where u is the153

p-dimensional vector (1, 1, . . . , 1)t. The following theorem shows a family of cones154

that approximates P and separates it from every closed cone.155

Theorem 2.4. [16] The sequence

Pn := {y ∈ Rr : Ay + (1/n)uutAy ∈ Rp+}, ∀n ∈ N

approximates P and separates it from every closed cone K ⊂ Rr.156

Notice that the families {DB
n } and {Pn} are strictly decreasing, in the sense that157

DB
n+1\{0} ⊂ intDB

n and Pn+1\{0} ⊂ intPn, for all n. Moreover, for each n ∈ N,158

ζ := (1/‖Atu‖)Atu ∈ P+s
n and159

(2.3) BAn := {y ∈ Pn : ζ(y) = 1}160

is a compact base of Pn.161

Throughout this paper, we consider the following vector optimization problem:162

(VOP) MinimizeD f(x) subject to x ∈ S,163

where f : X → Y , X is an arbitrary decision set and the feasible set S ⊂ X is164

nonempty.165
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LIMIT BEHAVIOUR OF APPROXIMATE PROPER SOLUTIONS 5

Let us recall that a point x0 ∈ S is an efficient (resp., weak efficient) solution166

of problem (VOP), and we denote it by x0 ∈ E(f, S,D) (resp., x0 ∈ WE(f, S,D)),167

if there is not x ∈ S such that f(x) ≤D f(x0), f(x) 6= f(x0) (resp., f(x) ≤intD∪{0}168

f(x0), f(x) 6= f(x0)). The ordering cone D is assumed to be solid when dealing with169

weak efficient solutions –otherwise, WE(f, S,D) = S and weak efficiency is a useless170

solution concept.171

Observe that, for each x0 ∈ S,172

x0 ∈ E(f, S,D)⇐⇒ (f(S)− f(x0)) ∩ (−D\{0}) = ∅,173

x0 ∈WE(f, S,D)⇐⇒ (f(S)− f(x0)) ∩ (− intD) = ∅.174175

The notions of approximate efficiency that we remind below are defined by fol-176

lowing the common idea of replacing the ordering cone by a nonempty set C that177

approximates it. First, we need to introduce some sets.178

For a nonempty set C ⊂ Y \{0}, we define the set-valued mapping C : R+ → 2Y179

as follows:180

C(ε) :=

{
εC if ε > 0

(coneC)\{0} if ε = 0,
181

and we introduce the following sets:182

H := {∅ 6= C ⊂ Y \{0} : C ∩ (−D) = ∅},183

H := {∅ 6= C ⊂ Y \{0} : cl coneC ∩ (−D) = {0}},184

G(C) :=

{
D′ ⊂ Y : D′ is a proper solid convex cone,

D\{0} ⊂ intD′, C ∩ (− intD′) = ∅

}
.185

186

Moreover, given C ⊂ Y \{0}, ε ≥ 0 and x ∈ X, we denote by S(C(ε), x) the set of all187

families of cones that approximate D and separate D from the cone − cl cone(f(S) +188

C(ε)− f(x)). In particular, condition S(C(ε), x) 6= ∅ means that there exists such a189

family of cones.190

The following approximate efficiency notion due to Gutiérrez, Jiménez and Novo191

[9] generalizes the most important approximate efficiency concepts defined up to now192

(see, for instance, [9, 10] and the references therein), which can be recovered by193

considering specific sets C.194

Definition 2.5. Let C ∈ H and ε ≥ 0. It is said that x0 ∈ S is a (C, ε)-efficient
solution of problem (VOP), denoted by x0 ∈ AE(f, S, C, ε), if

(f(S)− f(x0)) ∩ (−C(ε)) = ∅.

Remark 2.6. (a) The (C, ε)-efficiency notion encompasses the concepts of ef-195

ficient solution and weak efficient solution. To be precise, if coneC = D, then196

AE(f, S, C, 0) = E(f, S,D); if coneC = intD ∪ {0}, we have that AE(f, S, C, 0) =197

WE(f, S,D); if C = D\{0}, then AE(f, S, C, ε) = E(f, S,D), for all ε ≥ 0, and if198

C = intD, then AE(f, S, C, ε) = WE(f, S,D), for all ε ≥ 0.199

(b) In Definition 2.5 we consider C ∈ H to obtain a consistent set of approximate200

efficient solutions. Indeed, if C ∩ (−D) 6= ∅, it is possible to find simple problems for201

which the approximate efficient set is empty, for all ε > 0, while the efficient set is202

not empty (see Remark 2.4 and Example 2.5 in [7]). The following properties hold203
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(see [9, Theorem 3.5(iii)]):204 ⋂
ε>0

AE(f, S, C, ε) = E(f, S,D), if coneC = D,(2.4)205 ⋂
ε>0

AE(f, S, C, ε) = WE(f, S,D), if coneC = intD ∪ {0}.(2.5)206

207

With respect to the approximate proper efficiency, the next notion was introduced208

by Li and Wang in [18] and it extends the concept of proper efficiency in the sense of209

Geoffrion to the approximate case.210

Definition 2.7. Suppose that Y = Rr, D = Rr+ and let ε ≥ 0 and q ∈ Rr+\{0}.211

A feasible point x0 is a Geoffrion ε-proper efficient solution of (VOP) with respect212

to q, and it is denoted by x0 ∈ Ge(f, S, q, ε), if there exists k > 0 such that for each213

x ∈ S and i ∈ {1, 2, . . . , r} with fi(x0) > fi(x) + εqi there exists j ∈ {1, 2, . . . , r} such214

that fj(x0) < fj(x) + εqj and215

fi(x0)− fi(x)− εqi
fj(x)− fj(x0) + εqj

≤ k.216
217

In particular, if ε = 0 in the above notion, we recover the concept of exact proper218

efficiency due to Geoffrion [4]. We denote the set of exact proper efficient solutions219

in the sense of Geoffrion by Ge(f, S). Notice that x0 ∈ Ge(f, S, q, ε) if and only if220

x0 ∈ Ge(f−εqI{x0}, S), where I{x0} : X → R is the indicator function of the singleton221

{x0}.222

The next concepts of approximate proper efficiency combine the notions of proper223

efficiency in the senses of Benson [1] and Henig [14], respectively, with the concept224

of (C, ε)-efficiency. The first one was introduced by Gutiérrez, Huerga and Novo225

(see [8]) and the second one by Gutiérrez, Huerga, Jiménez and Novo in [7]. These226

two notions extend and improve the most important concepts of approximate proper227

efficiency given in the literature (see, for instance, [7, 8] and the references therein).228

Definition 2.8. Let ε ≥ 0 and C ∈ H. A point x0 ∈ S is a Benson (C, ε)-proper229

efficient solution of (VOP), and we denote it by x0 ∈ Be(f, S, C, ε), if230

(2.6) cl cone(f(S) + C(ε)− f(x0)) ∩ (−D) = {0}.231

Definition 2.9. Let ε ≥ 0 and C ∈ H. A point x0 ∈ S is a Henig (C, ε)-proper232

efficient solution of (VOP), and we denote it by x0 ∈ He(f, S, C, ε), if there exists233

D′ ∈ G(C) such that x0 ∈ AE(f, S, C + intD′, ε).234

Remark 2.10. (a) It is clear that D\{0} ∈ H, and the concepts of Benson and235

Henig (D\{0}, ε)-proper efficiency coincide with the concepts of Benson [1] and Henig236

[14] proper efficiency, respectively, for all ε ≥ 0. Analogously, Benson and Henig237

(C, 0)-proper efficiency encompass the concepts of Benson [1] and Henig [14] proper238

efficiency, respectively, provided that cl coneC = D. In the sequel, the sets of ex-239

act Benson and Henig proper efficient solutions of problem (VOP) are denoted by240

Be(f, S,D) and He(f, S,D), respectively.241

(b) The following equivalent formulation for Henig (C, ε)-proper efficient solutions242

was proved in [7, Theorem 3.3(c)]: A feasible point x0 is a Henig (C, ε)-proper efficient243

solution of problem (VOP) if there exists D′ ∈ G(C), with intD′ = D′\{0} such that244

cl cone(f(S) + C(ε)− f(x0)) ∩ (− intD′) = ∅.(2.7)245246
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(c) From (2.6) and (2.7) it is easy to see that He(f, S, C, ε) ⊂ Be(f, S, C, ε).247

Moreover, observe that both statements (2.6) and (2.7) imply in particular that248

cl coneC ∩ (−D) = {0}. Because of that, we consider C ∈ H in Definitions 2.8249

and 2.9.250

(d) The concepts of approximate proper efficiency in the senses of Benson and251

Henig given by the set C = q+D, q ∈ D\{0}, were introduced, respectively, by Rong252

[23] and El Maghri [3]. These two concepts and the notion of approximate proper253

efficiency due to Li and Wang (in the sense of Geoffrion) are based on the notion of254

approximate efficiency in the sense of Kutateladze [17], in which the approximation255

error is measured by means of a singleton {q}.256

3. Properties of approximate proper solutions. In this section we state257

the equivalences between the last concepts of approximate proper efficiency when258

problem (VOP) is considered, and we establish useful equivalent formulations of the259

approximate proper solutions in the sense of Henig, that will be needed along the rest260

of the paper.261

Theorem 3.1. Let ε ≥ 0 and C ∈ H. If S(C(ε), x) 6= ∅ for all x ∈ S, then262

Be(f, S, C, ε) = He(f, S, C, ε).(3.1)263

Proof. Inclusion “⊃” in (3.1) is clear from Remark 2.10(c). For proving the other
inclusion, let x0 ∈ Be(f, S, C, ε). By hypothesis we see there exists an approximating
family of cones {Dn} for D separating from the cone − cl cone(f(S) +C(ε)− f(x0)),
and so

cl cone(f(S) + C(ε)− f(x0)) ∩ (−Dn) = {0} eventually.

Thus, it follows that D′n := intDn∪{0} ∈ G(C), intD′n = D′n\{0}, for all n, and they264

satisfy statement (2.7) eventually, so x0 ∈ He(f, S, C, ε) by Remark 2.10(b).265

In the particular case when Y is finite dimensional, we have the following result.266

Theorem 3.2. Suppose that Y = Rr and let ε ≥ 0 and C ∈ H. Then,267

Be(f, S, C, ε) = He(f, S, C, ε).268

Moreover, if D = Rr+ and q ∈ Rr+\{0}, then269

Ge(f, S, q, ε) = Be(f, S, q + Rr+, ε) = He(f, S, q + Rr+, ε).(3.2)270

Proof. We know that in the finite dimensional setting Y = Rr, there exist ap-271

proximating families for D separating from each closed cone (see Remark 2.2(c)) and272

so we only have to prove the first equality in (3.2), since the other ones are clear by273

Theorem 3.1. Thus, observe from [1, Theorem 3.2] that274

x0 ∈ Ge(f, S, q, ε) ⇐⇒ x0 ∈ Ge(f − εqI{x0}, S)275

⇐⇒ x0 ∈ Be(f − εqI{x0}, S,R
r
+).276277

Furthermore, it is not hard to check that

cl cone((f − εqI{x0})(S) + Rr+ − (f − εqI{x0})(x0)) = cl cone(f(S) + Rr+ − f(x0) + εq)

and then the first equality in (3.2) is proved.278
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Remark 3.3. Let ε ≥ 0 and C ∈ H. Observe that inclusion “⊃” in (3.1) always279

holds, but inclusion “⊂” could be false. However, the equality is satisfied under280

the assumption S(C(ε), x) 6= ∅ for all x ∈ S. For example, this assumption is true281

whenever Y is finite dimensional (see [13, Theorem 2.1]); also if Y is normed, D has282

a weakly compact base and cl cone(f(S) +C(ε)− f(x)) is weakly closed for all x ∈ S,283

as a consequence of Theorem 2.3.284

More generally, it is clear from the proof of Theorem 3.1 that only one strict285

cone separation (see Remark 2.2(a)) is needed. Thus, (3.1) could be also true in286

some settings different from the setting of Theorem 3.1. For example, [7, Corollary287

4.8] states equality (3.1) by supposing that D+ is solid with respect to a locally288

convex topology on Y ∗ compatible with the dual pair (when Y ∗ is equipped with the289

topology of uniform convergence on the weakly compact absolutely convex sets of Y ,290

the solidness of D+ is equivalent to the existence of a weakly compact base of D, see291

[22]) and cl cone(f(S) + C(ε)− f(x)) is convex, for all x ∈ S.292

Let us underline that Theorem 3.1 does not require any convexity assumption.293

From this point of view, it is an improvement of [7, Corollary 4.8]. For instance, in294

Example 4.12 of this paper, one may deduce by Theorem 3.2 that He(f, S, q+P, 0.1) =295

Be(f, S, q + P, 0.1) and so (1.1, 1.2) = (1, 1) + 0.1q /∈ Be(f, S, q + P, 0.1) (see Figure296

1). However, [7, Corollary 4.8] cannot be applied since the set cl cone(f(S) + 0.1q +297

P − f(1.1, 1.2)) is not convex.298

The following two theorems will be useful along the paper.299

Theorem 3.4. Consider ε ≥ 0, C ∈ H, x0 ∈ S and {Dn} ∈ S(C(ε), x0). It300

follows that x0 ∈ He(f, S, C, ε) if and only if 0 /∈ C+Gn and x0 ∈ AE(f, S, C+Gn, ε)301

eventually, where Gn = Dn\{0} or Gn = intDn, for all n.302

Proof. Suppose that x0 ∈ He(f, S, C, ε). Then, by Remark 2.10(c) we know that
x0 ∈ Be(f, S, C, ε), i.e.,

cl cone(f(S)− f(x0) + C(ε)) ∩ (−D) = {0}

and so
cl cone(f(S)− f(x0) + C(ε)) ∩ (−Dn\{0}) = ∅

eventually, since {Dn} separates D from − cl cone(f(S)−f(x0)+C(ε)). In particular
we have that

(f(S)− f(x0)) ∩ (−C(ε)−Dn\{0}) = ∅
eventually. Thus, 0 /∈ C +Dn\{0} and x0 ∈ AE(f, S, C +Dn\{0}, ε) eventually, and303

so 0 /∈ C+intDn and x0 ∈ AE(f, S, C+intDn, ε) eventually. Notice that Dn ∈ G(C)304

eventually, since 0 /∈ C +Dn\{0} eventually.305

The reciprocal implication is clear by the definition. Thus, the proof is finished.306

Lemma 3.5. Consider problem (VOP), C ⊂ Y \{0}, ε ≥ 0 and let K ⊂ Y be a307

solid convex cone such that C +K ∈ H. Then,308

He(f, S, C +K, ε) = He(f, S, C + (K\{0}), ε) = He(f, S, C + intK, ε).309

Proof. Let D′ ⊂ Y be an arbitrary solid convex cone. It is not hard to check that310

(3.3) K + intD′ = (K\{0}) + intD′ = intK + intD′.311

Therefore, we see that312

G(C +K) = G(C + (K\{0})) = G(C + intK).(3.4)313
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Moreover, for all G ∈ {K,K\{0}, intK} it is clear that314

(3.5) He(f, S, C +G, ε) =
⋃

D′∈G(C+G)

AE(f, S, C +G+ intD′, ε),315

and the result follows by (3.3), (3.4) and (3.5).316

Theorem 3.6. Consider problem (VOP), C ⊂ Y \{0}, ε ≥ 0, x0 ∈ S and let317

{Dn} be an approximating family of cones for D such that 0 /∈ C + Dn̄ for some n̄.318

Suppose that {Dn} ∈ S((C+Dn̄)(ε), x0). Then, for each Gn̄ ∈ {Dn̄, Dn̄\{0}, intDn̄},319

(3.6) x0 ∈ He(f, S, C +Gn̄, ε) ⇐⇒ x0 ∈ AE(f, S, C + intDn̄, ε).320

Proof. First, observe that C +Dn̄ ∈ H since 0 6∈ C +Dn̄. Then, C +Gn̄ ∈ H, for321

all Gn̄ ∈ {Dn̄, Dn̄\{0}, intDn̄}. By Lemma 3.5 we see that322

He(f, S, C +Dn̄, ε) = He(f, S, C + (Dn̄\{0}), ε) = He(f, S, C + intDn̄, ε).323

Then the result follows by proving statement (3.6) for Gn̄ = Dn̄.324

Let x0 ∈ He(f, S, C + Dn̄, ε). By applying Theorem 3.4 we deduce that 0 /∈325

C+Dn̄+intDn and x0 ∈ AE(f, S, C+Dn̄+intDn, ε) eventually. Consider an arbitrary326

n′ ∈ N, n′ > n̄, such that x0 ∈ AE(f, S, C + Dn̄ + intDn′ , ε). As the family {Dn} is327

decreasing we have that Dn̄ + intDn′ = intDn̄ and so x0 ∈ AE(f, S, C + intDn̄, ε).328

The reciprocal implication is a direct consequence of the definition and the proof329

finishes.330

From Theorems 3.4 and 3.6 we obtain the next corollary.331

Corollary 3.7. Consider problem (VOP), C ∈ H, ε ≥ 0 and

{Dn} ∈
⋂
x∈S
S(C(ε), x)

such that for each x ∈ S, {Dn} ∈ S((C +Dm)(ε), x) eventually. It follows that332

He(f, S, C, ε) =
⋃

{n:0/∈C+Dn}

AE(f, S, C + (Dn\{0}), ε)333

=
⋃

{n:0/∈C+intDn}

AE(f, S, C + intDn, ε)334

=
⋃

{n:0/∈C+Dn}

He(f, S, C +Gn, ε), ∀Gn ∈ {Dn, Dn\{0}, intDn}.335

336

The exact version of Corollary 3.7 is stated in the next result, which is deduced337

by considering C = D\{0} and ε = 1.338

Corollary 3.8. Consider problem (VOP) and {Dn} ∈
⋂
x∈S S(D,x) such that339

for each x ∈ S, {Dn} ∈ S(Dm, x) eventually. It follows that340

He(f, S,D) =
⋃
n

WE(f, S,Dn).341

342

If additionally, for each n we have Dm\{0} ⊂ intDn eventually, then343

He(f, S,D) =
⋃
n

WE(f, S,Dn) =
⋃
n

E(f, S,Dn) =
⋃
n

He(f, S,Dn).344

345

This manuscript is for review purposes only.
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In the finite dimensional case, we have the following result.346

Corollary 3.9. Consider problem (VOP) and suppose that Y = Rr.347

(a) For each compact base B of D it follows that348

He(f, S,D) =
⋃
n

WE(f, S,DB
n ) =

⋃
n

E(f, S,DB
n ) =

⋃
n

He(f, S,DB
n ).349

350

(b) If D = P , where P is the polyhedral cone defined in (2.2), then351

He(f, S, P ) =
⋃
n

WE(f, S, Pn) =
⋃
n

E(f, S, Pn) =
⋃
n

He(f, S, Pn).352

353

4. Limit behaviour. In this section we are going to study the limit behaviour354

of Henig (C, ε)-proper efficient solutions of (VOP), when ε tends to zero, for specific355

sets C ∈ H.356

As we will see below, depending on the selected set, it is possible to reach exact357

weak/efficient/proper solutions in terms of limits of sequences of Henig (C, ε)-proper358

efficient solutions of (VOP), when ε tends to zero.359

The selection of C to compute a suitable approximation of the efficient/weak360

efficient/proper efficient set is relevant, as it is shown in the following illustrative361

example.362

Example 4.1. Let X = Y = R2, f : R2 → R2 be the identity function on R2, and363

S = D = R2
+. It is clear that E(f, S,D) = {(0, 0)t}. Let ε > 0 and q = (1, 1)t ∈ R2

+.364

Then, it is easy to check that365

AE(f, S, q + R2
+, ε) = R2

+ ∩ ((ε, ε)t + R2
+)c,366

He(f, S, q + R2
+, ε) = AE(f, S, q + R2

+, ε) ∪ {(ε, ε)t}.367368

Thus, for any ε > 0 these sets of approximate solutions do not provide good approxi-369

mations of the efficient set. In fact, what they provide is a suitable approximation of370

the weak efficient set.371

On the other hand, if we now consider C = co{(1, 0)t, (0, 1)t}+D, then one can372

easily see that AE(f, S, C, ε) = {(x1, x2)t ∈ R2
+ : x2 < ε − x1}. In this case, the set373

of approximate solutions is bounded and for ε > 0 small enough it represents a good374

approximation of the efficient set.375

In the next theorem, we characterize the set of exact efficient and proper efficient376

solutions of (VOP) as intersections of sets of approximate proper efficient solutions.377

A previous lemma is needed.378

Lemma 4.2. Let B ⊂ Y be a base of D. Then,379

δB + (D\{0}) =
⋃
ε>δ

εB + (D\{0}), ∀δ ≥ 0.380

Proof. Let δ ≥ 0 and ε > δ. As B ⊂ D\{0}, it is clear that381

εB + (D\{0}) ⊂ δB + (ε− δ)B + (D\{0}) ⊂ δB + (D\{0}) + (D\{0})382

= δB + (D\{0}).383384

Reciprocally, let b ∈ B and d ∈ D\{0} arbitrary. There exists λ > 0 and b′ ∈ B
such that d = λb′. Thus,

δb+ d = (δ + λ)

(
δ

δ + λ
b+

λ

δ + λ
b′
)
.
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We have that b′′ := (δ/(δ + λ))b+ (λ/(δ + λ))b′ ∈ B, since B is convex. Therefore,

δb+ d = (δ + λ)b′′ = (δ + λ/2)b′′ + (λ/2)b′′ ∈
⋃
ε>δ

εB + (D\{0}),

which finishes the proof.385

Theorem 4.3. Let B ⊂ Y be a base of D. The following statements hold.386

(a) He(f, S,D) ⊂
⋂
ε>0

He(f, S,B + D, ε) ⊂
⋂
ε>0

He(f, S, q + D, ε) ⊂ WE(f, S,D),387

for any q ∈ D\{0}.388

(b)
⋂
ε>δ

He(f, S,B +D, ε) ⊂ AE(f, S,B + (D\{0}), δ), for all δ ≥ 0.389

(c) Suppose that B is weakly compact, there exists an approximating family for
D, f(S) = Q+H, Q is a weakly compact set of Y and H ⊂ D, 0 ∈ H. Then,

AE(f, S,B +D, ε) ⊂ He(f, S,B +D, ε), ∀ε > 0.

(d) Under the assumptions of part (c), it follows that390 ⋂
ε>0

AE(f, S,B +D, ε) =
⋂
ε>0

He(f, S,B +D, ε) = E(f, S,D).391

392

(e) Assume that {Dn} ∈
⋂
x∈S S(D,x) and consider a sequence {Cn} of sets in

Y such that Cn ⊂ Dn\{0} and intDn ⊂ (Cn + D\{0})(0), for all n ∈ N.
Then, ⋃

n

⋂
ε>0

He(f, S, Cn, ε) = He(f, S,D).

Proof. (a) The first inclusion is a particular case of [7, Theorem 3.6(f)], since
B+D ⊂ D\{0}, and the third inclusion is a direct consequence of [7, Remark 3.2(d)]
and [10, Theorem 3.4(iii)], since

intD ⊂ cone(q +D\{0})\{0} = (q +D\{0})(0) ∀q ∈ D\{0}.

For deriving the second inclusion, note that for every q ∈ D\{0} there exists λ >
0 and b ∈ B such that q = λb, so (1/λ)q ∈ B. Then, by [7, Theorem 3.6(b)]
He(f, S,B +D, ε) ⊂ He(f, S, q +D, ε/λ), for all ε > 0, and we have that⋂

ε>0

He(f, S,B +D, ε) ⊂
⋂
ε>0

He(f, S, q +D, ε).

(b) Let δ ≥ 0. By [7, Remark 3.2(d)] it is clear that⋂
ε>δ

He(f, S,B +D, ε) ⊂
⋂
ε>δ

AE(f, S,B + (D\{0}), ε).

and then the result follows by Lemma 4.2.393

(c) Consider ε > 0 and x0 ∈ AE(f, S,B + D, ε). By the assumptions we deduce394

that H +D = D and then395

(4.1) (Q− f(x0)) ∩ (−εB −D) = ∅.396

Reasoning by contradiction suppose that x0 /∈ He(f, S,B+D, ε) and let {Dn} be397

an approximating family for D. Then, x0 /∈ AE(f, S,B+D+intDn, ε), for all n ∈ N.398
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As for each n, H + D + intDn = intDn, through the same reasoning as before we399

deduce that400

(Q− f(x0)) ∩ (−εB − intDn) 6= ∅ ∀n ∈ N.401

Then there exist sequences (qn) ⊂ Q, (bn) ⊂ B and (dn) ⊂ Y such that dn ∈ intDn402

and qn − f(x0) = −εbn − dn, for all n. By compactness, taking subsequences if403

necessary, we can assume that qn
w→ q ∈ Q, bn

w→ b ∈ B, so dn
w→ −q+ f(x0)− εb and404

by the definition of approximating family of cones it follows that −q+f(x0)−εb ∈ D.405

Thus, (Q − f(x0)) ∩ (−εB − D) 6= ∅ and we reach a contradiction with statement406

(4.1).407

(d) It follows by (2.4) and as a direct consequence of parts (b) and (c), since408

E(f, S,D) =
⋂
ε>0

AE(f, S,B +D, ε) ⊂
⋂
ε>0

He(f, S,B +D, ε)409

⊂ AE(f, S,B + (D\{0}), 0) = E(f, S,D).410411

(e) First, let us observe that, for each n ∈ N, condition Cn ⊂ Dn\{0} implies412

Cn ∈ H and413

(4.2) (Cn + intDn)(0) = intDn.414

Let x0 ∈ He(f, S,D). By applying Theorem 3.4 with C = D\{0} and ε = 1 we deduce
that x0 ∈ AE(f, S, intDn, 1) eventually. Thus, there exists m ∈ N such that

x0 ∈ AE(f, S, intDm, 1) = WE(f, S,Dm) =
⋂
ε>0

AE(f, S, Cm + intDm, ε),

where the last equality is a consequence of (4.2) and (2.5).415

It is clear by Definition 2.9 that

AE(f, S, Cm + intDm, ε) ⊂ He(f, S, Cm, ε), ∀ε > 0

and so we have that
x0 ∈

⋃
n

⋂
ε>0

He(f, S, Cn, ε).

Reciprocally, for each n ∈ N, by [7, Remark 3.2(d)], [10, Theorem 3.4(iii)] and as-416

sumption intDn ⊂ (Cn +D\{0})(0) we see that417 ⋃
n

⋂
ε>0

He(f, S, Cn, ε) ⊂
⋃
n

⋂
ε>0

AE(f, S, Cn +D\{0}, ε)418

=
⋃
n

AE(f, S, Cn +D\{0}, 0)419

⊂
⋃
n

WE(f, S,Dn)420

⊂ He(f, S,D)421422

and the proof finishes.423

Remark 4.4. (a) Condition Cn ⊂ Dn\{0} is equivalent to the following one:

0 /∈ Cn and Cn +D\{0} ⊂ intDn.
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Thus, the assumptions on the sets Cn in Theorem 4.3(e) can be reformulated as424

follows: 0 /∈ Cn and (Cn +D\{0})(0) = intDn, for all n. For instance, this condition425

is satisfied by Cn ∈ {Gn + Dn, Bn + D}, where Gn ⊂ Dn\{0} and Bn is a base of426

Dn. A very easy family to construct satisfying the last condition is {q + Dn}, for427

q ∈ D\{0}.428

(b) Let B ⊂ Y be a base of D. By [7, Theorem 3.6(b)] we have that429 ⋂
ε≥δ

He(f, S,B +D, ε) = He(f, S,B +D, δ), ∀δ ≥ 0430

and by applying parts (a) and (b) of Theorem 4.3 we deduce that431

He(f, S,D) ⊂
⋂
ε>0

He(f, S,B +D, ε) ⊂ E(f, S,D).432

If additionally the assumptions of part (c) are fulfilled, by part (d) we know that433

(4.3)
⋂
ε>0

He(f, S,B +D, ε) = E(f, S,D)434

and also435

AE(f, S,B +D, δ) ⊂ He(f, S,B +D, δ) ⊂
⋂
ε>δ

He(f, S,B +D, δ)436

⊂ AE(f, S,B + (D\{0}), δ), ∀δ > 0.437438

Under the assumptions of Theorem 4.3(c), we deduce from (4.3) that for δ > 0439

small enough the set
⋂
ε≥δ He(f, S,B +D, ε) = He(f, S,B +D, δ) is a good approxi-440

mation of the efficient set, and two proper estimations for He(f, S,B +D, δ) are the441

sets AE(f, S,B +D, δ) and AE(f, S,B +D\{0}, δ). In particular, it must be under-442

lined that the set of Henig (B+D, δ)-proper efficient solutions represents suitably the443

efficient set.444

On the other hand, notice by the proof of Theorem 4.3(e) that, for each x0 ∈445

He(f, S,D) it follows that x0 ∈
⋂
ε>0 He(f, S, Cn, ε) eventually. Then, for n ∈ N446

big enough, the set
⋂
ε>0 He(f, S, Cn, ε) may be a good approximation of the set447

He(f, S,D). As
⋂
ε≥δ He(f, S, Cn, ε) approximates the set

⋂
ε>0 He(f, S, Cn, ε) for448

δ > 0 small enough, then it also approximates suitably the set of exact Henig proper449

solutions of problem (VOP).450

Moreover, we can simplify expression
⋂
ε≥δ He(f, S, Cn, ε) by considering approx-

imation sets that satisfy certain properties. For example, if Cn are coradiant sets,
then [7, Theorem 3.6(c)] can be applied and then⋂

ε≥δ

He(f, S, Cn, ε) = He(f, S, Cn, δ).

In the following two theorems, we establish sufficient conditions for exact Henig proper451

efficient, efficient and weak efficient solutions in terms of limits of sequences of Henig452

approximate proper efficient solutions of (VOP).453

Previously, a lemma is needed in order to derive part (c) of Theorem 4.6. It454

extends [7, Lemma 3.7] to any (not necessarily finite dimensional) linear space Y and455

any base B of the ordering cone D.456
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Lemma 4.5. Let B ⊂ Y be a base of D and consider two sequences (εk) ⊂ R+\{0}
and (yk) ⊂ Y , and a point y ∈ Y such that εk → 0, yk → y, yk+1 ≤D yk and

yk ∈ D ∩ (Y \ (εkB + (D\{0}))) , ∀k ∈ N.

Then, y = 0.457

Proof. As D is closed we have that y ∈ D. Moreover, since yk+1 ≤D yk for all k,458

it is easy to check that y ≤D yk, for all k.459

Suppose, reasoning by contradiction, that y 6= 0. Then, by Lemma 4.2 with δ = 0
there exists ε > 0 such that y ∈ εB + (D\{0}) and for each k ∈ N such that εk ≤ ε
we obtain that y ∈ εkB + (D\{0}). Fix k0 ∈ N such that εk0 ≤ ε. Then,

yk0 = y + (yk0 − y) ∈ εk0B + (D\{0}) +D = εk0B + (D\{0}),

which is a contradiction. Therefore, y = 0 and the proof finishes.460

Theorem 4.6. In problem (VOP) consider C ∈ H, x0 ∈ S and sequences (xk) ⊂461

X and (εk) ⊂ R+\{0} such that xk ∈ He(f, S, C, εk), for all k ∈ N, εk ↓ 0 and462

f(xk)→ f(x0).463

(a) If C = G+K, where K ∈ G(D\{0}), G ⊂ K\(−K), then x0 ∈ He(f, S,D).464

(b) If D is solid and C = G+D, where G ⊂ D\{0}, then x0 ∈WE(f, S,D).465

(c) If B is a base of D, C = B + D and f(xk+1) ≤D f(xk), for all k, then466

x0 ∈ E(f, S,D).467

Proof. (a) First, observe that G+K ∈ H. By [7, Remark 3.2(d)] we see that468

xk ∈ AE(f, S,G+K +D\{0}, εk), ∀ k.469

We have that K + D\{0} = intK, since K ∈ G(D\{0}). Moreover, G + intK is
coradiant. Then, by [10, Theorem 3.4(iv)] we deduce

x0 ∈ AE(f, S,G+ intK, 0) = WE(f, S,K),

since (G+ intK)(0) = intK, and the result follows since WE(f, S,K) ⊂ He(f, S,D).470

(b) By [7, Remark 3.2(d)] we deduce that471

xk ∈ AE(f, S,G+D +D\{0}, εk) ⊂ AE(f, S,G+ intD, εk), ∀ k ∈ N,472

since D + D\{0} = D\{0} ⊃ intD. From here, by reasoning in analogous way as in473

part (a), we conclude that x0 ∈WE(f, S,D).474

(c) This result follows by applying [11, Corollary 7(b)] to the data K = D,475

M = f(S) and G(ε) = εB +D\{0} (Lemma 4.5 ensures that the assumptions of [11,476

Corollary 7(b)] are fulfilled).477

Remark 4.7. (a) If S(C(εk), x) 6= ∅, for all k and for all x ∈ S, then by Theorem478

3.1 the approximate Benson and Henig proper solution sets coincide, and we have479

that the accuracy of Theorem 4.6(a) is better than in [6, Theorem 3.7 c)], since in480

Theorem 4.6(a) it is proved that the approximate proper solutions tend to exact481

efficient solutions which are proper solutions.482

(b) Part (c) of Theorem 4.6 extends [7, Theorem 3.8] to any (not necessarily finite483

dimensional) linear space Y and any base B of the ordering cone D.484

(c) The easiest way to apply the previous theorem is by considering a singleton485

G = {q}, where q ∈ K\(−K) in part (a) and q ∈ D\{0} in part (b).486
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In the particular case when Y is normed or finite dimensional, we obtain the following487

results as consequences of Theorem 4.6.488

For the next result, we suppose that Y is normed and we consider the family of489

cones {DB
n } introduced in (2.1), for a base B of D. We denote DB

∞ = D and B∞ := B.490

Let us also denote by n̄ a natural number big enough so that 0 /∈ Bn := B+(1/n)B.491

We have that Bn +DB
m ∈ H, ∀n,m ∈ N ∪ {∞}, n,m ≥ n̄.492

Corollary 4.8. Suppose that Y is normed and B ⊂ D\{0} is a base of D. Let493

x0 ∈ S, n1, n2 ∈ N ∪ {∞}, n1, n2 ≥ n̄ and let (xk) ⊂ X and (εk) ⊂ R+\{0} be494

two sequences such that xk ∈ He(f, S,Bn1 + DB
n2
, εk), for all k ∈ N, εk ↓ 0 and495

f(xk)→ f(x0).496

(a) If n2 6=∞, then x0 ∈ He(f, S,D).497

(b) If D is solid, then x0 ∈WE(f, S,D).498

(c) If f(xk+1) ≤D f(xk), for all k ∈ N, then x0 ∈ E(f, S,D).499

Proof. (i) As B +DB
n2
⊂ Bn1 +DB

n2
, by [7, Theorem 3.6(b)] we have that

He(f, S,Bn1 +DB
n2
, εk) ⊂ He(f, S,B +DB

n2
, εk).

Then by applying Theorem 4.6(a) with G = B and K = DB
n2

we see that x0 ∈
He(f, S,D). For parts (b) and (c) observe that since B + D ⊂ Bn1

+ DB
n2

, by [7,
Theorem 3.6(b)] we have that

He(f, S,Bn1
+DB

n2
, εk) ⊂ He(f, S,B +D, εk).

Thus, if D is solid, Theorem 4.6(b) implies that x0 ∈WE(f, S,D) and if f(xk+1) ≤D500

f(xk) for all k ∈ N, by applying Theorem 4.6(c) we see that x0 ∈ E(f, S,D).501

In the next corollary, we consider that Y = Rr and D is the polyhedral cone P502

defined in (2.2). We are going to work with the approximating family of cones {Pn}503

stated in Theorem 2.4.504

For each n, we remind that BAn is the base of Pn defined in (2.3). Denote P∞ = P505

and BA∞ := {y ∈ P : ζ(y) = 1}.506

The proof of this corollary follows from Theorem 4.6, reasoning in analogous way507

as in the corollary above.508

Corollary 4.9. Suppose that Y = Rr. Let x0 ∈ S, n1, n2 ∈ N ∪ {∞} and let509

(xk) ⊂ X and (εk) ⊂ R+\{0} be two sequences such that xk ∈ He(f, S,BAn1
+Pn2 , εk),510

for all k ∈ N, εk ↓ 0 and f(xk)→ f(x0).511

(a) If n2 6=∞, then x0 ∈ He(f, S, P ).512

(b) If P is solid, then x0 ∈WE(f, S, P ).513

(c) If f(xk+1) ≤P f(xk) for all k ∈ N, then x0 ∈ E(f, S, P ).514

Let X be a Hausdorff topological space and let F : R+ → 2X be a set-valued515

mapping. We remind that x0 ∈ X belongs to the upper limit of F when ε → 0, and516

we denote it by x0 ∈ lim supε→0 F (ε), if there exist sequences (εk) ⊂ R+\{0}, εk → 0517

and (xk) ⊂ X, such that xk ∈ F (εk), for all k ∈ N and xk → x0.518

In the next theorem we formulate the exact proper and weak efficient solutions519

of (VOP) in terms of the upper limit of approximate proper solutions when ε tends520

to zero.521

Theorem 4.10. Consider problem (VOP) and assume that X is a Hausdorff topo-522

logical space, f is continuous on S and S is closed.523
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(a) Let {Dn} ∈
⋂
x∈S S(D,x) and {Gn} be a sequence of nonempty sets in Y

such that Gn ⊂ Dn\{0}, for all n ∈ N. Then⋃
n

lim sup
ε→0

He(f, S,Gn +Dn, ε) = He(f, S,D).

(b) If D is solid and G ⊂ D\{0}, then

lim sup
ε→0

He(f, S,G+D, ε) ⊂ lim sup
ε→0

AE(f, S,G+ intD, ε) = WE(f, S,D).

Proof. (a) Let n ∈ N arbitrary. The inclusion

lim sup
ε→0

He(f, S,Gn +Dn, ε) ⊂ He(f, S,D)

follows directly by applying Theorem 4.6(a) to the sets G = Gn, K = Dn and taking524

into account that f is continuous on S and S is closed.525

Reciprocally, let x0 ∈ He(f, S,D). By considering Cn = Gn + Dn in Theorem526

4.3(e) we obtain that there exists m ∈ N such that x0 ∈
⋂
ε>0 He(f, S,Gm + Dm, ε)527

and part (a) is proved.528

(b) By [7, Remark 3.2(d)] we deduce the inclusion529

lim sup
ε→0

He(f, S,G+D, ε) ⊂ lim sup
ε→0

AE(f, S,G+ intD, ε).530
531

On the other hand, it is not hard to check that the sets AE(f, S,G + intD, ε) are532

closed. Moreover, since G+ intD is coradiant, by [10, Theorem 3.4(ii)] the collection533

of these sets is decreasing with respect to ε > 0. Thus,534

lim sup
ε→0

AE(f, S,G+ intD, ε) =
⋂
ε>0

AE(f, S,G+ intD, ε) = WE(f, S,D)535

536

where the last equality is obtained by taking into account that (G+ intD)(0) = intD537

and statement (2.5), and the proof is finished.538

Remark 4.11. (a) As in Theorem 4.6, the more effective way to apply parts (a)539

and (b) of Theorem 4.10 is consider in part (a) singletons Gn = {qn}, where qn ∈540

Dn\{0} for all n ∈ N, and G = {q} with q ∈ D\{0} in part (b).541

(b) In Theorem 4.10(a), inclusion542

(4.4)
⋃
n

lim sup
ε→0

He(f, S,Gn +Dn, ε) ⊂ He(f, S,D)543

is true provided that {Dn} is an approximating family for D and Gn ⊂ Dn\{0}.544

Then, Theorem 4.10(a) improves [6, Theorem 3.7(c)], and it follows that545

lim sup
ε→0

He(f, S, Cn, ε) ⊂ lim sup
ε→0

Be(f, S, Cn, ε) ⊂ E(f, S,D),546

for every n ∈ N (we have applied Remark 2.10(c) in the first inclusion and [6, Theorem547

3.7(c)] in the second one). But actually, in (4.4) we have shown that the upper limit548

of Henig approximate efficient solutions is included in the set of exact proper efficient549

solutions He(f, S,D), which is a more precise estimation than E(f, S,D).550

Furthermore, if {Dn} ∈
⋂
x∈S S(D,x), then Theorem 4.10(a) characterizes the551

set of Henig proper efficient solutions of problem (VOP) in terms of limits of Henig552

approximate proper efficient solutions when the error tends to zero.553
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(c) By means of Theorem 4.10(b) we see that for q ∈ D\{0} and ε > 0 small554

enough, the notion given by El Maghri [3], and consequently by Rong [23] (see Remark555

2.10(d) and Theorem 3.1) provide a set of approximate proper solutions that tend to556

weak efficient solutions. However, if our aim is to provide a suitable approximation557

of the proper efficient set, we have to consider a more restrictive approximation set558

than q + D, as for instance, the sets Cn = Gn + Dn, with Gn ⊂ Dn\{0} and n big559

enough, as it was proved in part (a) (take also into account Remark 4.4).560

In the following example, we illustrate the results.561

Example 4.12. Let X = Y = R2, f : R2 → R2 be the identity function on R2,
S = R2

+∩Qc, whereQ denotes the open square (0, 1)×(0, 1) and D = P = {(x1, x2)t ∈
R2

+ : x2 ≥ x1}. It is easy to see that

He(f, S, P ) = E(f, S, P ) = {(x1, 1)t ∈ R2 : 0 ≤ x1 < 1} ∪ {(x1, 0)t ∈ R2 : x1 ≥ 1},

and WE(f, S, P ) = bdS.562

Let us consider ε = 0.1 and q = (1, 2)t ∈ P . In Figure 1 we have represented the563

set He(f, S, q + P, 0.1) in dark grey.564

Fig. 1. He(f, S, q + P, 0.1)

As it can be observed, this set does not provide a suitable approximation of the565

proper efficient set (which, in this case, is also equal to the efficient set), since we can566

find approximate proper solutions as far as one wants from He(f, S, P ).567

Indeed, every point (x1, x2)t ∈ R2, with 0 ≤ x1 < 0.1 and x2 ≥ 1 is an approxi-568

mate proper efficient solution, and the distance from such a point to the efficient set569

tends to infinity when x2 goes to infinity.570

In this case, what we obtain is a good approximation of the weak efficient set.571

On the other hand, it is clear that the cone P is polyhedral, constructed through572
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the matrix573

A =

 1 0
0 1
−1 1

 .574

575

We know from Theorem 2.4 that {Pn} ∈
⋂
x∈S S(P, x). If we consider, for instance,576

n = 10, it follows that577

P10 =

(x1, x2)t ∈ R2 :

 1 0.2
0 1.2
−1 1.2

( x1

x2

)
∈ R2

+

 .578

579

So take now C10 = q + P10. The set He(f, S, C10, 0.1) is illustrated in Figure 2. As it580

can be observed, it provides a good approximation of the proper efficient set. Indeed,581

every approximate proper solution is close to the proper efficient set, which is precisely582

the property studied in Theorem 4.3(e) and Remark 4.4(a),(b).583

Fig. 2. He(f, S, q + P10, 0.1)

Although it is clear from Theorem 4.3(e), we underline that set He(f, S, C10, 0.1)
does not contain any point of the set

{(0, x2)t ∈ R2 : x2 > 1} ∪ {(1, x2)t ∈ R2 : 0 < x2 ≤ 1},

that represents the collection of weak efficient solutions that are not efficient solutions.584

This situation can be visualized better in Figure 3, in which we have improved the585

accuracy by considering ε = 0.03.586

Of course, the higher the value of n and the smaller the value of ε, the better the587

approximation of He(f, S, q+Pn, ε) to the proper efficient set (see Theorem 4.10(a)).588
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Fig. 3. He(f, S, q + P10, 0.03)

5. Conclusions. We have studied the limit behaviour when the precision goes589

to zero of approximate proper efficient solutions of a vector optimization problem590

with an arbitrary closed pointed convex ordering cone. These solutions are defined591

by means of a set that approximates the ordering cone. For different choices of the592

approximating set, we have obtained sufficient conditions for approximate proper593

solutions to tend to exact weak/efficient/proper solutions when the precision error594

goes to zero.595

Moreover, we have guaranteed the convergence of the approximate proper solu-596

tions to the exact proper efficient solutions for different families of approximating597

sets.598

The main results of this work are useful to characterize approximate proper solu-599

tions of the vector optimization problem through scalarization. In this case, one could600

obtain suitable approximate proper efficient solutions by solving scalar optimization601

problems.602

Thus, this research is the theoretical basis of a forthcoming paper, where we will603

address with scalarization processes, paying attention to some interesting settings from604

a computational point of view, as the nonconvex finite dimensional vector optimization605

problems with a polyhedral ordering cone.606
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