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Abstract
Modern high-speed interconnection networks include support for the provision of 
quality of service (QoS) to the applications. The output scheduling algorithm plays 
an important role in the QoS provision, choosing the packets to be delivered from 
the output buffers. InfiniBand, one of the most used interconnection technologies, 
includes a table-based scheduler composed of a high- and a low-priority tables, and 
a counter limiting the number of high priority traffic flows that may be delivered 
before giving the opportunity to low priority ones. Therefore, the performance of 
the traffic flows in the network largely depends on the table configuration since 
the switch scheduler uses this information to allow/deny packets being forwarded, 
according to the QoS provision scheme. As far as we know, there is no study on 
the influence of these configurations to the traffic flows performance. In this paper, 
we present an offline analysis tool to accurately determine the expected end-to-end 
latency and bandwidth of the traffic flows in an InfiniBand-based network using the 
information contained in the high- and low-priority tables. Moreover, we present a 
methodology to aid network administrators in configuring the QoS provision in a 
real InfiniBand cluster. Finally, we evaluate the analysis tool, comparing its results 
with those obtained from a real cluster and from simulation.
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1  Introduction

High-performance computing (HPC) is expected to break the exascale barrier 
soon [11]. In HPC systems, the interconnection network is a crucial element, as 
it needs to process communications generated by HPC applications and, there-
fore, it may become the entire system bottleneck. In order to overcome this poten-
tial problem, many improvements have been devised in the last years, focused on 
routing algorithms, congestion avoidance mechanisms, switch architectures, etc. 
[1, 25].

There are multiple HPC interconnection network technologies that have been 
competing to achieve better performance and market share. Some of the most 
popular interconnection network technologies are Gigabit Ethernet (GE) [20], 
InfiniBand (IB) [16] and Omni-Path (OPA) [4]. In the most powerful computer 
list TOP500 [23], GE has 50.8%, IB has 31% and OPA has 9.4% of market share 
(November, 2020). But in the top 100, the amount of IB-based supercomputers 
grows to 61%. As can be seen, IB is one of the most used interconnection tech-
nologies by the most powerful HPC systems in the world.

One crucial feature in HPC interconnection networks is the quality of service 
(QoS) provision. QoS allows to differentiate traffic flows from different applica-
tions according to their specific requirements (e.g., latency or throughput). If this 
functionality is available, network administrators need to configure the QoS pro-
vision a priori, avoiding that one or a few traffic flows consume all the network 
resources, or that the end, users may experience a poor system performance, even 
if the system is not overloaded. Note that the most popular interconnection net-
work technologies include support for providing QoS, being nowadays an active 
research topic in HPC environments [18, 19, 22].

The cornerstone of QoS provision is the output scheduling algorithm [7, 8], 
which determines when a packet should be delivered to the next network device 
(i.e., network interface, switch, etc.). The decision is based on performance met-
rics such as end-to-end delay and/or bandwidth requirements. In the context of 
HPC interconnection networks, this scheduler has to be as simple as possible 
in terms of computational and implementation complexity [21]. The algorithm 
latency must be smaller than the transmission time. Otherwise, the system will 
expend more time choosing the next packet to be delivered than transmitting 
packets. Also, the implementation complexity must be low because these sched-
ulers are typically implemented in hardware.

A well-known family of scheduling algorithms is table-based schedulers. In 
fact, both IB and OPA HPC interconnection networks include table-based sched-
ulers [4, 10]. This family of schedulers offers a good latency and bandwidth 
performance with a low computational complexity. These schedulers have been 
widely studied over the last few decades [2, 12, 13], especially on IB.

The IB scheduler is based on two arbitration tables: high-priority table and 
low-priority table. The scheduler also includes a high-priority counter which 
determines the maximum amount of data that may be transmitted using the 
high-priority table before giving an opportunity to the low-priority table. The 
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high-priority table has been widely studied [2, 3, 6]. However, how the low-pri-
ority table and the high-priority counter influence the final traffic flows perfor-
mance, as far as we know, has not yet been analyzed.

In this paper, we present an offline analysis tool that allows users to extract the 
expected end-to-end latency and bandwidth values of the traffic flows from a given 
IB scheduler configuration. We also present a methodology to test these QoS config-
urations in a real IB testbed, and a comparison between the expected values obtained 
from our offline analysis tool and the achieved results from the testbed.

The structure of the paper is as follows: Sect.  2 describes the QoS support on 
IB. Section  3 introduces the offline InfiniBand analysis tool and Sect.  4 presents 
the methodology to test the scheduler configurations in a real IB testbed. Section 5 
shows the experimental results. Finally, in Sect. 6, some conclusions are drawn.

2 � InfiniBand QoS support

This section reviews the mechanisms provided by the IB architecture to provide QoS 
to applications. These mechanisms are the virtual lanes (VLs), service levels (SLs), 
output scheduler and SL2VL tables [6, 10, 16].

VLs provide dedicated buffer space for packets at the input/output ports. Moreo-
ver, IB implements a credit-based flow control at VL-level. IB supports up to 16 
VLs being the last VL (VL15) reserved for network control traffic.

SLs are the only QoS information stored in packets. SLs provide QoS to the 
applications aggregating traffic flows with similar characteristics through the net-
work. The packet SL is set by the network interfaces (NICs) before their injection in 
the network and cannot be modified later.

Moreover, in order to provide QoS, IB switches also require in each output port, 
the SL-to-VL mapping tables (SL2VL), as shown in Fig. 1a. Through these tables, 
the packets are assigned to a VL based on their SL, output port and input port. Note 
that as each output port has its own SL2VL table, packets may be assigned to differ-
ent VLs along their route.

Fig. 1   Diagram of IB architecture
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Figure  1a also shows an output scheduler per output port. This scheduler is a 
table-based scheduler with two tables, as shown in Fig. 1b. The first table (High-
priority table) is aimed to schedule high-priority VLs, while the second table (Low-
priority table) is devoted to low-priority VLs. Both arbitration tables have up to 64 
entries. Each entry has a VL identifier and a weight ranging from 0 to 255. The 
weight indicates how many 64-byte units may be delivered from that VL. Entry 
weights are always rounded up in order to allow the transmission of an entire packet.

IB output scheduler also defines the LimitOfHighPriority counter. It repre-
sents the maximum amount of information that may be delivered from the high-
priority VLs before selecting the low-priority ones. A byte counter accumulates 
the amount of information sent by high-priority VLs. When this counter reaches 
LimitOfHighPriority × 4096 bytes, the scheduler can choose a low-priority VL. 
If there are no packets in high-priority VLs, the scheduler can also choose a low-
priority entry. There are two special values for LimitOfHighPriority: 255 indicates 
that there is no byte limit for high-priority VLs, while 0 indicates that only one 
high-priority packet can be transmitted, allowing to send packets from both tables 
alternately.

For instance, let us consider the output IB port shown in Fig.  2. The port has 
four VLs and one buffer per VL. The high-priority VL 0 has three packets, 
the low-priority VL 2 has two packets and packets are 64 bytes sized. Finally, 
LimitOfHighPriority = 1 (i.e., 4096 bytes), and the byte counter is 3968.

When the scheduling is needed, the high-priority table is cycled through until 
an active VL1 is found. Then the VL can transmit as many packets as defined in the 
“weight” field of the selected table entry. In the example, the scheduler selects the 
first table entry, allowing VL 0 (black arrow on the left) to deliver 196 bytes, i.e., 
three packets (Round N high-priority Before delivery). However, the byte counter 

Fig. 2   Example of high-priority and low-priority tables

1  A VL is active when it stores packets and has credits to send at least one packet.
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reaches 4096 after transmitting the second packet. Given that the VL 0 interrupts the 
transmission, giving the opportunity to send packets to the low-priority VLs (Round 
N high-priority After delivery). Then, the first low-priority table entry is selected, 
allowing VL 2 to deliver its two packets (Round N+1 low-priority Before delivery). 
Finally, the byte counter is reset, the delivery of high-priority VLs is resumed and 
VL 0 sends its last packet.

In a table-based scheduler that only uses a single table, e.g., using the IB output 
scheduler with only the high-priority table, using a proper table entry weights and 
distances distribution, the total amount of bandwidth �i assigned to the VLi in an 
N-entry arbitration table is

where J is the amount of table entries assigned to the VLi , weight is the entry weight 
assigned to a table entry and N is the total number of entries of the arbitration table. 
However, as far as we know, there is no tool or methodology that could be used by 
system administrators and researchers to figure out the �i assigned to the VLi when 
the two IB arbitration tables are used, apart from testing the configuration on a real 
IB cluster or simulator with IB support. Furthermore, the maximum distance is very 
complicated to know in advance, since it is not possible to know exactly when the 
byte counter will exceed the LimitOfHighPriority and so to interleave a low-priority 
table entry between two high-priority table entries.

3 � Offline InfiniBand multi‑table analysis tool

Given a high priority arbitration table configuration, we can easily calculate the 
bandwidth assigned to each traffic flow and the maximum entry distance between 
any pair of table entries assigned to the same traffic flow. Intuitively, let’s consider 
that the VL 0 has 32 entries assigned in the high priority table with a distance of 2 
between any pair of consecutive entries, the VL 1 has 16 table entries with a dis-
tance of 4 entries, and the weight of each VL 0 entry is 2 units while the weight of 
each VL 1 entry is 4 units. Hence, the total amount of bandwidth assigned is the 
same (i.e., 50%) for each VL. However, with this configuration, the VL 0 packets 
will show lower end-to-end latency than that of VL 1 packets, since the distance 
between table entries is lower for VL 0. Note that, when the LimitOfHighPriority is 
added to the arbitration process, these values become more complicated to obtain. 
For instance, if a low priority entry and a LimitOfHighPriority counter are added to 
the above example, the bandwidth portion assigned and entry distances cannot be 
directly obtained. Therefore, predicting in advance the exact moment when the low 
priority table has the opportunity to deliver packets is not a trivial task.

For this purpose, we have developed an offline analysis tool. The main goal of this 
tool is to obtain, from a given IB output scheduler configuration, the VL effective band-
width and maximum distance between any pair of consecutive entries assigned to the 

(1)�i =

(

J−1
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same VL. The VL effective bandwidth is a valuable metric because different traffic 
flows have bandwidth requirements that should be met. The maximum distance allows 
to control the final latency achieved by each VL [2].

This tool has a range of configurable parameters aimed to cover almost all the pos-
sible configurations of the IB output scheduling algorithm. These parameters are:

–	 High-priority table: A comma-separated plain text file including on each line a 
high-priority table entry. This parameter is mandatory.

–	 Low-priority table: A comma-separated plain text file including on each line a 
low-priority table entry. This parameter is optional.

–	 Limit of high-priority: This value represents the LimitOfHighPriority counter, 
which ranges from 0 to 255. Its default value is 1.

–	 Runs: It specifies the number of high-priority table cycles performed during the 
analysis. A table cycle is considered completed when the last high-priority table 
entry is reached and the scheduler returns to the first table entry. It is recommended 
to set this parameter at least to 30, which is the default value. However, some con-
figurations may require more runs to converge.

–	 Packet size: The packet size in bytes. This value can be fixed to match the maxi-
mum transmission unit (MTU), which on IB networks by default is 4096. Also, the 
packet size is 64, so that 64 × 64 = 4096 bytes. The default value is 4096 bytes.

The analysis tool simulates the delivery of packets in the output ports under the fol-
lowing assumptions: (1) There are always packets ready for delivery and (2) There is 
always space in the next network device to store the transmitted packet. These assump-
tions give us an ideal scenario for obtaining the theoretical bandwidth divisions and 
the maximum entry distances. The tool also includes a statistical module to collect and 
compute the results. Algorithm 1 shows how the tool simulates the packet delivery and 
collects statistics.

In Algorithm 1, there are several functions involved: len() extracts the number of 
table entries from a given arbitration table, get_hp_entry() gets the next table entry and 
cycles through the table in a round-robin order, get_weight_from_entry() returns the 
associated weight to the given entry, deliver_all_lp_packets() simulates the delivery 
of as many packets as the next low-priority table entry states, update_stats() refreshes 
the current VL statistics and deliver_hp_packet() simulates the delivery of one high-
priority packet. Note that high-priority packets are sent out one at a time for the current 
entry, while low-priority packets of the current entry are delivered at the same time. 
Unlike high-priority packets, there is not a byte counter limiting the amount of informa-
tion sent by the low-priority table. The scheduler just delivers as many from the low-
priority table packets as the selected entry weight allows. 
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Algorithm 1 Delivery simulation and statistics collection.
1: procedure run(hp, lp, limit hp, runs)
2: num entries ← len(hp)
3: limit hp counter ← 0
4: for i ← num entries ∗ runs do
5: hp entry ← get hp entry(hp)
6: entry weight ← get weight from entry(hp entry)
7: for j ← entry weight do
8: if limit hp �= 255 and limit hp counter ≥ limit hp then
9: lp entry ← get lp entry(hp)
10: deliver all lp packets(lp entry)
11: vl stats ← update stats(lp entry)
12: limit hp counter ← 0
13: end if
14: deliver hp packet(hp entry)
15: limit hp counter ← limit hp counter + packet size
16: vl stats ← update stats(hp entry)
17: end for
18: end for
19: return vl stats
20: end procedure

Once Algorithm 1 has finished, the bandwidth �i and the maximum entry dis-
tance dsti are calculated as follows:

where packetsi is the total amount of packets delivered by the VLi and V is the total 
number of VLs in the system. The accumDsti is the sum of distances between any 
pair of consecutive entries assigned to VLi and timesSelectedi is the sum of times that 
the entries associated to VLi have been selected.

4 � InfiniBand QoS testing methodology

This section details a simple methodology to test and compare the performance of 
different configurations of the IB output scheduler. As stated in Sect. 3, to know 
in advance the bandwidth assigned to every VLi from a configuration is not possi-
ble, unless we use an analysis tool such as the one presented in Sect. 3, a simula-
tion tool or a real IB network.

The main idea behind our methodology is to create multiple traffic flows which 
will be sent between two nodes interconnected by means of an IB switch. Each 
traffic flow will try to use the full bandwidth, and therefore, all the traffic flows 
will be forced to compete for the switch resources. Thus, the output scheduler 
will distribute the resources (i.e., buffering space, internal links, etc.) among the 
traffic flows based on their QoS configuration. Figure 3 shows an example using 
three traffic flows. The methodology defines the following steps for QoS testing: 

(2)�i =
packetsi

∑V−1

j=0
packetsj

, dsti =
accumDsti

timesSelectedi
,
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1.	 Define the output scheduler configuration that we want to test. That is, to define 
the arbitration table configurations (high-priority is mandatory and the low-pri-
ority is optional), the LimitOfHighPriority counter value (if low-priority table is 
used) and the SL2VL table configuration.

2.	 Define the traffic flows. One traffic flow is required for each VL defined on the 
scheduler configuration in step 1. Each traffic flow is assigned with a different SL 
at the computing node IB interface, prior to its injection in the network. Each SL 
is associated with a different VL in the network setup stage through the SL2VL 
tables, allowing to the output scheduler to segregate the traffic flows and allocate 
different link bandwidth for each traffic flow.

3.	 Set up the scheduler configuration (step 1) and the SL2VL tables (step 2) using 
the subnet manager (SM) [10]. The SM is in charge of multiple actions, such as 
discovering the topology, configuring the SL2VL and arbitration tables, popu-
lating the routing tables, etc. We have used OpenSM [14] which is the common 
open-source choice on IB networks.

4.	 Select the source and the destination nodes. The nodes must be interconnected 
by switches.

5.	 Generate all the traffic flows simultaneously. Each traffic flow will be assigned to 
a different SL, according to step 2.

6.	 Analyze the obtained results. The applications, generally show the benchmark 
results, which can be stored in a plain text file and later analyzed.

5 � Performance analysis

This section compares the results obtained from the offline analysis tool described in 
Sect. 3 with those achieved from a real IB cluster using the methodology explained 
in Sect. 4. The main goal of this analysis is to validate the analysis tool behavior.

Moreover, we have carried out experiments using the simulation tool Hiperion 
[5, 9] to compare the results obtained from the analysis tool against multiple system 
configurations. The main goal is to find out if the bandwidth obtained by the SLs in 
the experiments remain accurate when the system size grows.

5.1 � Testbed configuration

The IB testbed is composed of one switch Mellanox SB7800 Series 2 EDR 100Gb/s 
with 36 ports and three computing nodes HPE ProLiant DL380 Gen10 Server. Each 

Fig. 3   Traffic flow example 
inside a IB cluster
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node has two Intel Xeon Silver 4116 processors. The operating system is CentOS 8 
running OpenSM 3.3.19. To generate the traffic flows, we have used the InfiniBand 
Perftest package 4.4.0 [15], a collection of software tests written using the IB verbs 
API [17], which are used as performance micro-benchmarks. Specifically, we have 
used the ib_send_bw and the ib_send_lat applications. The ib_send_bw 
is aimed to test the bandwidth sending packages from a sender to a receiver, while 
ib_send_lat application measures the message latency.

We have carried out experiments using two different arbitration table configura-
tions. Table 1 shows both configurations A and B. SL 0, 1 and 2 are high-priority 
SLs, while SL 3 is a low-priority SL. The SLEntries column shows the number of 
table entries assigned to each SL. For instance, SL 0 has 32 high-priority entries 
in both configurations and SL 3 has 1 low-priority entry. The EntryWeight is the 
weight assigned to each table entry, while the SLTotalWeight column shows the total 
weight accumulated per each SL. LimitOfHighPriority is set to 1 ( 1 × 4096 = 4096 
bytes) in both cases. Note that in configuration A, there are two values in Entry-
Weight column, (e.g., SL 0 has an EntryWeight of 8-9). This means that some SL 0 
table entries have been assigned with a weight of 8 and others with 9. We have used 
the methodology proposed at [13] for configuring the high-priority table. However, 
this methodology may produce that an SL gets more or less bandwidth than desired, 
so we add or subtract weight from the entries until the bandwidth assigned to each 
SL is equal or very close to the desired bandwidth. The offline analysis tool is con-
figured using these two configurations, 300 runs and a packet size of 4096 bytes.

5.2 � Simulation configurations

We have chosen the k-ary n-tree topology or fat-tree for being very common and 
well known solution in high performance environments. We have tested this topol-
ogy with multiple layouts, varying the number of stages ( n ∈ {2, 3} ) and the k-arity 
( k ∈ {2, 4, 6, 8, 10, 12, 14}).

The k-ary n-tree topology implements the valiant routing algorithm, which lever-
ages the available routes in the topology, balancing in a fair manner the traffic flows 
among them [24]. In these experiments, we have used the Configuration A shown in 
Table 1. The flit size is 16 bytes and the packet size is 4 flits, resulting in a 64-byte 
credit unit. The buffer capacity is 7,168 flits at switch input/output ports and 14,336 

Table 1   Arbitration table configurations

SL Configuration A Configuration B

SLentries EntryWeight SLTotalWeight SLEntries EntryWeight SLTotalWeight

0 32 8–9 264 32 22 704
1 16 9–10 158 16 27 432
2 16 6–7 106 16 18 288
3 1 6 6 1 2 2
Total 65 534 65 1426
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flits at the NICs. Finally, if an application wants to inject a packet into a full NIC 
queue, we assume that the packet is stored in the application layer queue.

Regarding the traffic, in this study, we have used synthetic traffic. Specifically, we 
have modeled a random uniform traffic distribution using a fixed generation rate of 
1 flit/cycle/NIC. This traffic pattern along with this injection ratio ensures that the 
network is fully loaded.

5.3 � Evaluation results

We have used three metrics in this study:

–	 Bandwidth difference: This is the link bandwidth percentage difference 
obtained on each system for every SL. This is �tool

i
− �IB

i
 , where �tool

i
 is the band-

width percentage obtained by the SLi with the analysis tool, and �IB
i

 is the band-
width percentage obtained by the SLi on the real system.

–	 Maximum entry distance: It is the maximum distance between any pair of con-
secutive entries assigned to the same VL. It allows to know the expected VL 
latency. This metric gives us the end-to-end packet latency.

–	 Average message latency: It measures the end-to-end message latency on the 
real system.

Note that we have used the message latency instead of the packet latency. In HPC 
environments, the clock signal of different computing nodes is not synchronized and, 
there is no global time variable allowing us to know the exact deliver and reception 
packet timestamps in different nodes. For the same reason, as it is also very compli-
cated the end-to-end message latency we use the ib_send_lat application to estimate 
this metric.

Figure  4 shows the obtained results. Referring bandwidth percentage differ-
ences shown in Fig. 4a, d, the differences are always below 0.5%. For instance, 

(a) (b) (c)

(d) (e) (f)

Fig. 4   Performance of each SL using configurations A (a, b, c) and B (d, e, f)



9944	 J. Cano‑Cano et al.

1 3

using the configuration A, the SL 3 gets 8.57% of the total link bandwidth using 
the analysis tool and 9% in the real system. Hence, the bandwidth difference is 
8.57 − 9 = −0.43 meaning that the SL has achieved 0.43% more than indicated by 
the analysis tool. These differences are because the IB EDR specification uses an 
encoding protocol 64b/66b, which means that 2 of 66 delivered bits are used for 
error control. This may lead to situations where some SLs achieve less bandwidth 
than specified in the arbitration tables and others allocate those free resources 
obtaining more bandwidth than specified. Because of it is not possible in advance 
to know which traffic flows are going to be affected, we have not considered the 
encoding protocol in our simulation tool in order to obtain a theoretical band-
width value. Note that, in general, the bandwidth differences are negligible.

Regarding the maximum entry distances and the message latencies shown in 
Fig. 4b, c, e and f, the final message latency corresponds to the entry distances 
obtained by the analysis tool. There is an exception in SLs 1 and 2, which theoret-
ically have the same maximum entry distance and on the real system tests the SL 
2 achieves more message latency than the SL 1. This is because despite having 
the same maximum entry distance, the SL 1 has more bandwidth assigned than 
the SL 2, which indirectly affects to the final message latency as well. However, 
entry distances results obtained by the analysis tool are useful as a general idea of 
the expected message latencies.

Figure 5 shows the obtained results for each SL, using the simulated system 
configurations described in Sect. 5.2. In this case, the main goal is to compare the 
results of the analysis tool when the system size grows. To carry out this com-
parison, we have analyzed the bandwidth differences. As shown in Fig.  5, the 
bandwidth differences remains constant in all tested scenarios and these differ-
ences are always below ±0.045%, which is a negligible difference. Therefore, the 

Fig. 5   Bandwidth differences in simulated scenarios (Configuration A)
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analysis tool is able to predict the bandwidth division regardless of the system 
size.

6 � Conclusions

In this paper, we have presented an offline InfiniBand multi-table analysis tool capa-
ble of extracting from the possible configurations for high and low priority tables; 
and a LimitOfHighPriority counter, the expected end-to-end latency and link band-
width division. We have also presented a simple methodology to test and validate 
the same configurations on a real InfiniBand system. Moreover, we have carried out 
experiments using the simulation tool Hiperion, in order to explore if the analysis 
tool is accurate when the system size grows. Results show that the analysis tool is 
able to achieve its objective, in a fast, accurate and simple way. Furthermore, the 
accuracy of the result obtained does not decrease as the network is scaled. Results 
show that the analysis tool is capable of extracting the bandwidth division and the 
maximum entry distance, with negligible differences, in a fast, accurate and simple 
way.

As future work, we are working on a mathematical approach to configure the IB 
output scheduler. This approach can determine the optimal scheduler configuration, 
given a bandwidth and latency requirements, instead of testing multiple configura-
tions looking for the one that meets our requirements.
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