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Abstract

In this paper, the finite-time stability and stabilization of nonlinear systems

with delays is studied, via a Takagi–Sugeno approach. By using a novel

Lyapunov–Krasovskii functional and introducing some fuzzy free-weighting

matrices, sufficient conditions are derived, for bounded and differentiable time-

varying delays in terms of an upper bound of the delay derivatives. Then, we

achieve closed-loop stabilization in finite time through an efficient parallel dis-

tributed compensation design. The sufficient conditions are formulated as linear

matrix inequalities to achieve the desired performance. Finally, the proposed

methodology is applied to various case studies, highlighting its significance.
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1 | INTRODUCTION

The real world is nonlinear by nature, so the design and
analysis of systems should take this into account. For
this, the Takagi–Sugeno (T–S) fuzzy model proposed

in [1] is a powerful tool to overthrow these complications.
In this approach, a family of local linear models is associ-
ated with fuzzy membership functions; this is an effective
method to approximate whichever smooth nonlinear sys-
tem on a compact set [2–4]. Thus, this method makes the
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nonlinear systems similar to the linear ones in stability
analysis studies and the synthesis of stabilizing control-
lers. Then, nonlinear systems can be successfully
described by a T–S model. Many works have used this
approach (see, for instance, [5–10]), leading to less con-
servative solutions. Then, these recent methods make it
possible to reduce the conservatism inherent in this
approach and thus reduce the weakness for less weak
results. Therefore, an efficient method is studied here for
deriving less conservative results and obtaining good per-
formances that can ensure the asymptotic stability of the
system.

This paper focuses on nonlinear systems with delays,
as delays are inherent to many dynamical systems, such
as chemical, metallurgical, biological, mechanical, and
other areas. It is well known that the delays are a signifi-
cant source to reduce the performances and even lead to
instability. Thus, great efforts are being devoted to the
analysis and synthesis related to time-delay systems. One
of the conclusions is that linear matrix inequalities (LMIs)
are a useful tool for investigating stability conditions.
There are two different approaches in the literature
regarding the stability analysis: (i) delay-independent sta-
bility [11–14] and (ii) delay-dependent stability [15–20].
The first does not take into account the magnitude of the
delay, whereas delay-dependent criteria, as they take into
account the magnitude of the delay, are less conservative
than delay-independent criteria, particularly if the delay
is not big. Therefore, the delay-independent techniques
require more work and effort to get less conservative
results and to ensure finite-time stability and stabilizabil-
ity of systems when delays are considered.

Published works in stability criteria focus on Lyapu-
nov asymptotic stability over an infinite time interval.
When faced with applications in the real world, this is
not enough; there are situations when the state's large
values are unacceptable. So, the finite-time stability (FTS)
stability concept was introduced [21], the time interval is
finite and known, and, given an initial state, the system's
variables must lie within preset bounds. Many results
deal with FTS for delayed systems [22–25], and most of
them work with LMI conditions.

Recently, in [26], the global stabilization over a finite-
time interval is addressed for triangular control systems
described by delayed functional differential equations
and distributed delay feedback. The robust finite-time
control problem for a class of uncertain switched neutral
systems with unknown time-varying disturbance is inves-
tigated in [27]. In [2], the descriptor technique is applied
to sensor fault estimation and finite-time state for T–S
fuzzy systems. Consequently, when regarding this

problem, we find that the aforementioned works still
offer plenty of room for enhancement. However, the
finite-time stability (FTS) stabilization has not been
investigated to nonlinear time-delay systems in [28–30].

In this work, motivated by the above idea, we derive
a new and improved finite-time approach for stability
and stabilization of T–S fuzzy systems with time
varying delay. The sufficient conditions for asymptotic
stability and stabilization analysis are derived by using
a new Lyapunov–Krasovskii functional method, free-
weighting matrices, making use of improved technique,
and using a parallel distributed compensation (PDC)
controller to ensure the finite-time stability (FTS) and
finite-time stabilizability of closed-loop delayed systems
via T–S fuzzy models. Finally, less conservative LMI-
based design conditions are suggested and calculated
using the LMI Toolbox (MATLAB); the computer
results present visually the bonuses and efficacy of the
proposed approach.

The rest of this paper is structured as follows:
Section 2 describes the theory required to understand the
method. Sections 3 and 4 cover the delay-dependent FTS
analysis and the delay-dependent finite-time stabiliza-
tion, respectively. Section 5 deals with the numerical
examples and finally, Section 6 presents the conclusions
of the work.

2 | PRELIMINARIES

This section presents the basic definitions and formula-
tions relevant to the topic of the paper and widely used
by researchers.

Consider the nonlinear time-varying delay system,
described by the T–S fuzzy model:

• Plant from:

Ri: IF z1 is F1
i and … and zn is F

g
i , THEN

_x tð Þ¼Aix tð ÞþAdix t�h tð Þð ÞþBiu tð Þ
x tð Þ¼ϕ tð Þ, t� �hm,0½ �

�
, i¼ 1,…,r ð1Þ

where x tð Þ�Rn is the state vector; u tð Þ�Rm is the input
vector; Ai, Adi, and Bi are appropriate dimensions matri-
ces; F1

i , F
2
i ,…, and Fg

i are fuzzy sets; and r is the number
of IF-THEN rules. The time delay h tð Þ is a time-varying
function satisfying

0≤ h tð Þ≤ hm, h
:

tð Þ≤ ρ ð2Þ

2 EL FEZAZI ET AL.

 19346093, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/asjc.3509 by U

niversidad D
e V

alladolid, W
iley O

nline L
ibrary on [27/02/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



where hm and ρ are constants. The initial condition ϕ tð Þ
is a continuous vector-valued function of t� �hm,0½ �

Using the center average defuzzifier, the dynamic
model given by (1) will be:

_x tð Þ¼
Xr
i¼1

μi zð Þ Aix tð ÞþAdix t�h tð Þð ÞþBiu tð Þf g ð3Þ

where

μi zð Þ¼ ωi zð ÞPr
i¼1

ωi zð Þ
, ωi zð Þ¼

Yn
j¼1

Fj
i zj
� �

, μi zð Þ≥ 0,
Xr
i¼1

μi zð Þ¼ 1

ð4Þ

Let X tð Þ¼Pr
i¼1

μi zð ÞXi for any matrices Xi: Then, the

fuzzy system (3) is reworked:

_x tð Þ¼A tð Þx tð ÞþAd tð Þx t�h tð Þð ÞþB tð Þu tð Þ ð5Þ

Definition 1 [31]: Given R(positive definite
matrix) and c1,c2,Tf , positive scalars, such
that c1 < c2: Then, the system given by (5) and
u tð Þ¼ 0 is said to be finite time stable with
respect to c1,c2,Tf ,hm,R

� �
if

sup�hm ≤ θ≤ 0 xT θð ÞRx θð Þ, _xT θð ÞR _x θð Þ� �
≤ c1

) xT tð ÞRx tð Þ< c2, 8t� 0,Tf
� �

Definition 2 [28, 30]: Given R (positive defi-
nite matrix) and c1,c2,Tf , positive scalars,
such that c1 < c2: Then, the time delay fuzzy
system (5) is said to be finite time stabilizable
with respect to c1,c2,Tf ,hm,R

� �
, when there is

a control input u tð Þ so that:

sup�hm ≤ θ≤ 0 xT θð ÞRx θð Þ, _xT θð ÞR _x θð Þ� �
≤ c1

) xT tð ÞRx tð Þ< c2, 8t � 0,Tf
� �

Lemma 1 [32]: Let d be the maximum num-
ber of the fuzzy rules are activated simulta-
neously at any instant, where 1≤ d≤ r. Then,
the membership functions of the fuzzy rules
satisfy the inequality:

0≤ d�1ð Þ
Xr
i¼1

μ3i zð Þþ d�3ð Þ
Xr
i¼1

Xr
j≠ i

h2i zð Þμj zð Þ

�6
Xr
i¼1

Xr
j> i

Xr
k> j

μi zð Þμj zð Þμk zð Þ

for any z.

3 | DELAY-DEPENDENT FTS
ANALYSIS

In this section, the autonomous T–S fuzzy delayed system
to work with is presented:

_x tð Þ¼A tð Þx tð ÞþAd tð Þx t�h tð Þð Þ ð6Þ

Let us now establish sufficient conditions to analyze
the FTS of (6).

Theorem 1. If there exist symmetric positive
definite matrices P¼PT >0, Q tð Þ¼QT tð Þ>0,
Si tð Þ¼ STi tð Þ>0, Zi tð Þ¼ZT

i tð Þ>0, i¼ 1,2, pos-
itive semi-definite matrix X tð Þ¼XT tð Þ, appro-
priately sized matrices Ti tð Þ, i¼ 1,2,3,4,5,6,
Nj tð Þ, j¼ 1,2,3,4,5, and a scalar α≥ 0 satisfy-
ing these conditions:

Π tð Þ¼

Π11 tð Þ Π12 tð Þ Π13 tð Þ Π14 tð Þ
� Π22 tð Þ Π23 tð Þ Π24 tð Þ
� � Π33 tð Þ Π34 tð Þ
� � � Π44 tð Þ

26664
37775þhmX tð Þ<0,

ð7Þ

Ψ t,sð Þ¼
�X tð Þ

�AT tð ÞTT
5 sð Þ �N1 tð ÞþNT

5 tð Þ�AT tð ÞTT
6 sð Þ

�AT
d tð ÞTT

5 sð Þ �N2 tð Þ�NT
5 tð Þ�AT

d tð ÞTT
6 sð Þ

0 �N3 tð Þ
TT
5 sð Þ TT

6 sð Þ�N4 tð Þ
� � � �

� � � �

�1þρð ÞμS1 sð Þ�Z1 sð Þ 0

� �1þρð ÞμS2 sð Þ�Z2 sð Þ

266666666666664

377777777777775
≤ 0,

ð8Þ

eαTf

λ1
λ2þhme

αhmλ3þh2me
αhm λ4þ λ5ð Þþ1

2
h2m λ6þ λ7ð Þ

	 

c1 < c2

ð9Þ

where
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Π11 tð Þ¼ �T1 tð ÞA tð Þ�AT tð ÞTT
1 tð ÞþN1 tð ÞþNT

1 tð ÞþQ tð Þ

þ hmS1 tð ÞþhmZ1 tð Þ�αP�N5 tð Þ�NT
5 tð Þ,

Π12 tð Þ¼ �N1 tð ÞþNT
2 tð Þ�T1 tð ÞAd tð Þ�AT tð ÞTT

2 tð Þ

þN5 tð ÞþNT
5 tð Þ,

Π13 tð Þ¼NT
3 tð Þ�AT tð ÞTT

3 tð Þ,
Π14 tð Þ¼NT

4 tð ÞþT1 tð Þ�AT tð ÞTT
4 tð ÞþP,

Π22 tð Þ¼ �T2 tð ÞAd tð Þ�AT
d tð ÞTT

2 tð Þ�N2 tð Þ�NT
2 tð Þ

�N5 tð Þ�NT
5 tð Þ,

Π23 tð Þ¼�NT
3 tð Þ�AT

d tð ÞTT
3 tð Þ,

Π24 tð Þ¼T2 tð Þ�NT
4 tð Þ�AT

d tð ÞTT
4 tð Þ,

Π33 tð Þ¼�eαhmQ t�hmð Þ, Π34 tð Þ¼T3 tð Þ,
Π44 tð Þ¼T4 tð ÞþTT

4 tð ÞþhmS2 tð ÞþhmZ2 tð Þ,
λ1 ¼ λmin eP� �

, λ2 ¼ λmax eP� �
, λ3 ¼ λmax eQ θð Þ

� �
,

λiþ3 ¼ λmax eSi θð Þ
� �

,λiþ5 ¼ λmax eZi θð Þ
� �

,eP¼R�1=2PR�1=2, eQ tð Þ¼R�1=2Q tð ÞR�1=2,eSi tð Þ¼R�1=2eSi tð ÞR�1=2,eZi tð Þ¼R�1=2Zi tð ÞR�1=2,

i¼ 1,2

Then, the system (6) is finite time stable with respect
to c1,c2,Tf ,hm,R
� �

.

Proof.
Let us consider the following Lyapunov–Krasovskii

functional (LKF): V x tð Þð Þ¼V1 x tð Þð ÞþV2 x tð Þð Þþ
V3 x tð Þð Þ where

V1 x tð Þð Þ¼ xT tð ÞPx tð Þ

V 2 x tð Þð Þ¼
Z t

t�hm

eα t�sð ÞxT sð ÞQ sð Þx sð Þdsþ
Z t

t�h tð Þ
s� tþh tð Þð Þeα t�sð ÞxT sð ÞS1 sð Þx sð Þds

þ
Z t

t�h tð Þ
s� tþh tð Þð Þeα t�sð Þx_T sð ÞS2 sð Þx_ sð ÞdsV 3 x tð Þð Þ

V 3 x tð Þð Þ¼
Z 0

�hm

Z t

tþδ
eα t�θð ÞxT θð ÞZ1 θð Þx_T θð Þdθdδþ

Z 0

�hm

Z t

tþδ
eα t�θð Þx_

T
θð ÞZ2 θð Þx_T θð Þdθdδ

From this LKF, we obtain:

_V1 x tð Þð Þ¼ 2xT tð ÞP _x tð Þ

_V 2 x tð Þð Þ ¼ xT tð ÞQ tð Þx tð Þ� eαhmxT t�hmð ÞQ2 t�hmð Þx t�hmð Þ
þ h tð ÞxT tð ÞS1 tð Þx tð Þþ

Z t

t�h tð Þ
�1þ _h tð Þ� �

eα t�sð ÞxT sð ÞS1 sð Þx sð Þds

þ h tð Þ _xT tð ÞS2 tð Þ _x tð Þþ
Z t

t�h tð Þ
�1þ _h tð Þ� �

eα t�sð Þ _xT sð ÞS2 sð Þ _x sð Þds

þ αV 2 x tð Þð Þ
≤ xT tð ÞQ tð Þx tð Þ� eαhmxT t�hmð ÞQ2 t�hmð Þx t�hmð Þ

þ hmx
T tð ÞS1 tð Þx tð Þþ �1þρð Þμ

Z t

t�h tð Þ
xT sð ÞS1 sð Þx sð Þds

þ hm _xT tð ÞS2 tð Þ _x tð Þþ �1þρð Þμ
Z t

t�h tð Þ
_xT sð ÞS2 sð Þ _x sð Þds

þ αV 2 x tð Þð Þ

_V3 x tð Þð Þ ¼ hmx
T tð ÞZ1 tð Þx tð Þ�

Z t

t�hm

eα t�sð ÞxT sð ÞZ1 sð Þx sð Þds

þ hm _xT tð ÞZ2 tð Þ _x tð Þ�
Z t

t�hm

eα t�sð Þ _xT sð ÞZ2 sð Þ _x sð Þds
þ αV 3 x tð Þð Þ

≤ hmx
T tð ÞZ1 tð Þx tð Þ�

Z t

t�hm

xT sð ÞZ1 sð Þx sð Þds

þ hm _xT tð ÞZ2 tð Þ _x tð Þ�
Z t

t�hm

_xT sð ÞZ2 sð Þ _x sð Þds
þ αV 3 x tð Þð Þ

where μ¼ 1 if _h tð Þ≤ 1

eαhm if _h tð Þ≥ 1

(
.

Let us consider the Newton–Leibniz formula with the
matrices Nj tð Þ, j¼ 1,2,3,4,5, and Ti tð Þ, i¼ 1,2,3,4,5,6, the
following relations are true:

0¼ 2 xT tð ÞN1 tð ÞþxT t�h tð Þð ÞN2 tð ÞþxT t�hmð ÞN3 tð Þ
"

þ _xT tð ÞN4 tð Þþ
Z t

t�h tð Þ
_xT sð Þ

 !
N5 tð Þ

#
x tð Þ� x t�h tð Þð Þ�

Z t

t�h tð Þ
_x sð Þds

" #
ð10Þ

0¼ 2 xT tð ÞT1 tð Þþ xT t�h tð Þð ÞT2 tð Þþ xT t�hmð ÞT3 tð Þ
"

þ _xT tð ÞT4 tð Þþ
Z t

t�h tð Þ
xT sð ÞT5 sð Þds

 !

þ
Z t

t�h tð Þ
_xT sð ÞT6 sð Þds

 !#
_x tð Þ�A tð Þx tð Þ
"

� Ad tð Þx t�h tð Þð Þ
#

ð11Þ

Then:

4 EL FEZAZI ET AL.
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_V x tð Þð Þ≤ xT tð Þ �T1 tð ÞA tð Þ�AT tð ÞTT
1 tð ÞþN1 tð ÞþQ tð Þ

�
þ hmS1 tð ÞþhmZ1 tð Þ�αP

�
x tð Þ

þ xT t�h tð Þð Þ �T2 tð ÞAd tð Þ�AT
d tð ÞTT

2 tð Þ
�

�N2 tð Þ�NT
2 tð Þ

�
x t�h tð Þð Þ

þ xT t�hmð Þ �eαhmQ t�hð Þm
� �

x t�hmð Þ

þ _xT tð Þ T4 tð ÞþTT
4 tð ÞþhmS2 tð Þ

�
þ hmZ2 tð Þ

�
_x tð Þþ sym xT tð Þ �N1 tð ÞþNT

2 tð Þ
��

� T1 tð ÞAd tð Þ�AT tð ÞTT
2 tð Þ

�
x t�h tð Þð Þ

�
þ sym xT tð Þ NT

3 tð Þ�AT tð ÞTT
3 tð Þ� �

x t�hð Þ� �
þ sym xT tð Þ NT

4 tð ÞþT1 tð Þ�AT tð ÞTT
4 tð ÞþP

� �
_x tð Þ� �

þ sym xT t�h tð Þð Þ �NT
3 tð Þ�AT

d tð ÞTT
3 tð Þ� �

x t�hmð Þ� �
þ sym xT t�h tð Þð Þ T2 tð Þ�NT

4 tð ÞþAT
d tð ÞTT

4 tð Þ� �
_x tð Þ� �

þ sym xT t�hmð ÞTT
3 tð Þ _x tð Þ� �

þ sym
Z t

t�h tð Þ
xT tð Þ �AT tð ÞTT

5 tð Þ� �
x sð Þds

 !

þ sym
Z t

t�h tð Þ
xT tð Þ �N1 tð ÞþNT

5 tð Þ� 
� AT tð ÞTT

6 tð Þ� _x sð Þds�
þ sym

Z t

t�h tð Þ
xT t�h tð Þð Þ �AT

d tð ÞTT
5 tð Þ� �

x sð Þds
 !

þ sym
Z t

t�h tð Þ
xT t�h tð Þð Þ �N2 tð Þ�NT

5 tð Þ�AT
d tð ÞTT

6 tð Þ� �
_x sð Þds

 !

þ sym xT t�hmð Þ �N3 tð Þð Þ
Z t

t�h tð Þ
_x sð Þds

 !

þ sym
Z t

t�h tð Þ
_xT tð Þ TT

5 sð Þ� �
x sð Þds

 !

þ sym
Z t

t�h tð Þ
_xT tð Þ TT

6 sð Þ�N4 tð Þ� �
_x sð Þds

 !

þ
Z t

t�h tð Þ
_x sð Þ

 !T

�N5 tð Þð �NT
5 tð Þ� Z t

t�h tð Þ
_x sð Þ

 !

þ
Z t

t�h tð Þ
xT sð Þ �1þρð ÞμS1 sð Þ�Z1 sð Þð Þx sð Þds

þ
Z t

t�h tð Þ
_xT sð Þ �1þρð ÞμS2 sð Þ�Z2 sð Þð Þ _x sð ÞdsþαV x tð Þð Þ

It is straightforward:

Z t

t�h tð Þ
_x sð Þ

 !T

�N5 tð Þ�NT
5 tð Þ� � Z t

t�h tð Þ
_x sð Þ

 !

¼
x tð Þ

x t�h tð Þð Þ

" #T �N5 tð Þ�NT
5 tð Þ N5 tð ÞþNT

5 tð Þ
� �N5 tð Þ�NT

5 tð Þ

" #
x tð Þ

x t�h tð Þð Þ

" #
ð12Þ

Also, for all positive semi-definite matrices X tð Þ, this
inequality holds:

hmξ
T tð ÞX tð Þξ tð Þ�

Z t

t�h tð Þ
ξT tð ÞX tð Þξ tð Þds≥ 0 ð13Þ

where ξ tð Þ¼ xT tð Þ xT t�h tð Þð Þ xT t�hmð Þ _xT tð Þ� �T
.

Taking into account (12) and (13), we obtain:

_V x tð Þð Þ≤ ξT tð ÞΠ tð Þξ tð Þþ
Z t

t�h tð Þ
ηT s, tð ÞΨ s, tð Þη s, tð Þds

þαV x tð Þð Þ

where Π tð Þ is given by (7) and Ψ s, tð Þ by (8), and

η s, tð Þ¼ xT tð Þ xT t�h tð Þð Þ xT t�hmð Þ _xT tð Þ xT sð Þ _xT sð Þ
� �

Since the matrices (7) and (8) holds, we have Π tð Þ<0
and Ψ s, tð Þ≤ 0.

Then, another straightforward conclusion:

_V x tð Þð Þ< αV x tð Þð Þ

Integrating both sides from 0 to t � 0,Tf
� �

:

V x tð Þð Þ< eαtV x 0ð Þð Þ≤ eαTf V x 0ð Þð Þ

Also, we have:

V x 0ð Þð Þ¼ xT 0ð ÞPx 0ð Þþ
Z 0

�hm

e�αsxT sð ÞQ sð Þx sð Þds

þ
Z 0

�h 0ð Þ
sþh 0ð Þð Þe�αsxT sð ÞS1 sð Þx sð Þds

þ
Z 0

�h 0ð Þ
sþh 0ð Þð Þe�αsxT sð ÞS2 sð Þx sð Þds

þ
Z 0

�hm

Z 0

δ
e�αsxT sð ÞZ1 sð Þx sð Þdsdδ

þ
Z 0

�hm

Z 0

δ
e�αs _xT sð ÞZ2 sð Þ _x sð Þdsdδ

< λmax eP� �
xT 0ð ÞRx 0ð Þ

þ hme
αhmλmax eQ θð Þ

� �
þ
X2
i¼1

h2me
αhmλmax eSi θð Þ

� �� 

þ1
2
h2mλmax eZi θð Þ

� �


sup

�hm ≤ θ≤ 0
xT θð ÞRx θð Þ, _xT θð ÞR _x θð Þ� �

< λ2þhme
αhmλ3þh2me

αhm λ4þλ5ð Þþ1
2
h2m λ6þλ7ð Þ

	 

c1

And 8t� 0,Tf
� �

: V x tð Þð Þ≥ λmin eP� �
xT tð ÞRx tð Þ, which

implies that
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xT tð ÞRx tð Þ < eαTf

λ1
λ2þhme

αhmλ3þh2me
αhm λ4þ λ5ð Þ

 

þ 1
2
h2m λ6þ λ7ð Þ

!
c1 < c2

and the proof of the theorem has been completed.
To reduce the number of LMIs, variables and remove

the constraint Ψ t,sð Þ≤ 0, we set:

X tð Þ¼�ΘT t,sð Þ Ω sð Þð Þ�1Θ t,sð Þ ð14Þ

where

ΘT t,sð Þ¼

�AT tð ÞTT
5 sð Þ �N1 tð ÞþNT

5 tð Þ�AT tð ÞTT
6 sð Þ

�AT
d tð ÞTT

5 sð Þ �N2 tð Þ�NT
5 tð Þ�AT

d tð ÞTT
6 sð Þ

0 �N3 tð Þ
TT
5 sð Þ TT

6 sð Þ�N4 tð Þ

26664
37775,

Ω sð Þ¼ �1þρð ÞμS1 sð Þ�Z1 sð Þ 0
� �1þρð ÞμS2 sð Þ�Z2 sð Þ


 �

Then, the following proposition is given to assure the
finite-time stability of the system (6).

Proposition 1. If there exist some symmetric
positive definite matrices P¼ PT >0,
Q tð Þ¼QT tð Þ>0, Si tð Þ¼ STi tð Þ>0, and
Zi tð Þ¼ZT

i tð Þ>0, i¼ 1,2; appropriately sized
matrices Ti tð Þ, i¼ 1,2,3,4,5,6 and
Nj tð Þ, j¼ 1,2,3,4,5, ; and a scalar α≥ 0
satisfying:

eαTf

λ1
λ2þhme

αhmλ3þh2me
αhm λ4þλ5ð Þþ1

2
h2m λ6þλ7ð Þ

	 

c1 < c2

ð16Þ

then, the system (6) is finite time stable with regard to
c1,c2,Tf ,hm,R
� �

:

Proof.
To obtain the condition (15), we use the Schur com-

plement and Equations (7) and (14).
From Proposition 1, we can get the following results

that ensure the finite-time stability of system (6):

Theorem 2. If there exist symmetric positive
definite matrices eP¼ ePT

>0, Qj ¼QT
j >0,

Sij ¼ STij >0, and Zij ¼ZT
ij >0; appropriately

sized matrices W ,Nij, i¼ 1,2,3,4,5, j¼ 1,2,…,r,
and Tij i¼ 1,2,3,4,5,6, j¼ 1,2,…,r; and scalars
α≥ 0,λi >0, i¼ 1,2,3,4,5,6,7, satisfying the
following conditions:

0 < λ1I < eP< λ2I ð17Þ

0< eQj < λ3I ð18Þ

0<eS1j < λ4I ð19Þ

0<eS2j < λ5I ð20Þ

0< eZ1j < λ6I ð21Þ

0< eZ2j < λ7I ð22Þ

Π t,sð Þ¼

Π11 tð Þ Π12 tð Þ Π13 tð Þ Π14 tð Þ
� Π22 tð Þ Π23 tð Þ Π24 tð Þ
� � Π33 tð Þ Π34 tð Þ
�

�

�

�

�

�

�

�

�

Π44 tð Þ
�

�

�hmAT tð ÞTT
5 sð Þ �hmN1 tð ÞþhmNT

5 tð Þ�hmAT tð ÞTT
6 sð Þ

�hmAT
d tð ÞTT

5 sð Þ �hmN2 tð Þ�hmNT
5 tð Þ�hmAT

d tð ÞTT
6 sð Þ

0 �hmN3 tð Þ
hmTT

5 sð Þ

�1þρð ÞμhmS1 sð Þ�hmZ1 sð Þ
�

hmTT
6 sð Þ�hmN4 tð Þ

0

�1þρð ÞμhmS2 sð Þ�hmZ1 sð Þ

2666666666666664

3777777777777775
< 0,

ð15Þ
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Πi,i,i,kþ d�1ð ÞW <0 ð23Þ

Πi,i,j,kþ1
3
d�3ð ÞW <0, i≠ j ð24Þ

Πi,j,l,k�W <0, i< j< l ð25Þ

eαTf

λ1
λ2þhme

αhmλ3þh2me
αhm λ4þ λ5ð Þþ1

2
h2m λ6þ λ7ð Þ

	 

c1 < c2

ð26Þ

then, the system (6) is finite time stable with respect to
c1,c2,Tf ,hm,R
� �

and

Πi,j,l,k ¼

Πi,j,l,k
11 Πi,j,l,k

12 Πi,j,l,k
13 Πi,j,l,k

14

� Πi,j,l,k
22 Πi,j,l,k

23 Πi,j,l,k
24

� � Πi,j,l,k
33 Πi,j,l,k

34

�

�

�

�

�

�

�

�

�

Πi,j,l,k
44

�

�

�hmΠ
i,j,l,k
15 �hmΠ

i,j,l,k
16

�hmΠi,j,l,k
25 �hmΠi,j,l,k

26

hmΠi,j,l,k
35 �hmΠi,j,l,k

36

hmΠi,j,l,k
45

hmΠ
i,j,l,k
55

�

hmΠi,j,l,k
46

hmΠi,j,l,k
56

hmΠ
i,j,l,k
66

266666666666664

377777777777775
,

Πi, j, l,k
11 ¼ �T1jAi�AT

i T
T
1jþNiþNT

1iþQiþhmS1iþhmZ1i

� αP�N5i�NT
5i,

Πi, j, l,k
12 ¼�N1iþNT

2i�T1jAdi�AT
i T

T
2jþN5iþNT

5i,

Πi, j, l,k
13 ¼NT

3i�AT
i T

T
3j,

Πi, j, l,k
14 ¼NT

4iþT1i�AT
i T

T
4jþP, Πi, j, l, k

15 ¼�AT
i T

T
5l,

Πi, j, l,k
16 ¼�N1i�NT

5i�AT
i T

T
6l,

Πi, j, l,k
22 ¼�T2jAdi�AT

diT
T
2j�N2i�NT

2i�N5i�NT
5i,

Πi, j, l,k
23 ¼�NT

3i�AT
diT

T
3j,

Πi, j, l,k
24 ¼T2i�NT

4i�AT
diT

T
4j, Π

i, j, l, k
25 ¼�AT

diT
T
5l,

Πi, j, l,k
26 ¼�N2iþNT

5i�AT
diT

T
6l,

Πi, j, l,k
33 ¼�eαhmQk, Π

i, j, l, k
34 ¼T3i, Π

i, j, l, k
35 ¼ 0,

Πi, j, l,k
36 ¼�N3i,

Πi, j, l,k
44 ¼T4iþTT

4iþhmS2iþhmZ2i, Π
i, j, l, k
45 ¼TT

5l,

Πi, j, l,k
46 ¼TT

6l�N4i,

Πi, j, l,k
55 ¼ �1þρð ÞμhmS1l�hmZ1l, Π

i, j, l,k
56 ¼ 0,

Πi, j, l,k
66 ¼ �1þρð ÞμhmS2l�hmZ2l,eP¼R�1=2PR�1=2, eQj ¼R�1=2QjR

�1=2,eSij tð Þ¼R�1=2Sij tð ÞR�1=2,eZij tð Þ¼R�1=2Zij tð ÞR�1=2, i¼ 1,2, j¼ 1, :…,r:

Proof.
Taking into account Lemma 1 and the matrix (15), we

can write:

Π t,sð Þ ¼
Xr
i¼1

Xr
j¼1

Xr
l¼1

Xr
k¼1

μi z tð Þð Þμj z tð Þð Þμl z tð Þð Þμk z t�hmð Þð ÞΠi,j,l,k

¼
Xr
k¼1

μk z t�hmð Þð Þ
Xr
i¼1

μ3i z tð Þð ÞΠi,i,i,k

(

þ 3
Xr
i¼1

Xr
j≠ i

μ2i z tð Þð Þμj z tð Þð ÞΠi,i,j,k

þ 6
Xr
i¼1

Xr
j> i

Xr
l> j

μi z tð Þð Þμj z tð Þð Þμl z tð Þð ÞΠi,j,l,k

)

≤
Xr
k¼1

μk z t�hmð Þð Þ
Xr
i¼1

μ3i z tð Þð Þ Πi,i,i,kþ d�1ð ÞWð Þ
(

þ 3
Xr
i¼1

Xr
j≠ i

μ2i z tð Þð Þμj z tð Þð Þ Πi,i,j,kþ1
3
d�3ð ÞW

	 
)

If the conditions (23), (24), and (25) are verified, the
condition (15) is, in turn, verified. Thus, the rest of the
proof can be easily deduced.

Remark 1. To the best of our method, there
are no results dealing with finite-time stabili-
zation of T–S fuzzy approach for delayed non-
linear systems. Considering what it has not
been covered by literature research, our
method presents a novel analysis and design
technique to improve the performance over
finite-time intervals with less conservative
results for closed-loop T–S fuzzy delayed
systems.

Remark 2. It should be noted that the
number of LMIs in Theorem 2 is

r2þ r2 r�1ð Þþ Pr
i¼3

Pr
j¼i

r r� jþ1ð Þ
 !

þ1, . In

[29, 30, 33], there are r4þ2rþ2 LMIs, which
are larger than in our approach. So, this is a
huge benefit of our work. Moreover, the

total of LMIs number can be reduced to rþ
Pr
i¼2

r� iþ1ð Þþ1 if we suppose that Qi ¼Q,

S1i ¼ S1,S2i ¼ S2,Z1i ¼Z1,Z2i ¼Z2, i¼
1,2,…,r, and use as slack variables T5 tð Þ,T6 tð Þ
instead of T5 sð Þ,T6 sð Þ, that is, T5l ¼T5i and
T6l ¼T6i. In this case, the fuzzy LKF V x tð Þð Þ
is transformed into a single LKF.
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In order to show the effect of LMI reduction, a corol-
lary is introduced.

Corollary 1. If there exist symmetric positive
definite matrices eP¼ ePT

>0, Q¼QT >0,
Si ¼ STi >0, and Zi ¼ZT

i >0, i¼ 1,2; appropri-
ately sized matrices W ,Mij, i¼ 1,2,3,4,5, j¼
1,2,…,r, Tij, i¼ 1,2,3,4,5,6, j¼ 1,2,…,r; and
scalars α≥ 0,λi >0, i¼ 1,2,3,4,5,6,7, satisfy-
ing the following conditions:

0< λ1I < eP< λ2I ð27Þ

0< eQj < λ3I ð28Þ

0<eS1 < λ4I ð29Þ

0<eS2 < λ5I ð30Þ

0< eZ1 < λ6I ð31Þ

0< eZ2 < λ7I ð32Þ

Πi,iþ d�1ð ÞW <0 ð33Þ

Πi,jþΠj,i�W <0, i< j ð34Þ

eαTf

λ1
λ2þhme

αhmλ3þh2me
αhm λ4þ λ5ð Þþ1

2
h2m λ6þ λ7ð Þ

	 

c1 < c2

ð35Þ

then, the system (6) is finite time stable with respect to
c1,c2,Tf ,hm,R
� �

where

Πi,j ¼

Πi,j,
11 Πi,j

12 Πi,j
13 Πi,j

14

� Πi,j
22 Πi,j

23 Πi,j
24

� � Πi,j
33 Πi,j

34

�

�

�

�

�

�

�

�

�

Πi,j
44

�

�

hmΠ
i,j
15 hmΠ

i,j
16

hmΠ
i,j
25 hmΠ

i,j
26

hmΠ
i,j
35 hmΠ

i,j
36

hmΠ
i,j
45

hmΠ
i,j
55

�

hmΠ
i,j
46

hmΠ
i,j
56

hmΠ
i,j
66

266666666666664

377777777777775
,

Πi,j
11 ¼ �T1jAi�AT

i T
T
1jþNiþNT

1iþQþhmS1þhmZ1�αP

�N5i�NT
5i,

Πi,j
12 ¼�N1iþNT

2i�T1jAdi�AT
i T

T
2jþN5iþNT

5i,

Πi,j
13 ¼NT

3i�AT
i T

T
3j,Π

i,j
14 ¼NT

4iþT1i�AT
i T

T
4jþP,

Πi,j
15 ¼�AT

i T
T
5i,Π

i,j
16 ¼�N1i�NT

5i�AT
i T

T
6i,

Πi,j
22 ¼�T2jAdi�AT

diT
T
2j�N2i�NT

2i�N5i�NT
5i,

Πi,j
23 ¼�NT

3i�AT
diT

T
3j,Π

i,j
24 ¼T2i�NT

4i�AT
diT

T
4j,

Πi,j
25 ¼�AT

diT
T
5i,Π

i,j
26 ¼�N2iþNT

5i�AT
diT

T
6i,

Πi,j
33 ¼�eαhmQ, Πi,j

34 ¼T3i, Π
i,j
35 ¼ 0, Πi,j

36 ¼�N3i,

Πi,j
44 ¼T4iþTT

4iþhmS2þhmZ2,Π
i,j
45 ¼TT

5i, Π
i,j
46 ¼TT

6i�N4i,

Πi,j
55 ¼ �1þρð ÞμhmS1�hmZ1,Π

i,j
56 ¼ 0,

Πi,j
66 ¼ �1þρð ÞμhmS2�hmZ2,eP¼R�1=2PR�1=2, eQ¼R�1=2QR�1=2,eSi tð Þ¼R�1=2Si tð ÞR�1=2,eZi tð Þ¼R�1=2Zi tð ÞR�1=2, i¼ 1,2:

Remark 3. Compared with [30], the steps
presented here provide a systematic method
to ensure the finite-time stability of the
system (6) and lead to more flexible matrices
by introducing additional variables T6 tð Þ,
T5 tð Þ,S1 tð Þ,S2 tð Þ,andZ1 tð Þ, resulting in less
conservatism. Then, these variables are intro-
duced so as to provide additional degrees of
freedom to the resulting optimization problem,
thus assuring the feasibility of the controller. In
fact, the set of slack variables adopted in the
problem formulation is responsible for soften-
ing and limit the existence of open-loop unsta-
ble and integrating modes.

Remark 4. As a note, reduction refers to apply-
ing simple rules to a series of matrices
to change them into a simpler form. Then, any
feasible LMI can be reduced by eliminating
implicit equality constraints. Therefore, LMI
reduction techniques aim to reduce problem
complexity and calculation time while simulta-
neously maintaining suitable solution accuracy.

4 | DELAY-DEPENDENT FINITE-
TIME STABILIZATION

This section deals with new delay dependent conditions
that are developed to ensure the finite-time stabilization
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of the closed-loop system (5) with the memory PDC
controller:

u tð Þ¼
Xr
j¼1

μj z tð Þð ÞKjx tð Þ¼K tð Þx tð Þ ð36Þ

where Kj, j¼ 1,…,r, are the state feedback gain matrices
to be deduced. Using (36), the system (5) can be
reformulated:

_x tð Þ¼A tð Þx tð ÞþAd tð Þx t�h tð Þð Þ ð37Þ

where A tð Þ¼A tð ÞþB tð ÞK tð Þ, B tð Þ¼Pr
i¼1

μi z tð Þð ÞBi:.

Theorem 3. Given the scalars
η1 ≠ 0,η2,η3 ≠ 0,η4 ≠ 0,η5,and η6, the system
(37) is finite time stabilizable with respect to
c1,c2,Tf ,hm,R
� �

, if there exist symmetric
positive definite matrices P¼ P

T
>0,

Q tð Þ¼Q
T
tð Þ>0, Si tð Þ¼ S

T
i tð Þ>0, and

Zi tð Þ¼Z
T
i tð Þ>0, i¼ 1,2; appropriately sized

matrices Mi tð Þ, i¼ 1,2,3,4,5; and a scalar
α≥ 0 satisfying:

Δ tð Þ ¼

Δ11 tð Þ Δ12 tð Þ Δ13 tð Þ Δ14 tð Þ
� Δ22 tð Þ Δ23 tð Þ Δ24 tð Þ
� � Δ33 tð Þ Δ34 tð Þ
�

�

�

�

�

�

�

�

�

Δ44 tð Þ
�

�

hmΔ15 tð Þ hmΔ16 tð Þ
hmΔ25 tð Þ hmΔ26 tð Þ
hmΔ35 tð Þ hmΔ36 tð Þ
hmΔ45 tð Þ

hmΔ55 tð Þ
�

hmΔ46 tð Þ

hmΔ56 tð Þ

hmΔ66 tð Þ

2666666666666664

3777777777777775
< 0

ð38Þ

η�2
1

λmin bP� �þ 1

λmin P
� �� �2

0@ hme
αhmλmax bQ θð Þ

� ��

þ h2me
αhm η�2

1 λmax bS1 θð Þ
� �

þη�2
4 λmax bS2 θð Þ

� �� ��

þ 1
2
h2m η�2

1 λmax bZ1 θð Þ
� �

þη�2
4 λmax bZ2 θð Þ

� �� �


eαTf c1 < c2

η�2
1

λmax bP� �
ð39Þ

where

bP¼R1=2PR1=2, bQ θð Þ¼R�1=2Q θð ÞR�1=2,bSi θð Þ¼R�1=2Si θð ÞR�1=2, bZi θð Þ¼R�1=2Zi θð ÞR�1=2,

8i¼ 1,2,

Δ11 tð Þ¼ �η1A tð ÞP�η1PA
T
tð ÞþM1 tð ÞþMT

1 tð ÞþQ tð Þ

þ hmS1 tð ÞþhmZ1 tð Þ�αP�M5 tð Þ�MT
5 tð Þ,

Δ12 tð Þ¼ �η2M1 tð Þþη2M
T
2 tð Þ�η2Ad tð ÞP�η1PA

T
tð Þ

þ η2M5 tð Þþη2M
T
5 tð Þ,

Δ13 tð Þ¼MT
3 tð Þ�η1η3PA

T
tð Þ,

Δ14 tð Þ¼ η4M
T
4 tð Þþη1η4P�η1PA

T
tð Þþη4P,

Δ15 tð Þ¼�η1η5PA
T
tð Þ,

Δ16 tð Þ¼�η4M1 tð Þþη4M
T
5 tð Þ�η1η6PA

T
tð Þ,

Δ22 tð Þ¼ �η2Ad tð ÞP�η2PA
T
d tð Þ�η22M2 tð Þ�η22M

T
2 tð Þ

� η22M5 tð Þ�η22M
T
5 tð Þ,

Δ23 tð Þ¼�η2M
T
3 tð Þ�η2η3PA

T
d tð Þ,

Δ24 tð Þ¼ η4P�η2η4M
T
4 tð Þ�η2PA

T
d tð Þ,

Δ25 tð Þ¼�η2η5PA
T
d tð Þ,

Δ26 tð Þ¼�η2η4M2 tð Þ�η2η4M
T
5 tð Þ�η2η6PA

T
d tð Þ,

Δ33 tð Þ¼�eαhmQ t�hmð Þ, Δ34 tð Þ¼ η3η4P, Δ35 tð Þ¼ 0,

Δ36 tð Þ¼�η4M3 tð Þ,
Δ44 tð Þ¼ 2η4PþhmS2 tð ÞþhmZ2 tð Þ, Δ45 tð Þ¼ η4η5P,

Δ46 tð Þ¼ η24P�η24M4 tð Þ,
Δ55 tð Þ¼ �1þρð ÞμS1 sð Þ�Z1 sð Þ, Δ56 tð Þ¼ 0,

Δ66 tð Þ¼ �1þρð ÞμS2 sð Þ�Z2 sð Þ:

Proof.
Let Li tð Þ¼T�1

i tð Þ, 8i¼ 1,2,…,6, the following matri-
ces are defined:

P¼L1 tð ÞPLT
1 tð Þ, Q tð Þ¼L1 tð ÞQ tð ÞLT1 tð Þ,

S1 tð Þ¼ L1 tð ÞS1 tð ÞLT
1 tð Þ,

S2 tð Þ¼ L4 tð ÞS2 tð ÞLT
4 tð Þ,

Z1 tð Þ¼ L1 tð ÞZ1 tð ÞLT
1 tð Þ, Z2 tð Þ¼L4 tð ÞZ2 tð ÞLT4 tð Þ,

Mi tð Þ¼L1 tð ÞNi tð ÞLT1 tð Þ, i¼ 1,…,5

Then, the condition (38) is obtained pre- and post-
multiplying the matrix Π t,sð Þ by diag L1 tð Þ,L2 tð Þ,f
,L1 t�hmð Þ,L4 tð Þ,L1 sð ÞL4 sð Þg and its transpose, respec-
tively, and taking the following changes of variables:

L1 tð Þ¼ η1P, L2 tð Þ¼ η2L1 tð Þ, L3 tð Þ¼ η�1
3 L1 t�hmð Þ, L4 tð Þ

¼ η4L1 tð Þ, L5 tð Þ¼ η�1
5 L1 tð Þ, L6 tð Þ¼ η�1

6 L1 tð Þ

Using the adopted LKF, the condition (39) can be
obtained where:

EL FEZAZI ET AL. 9
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V 1 x tð Þð Þ¼ η�2
1 xT tð ÞP�1

x tð Þ

V2 x tð Þð Þ¼ η�2
1

Z t

t�hm

eα t�sð ÞxT sð ÞP�1
Q sð ÞP�1

x sð Þds

þ η�2
1

Z t

t�h tð Þ
s� tþh tð Þð Þeα t�sð ÞxT sð ÞP�1

S1 sð ÞP�1
x sð Þds

þ η�2
4

Z t

t�h tð Þ
s� tþh tð Þð Þeα t�sð Þ _xT sð ÞP�1

S2 sð ÞP�1
_x sð Þds

V 3 x tð Þð Þ¼ η�2
1

Z 0

�hm

Z t

tþδ
eα t�θð ÞxT θð ÞP�1

Z1 θð ÞP�1
xT θð Þdθdδ

þ η�2
4

Z 0

�hm

Z t

tþδ
eα t�θð Þ _xT θð ÞP�1

Z2 θð ÞP�1
_xT θð Þdθdδ

Also, new delay-dependent sufficient conditions for
the design of a stabilizing finite-time PDC controller (38)
are given by this theorem:

Theorem 4. Given scalars η1 ≠ 0,η2,η3 ≠ 0,
η4 ≠ 0,η5,and η6, the system (37) is finite time
stabilizable with respect to c1,c2,Tf ,hm,R

� �
, if

there exist symmetric positive definite matri-
ces P¼P

T
>0, Qj ¼Q

T
j >0, Sij ¼ S

T
ij >0, and

Zij ¼Z
T
ij >0, i¼ 1,2; appropriately sized matri-

ces Mij,Yj,andW , i¼ 1,2,3,4,5, j¼ 1,…,r; and
a scalar α≥ 0 fulfilling the following
conditions:

Δi,i,i,kþ d�1ð ÞW <0 ð40Þ

Δi,i,j,kþ1
3
d�3ð ÞW <0, i≠ j ð41Þ

Δi,j,l,k�W <0, i< j< l ð42Þ

η�2
1

λmin bP� �þ 1

λmin P
� �� �2

0@ hme
αhmλmax bQ θð Þ

� ��

þ h2me
αhm η�2

1 λmax bS1 θð Þ
� �

þη�2
4 λmax bS2 θð Þ

� �� ��

þ 1
2
h2m η�2

1 λmax bZ1 θð Þ
� �

þη�2
4 λmax bZ2 θð Þ

� �� �


eαTf c1 < c2

η�2
1

λmax bP� �
ð43Þ

The state-feedback gain matrices are given by Kj ¼
YjP

�1
, i¼ 1,2,…,r: where

Δi,j,l,k ¼

Δi,j,l,k
11 Δi,j,l,k

12 Δi,j,l,k
13 Δi,j,l,k

14

� Δi,j,l,k
22 Δi,j,l,k

23 Δi,j,l,k
24

� � Δi,j,l,k
33 Δi,j,l,k

34

�

�

�

�

�

�

�

�

�

Δi,j,l,k
44

�

�

hmΔ
i,j,l,k
15 hmΔ

i,j,l,k
16

hmΔ
i,j,l,k
25 hmΔ

i,j,l,k
26

hmΔ
i,j,l,k
35 hmΔ

i,j,l,k
36

hmΔ
i,j,l,k
45

hmΔ
i,j,l,k
55

�

hmΔ
i,j,l,k
46

hmΔ
i,j,l,k
56

hmΔ
i,j,l,k
66

266666666666664

377777777777775
,

bP¼R1=2PR1=2, bQ θð Þ¼R�1=2Q θð ÞR�1=2,bSi θð Þ¼R�1=2Si θð ÞR�1=2,bZi θð Þ¼R�1=2Zi θð ÞR�1=2,8i¼ 1,2,

Δi,j,l,k
11 ¼�η1AiP�η1PA

T
i �η1BiY j�η1Y

T
j B

T
i þM1iþMT

1i

þQiþhmS1iþhmZ1i�αP�M5i�MT
5i,

Δi,j,l,k
12 ¼�η2M1iþη2M

T
2i�η2AdiP�η1PA

T
i �η1Y

T
j B

T
i þη2M5þη2M

T
5i,

Δi,j,l,k
13 ¼MT

3i�η1η3PA
T
i �η1η3Y

T
j B

T
i , Δ

i,j,l,k
14 ¼ η4M

T
4iþη1η4P

�η1PA
T
i �η1Y

T
j B

T
i þη4P,

Δi,j,l,k
15 ¼�η1η5PA

T
i �η1η5Y

T
j B

T
i , Δ

i,j,l,k
16 ¼�η4M1iþη4M

T
5i�η1η6PA

T
i

�η1η6Y
T
j B

T
i ,

Δi,j,l,k
22 ¼�η2AdiP�η2PA

T
di�η22M2i�η22M

T
2i�η22M5i�η22M

T
5i,

Δi,j,l,k
23 ¼�η2M

T
3i�η2η3PA

T
di, Δ

i,j,l,k
24 ¼ η4P�η2η4M

T
4i�η2PA

T
di,

Δi,j,l,k
25 ¼�η2η5PA

T
di, Δ

i,j,l,k
26 ¼�η2η4M2i�η2η4M

T
5i�η2η6PA

T
di,

Δi,j,l,k
33 ¼�eαhmQk, Δ34 ¼ η3η4P, Δ

i,j,l,k
35 ¼ 0, Δi,j,l,k

36 ¼�η4M3i,

Δi,j,l,k
44 ¼ 2η4PþhmS2iþhmZ2i, Δ

i,j,l,k
45 ¼ η4η5P, Δ

i,j,l,k
46 ¼ η24P�η24M4i,

Δi,j,l,k
55 ¼ �1þρð ÞμS1l�Z1l, Δ

i,j,l,k
56 ¼ 0, Δi,j,l,k

66 ¼ �1þρð ÞμS2l�Z2l:

Proof.
We can prove Theorem 4 in the same way as Theo-

rem 2 by replacing Πi,j,l,k by Δi,j,l,k:

Remark 5. Theorems 4 and 2 have the same
number of LMIs. Sufficient to say that this
enforce the benefits of our work, because
compared to [29, 30], the approach of
both theorems is less conservative. Then,

the LMI number can be reduced to rþ
Pr
i¼2

r� iþ1ð Þþ1 and the fuzzy LKF V x tð Þð Þ is
transformed into a single LKF if we suppose

that Qj ¼Q, Sij ¼ Si, and Zij ¼Zi,

i¼ 1,2, j¼ 1,2,…,r:

To show the effect of LMI reduction, the following
corollary is presented:

Corollary 2. For given scalars
η1 ≠ 0,η2,η3 ≠ 0,η4 ≠ 0,η5,and η6, the system

10 EL FEZAZI ET AL.
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(37) is finite time stabilizable with respect to
c1,c2,Tf ,hm,R
� �

, if there exist symmetric posi-

tive definite matrices P¼ P
T
>0, Q¼Q

T
>0,

Si ¼ S
T
i >0, and Zi ¼Z

T
i >0, i¼ 1,2; appropri-

ately sized matrices Mi,Yj,andW , i¼
1,2,3,4,5, j¼ 1,2,…,r; and a scalar α≥ 0 satis-
fying the following conditions:

Δi,iþ d�1ð ÞW <0, ð44Þ

Δi,jþΔj,i�W <0, i< j, ð45Þ

η�2
1

λmin bP� �þ 1

λmin P
� �� �2

0@ hme
αhmλmax bQ θð Þ

� ��

þ h2me
αhm η�2

1 λmax bS1 θð Þ
� �

þη�2
4 λmax bS2 θð Þ

� �� ��

þ1
2
h2m η�2

1 λmax bZ1 θð Þ
� �

þη�2
4 λmax bZ2 θð Þ

� �� �


eαTf c1 < c2

η�2
1

λmax bP� �
ð46Þ

The state-feedback gain matrices are given by Kj ¼
YjP

�1
, i¼ 1,2,…,r: where

Δi,j ¼

Δi,j
11 Δi,j

12 Δi,j
13 Δi,j

14

� Δi,j
22 Δi,j

23 Δi,j
24

� � Δi,j
33 Δi,j

34

�

�

�

�

�

�

�

�

�

Δi,j
44

�

�

hmΔ
i,j
15 hmΔ

i,j
16

hmΔ
i,j
25 hmΔ

i,j
26

hmΔ
i,j
35 hmΔ

i,j
36

hmΔi,j
45

hmΔi,j
55

�

hmΔ
i,j
46

hmΔ
i,j
56

hmΔ
i,j
66

266666666666664

377777777777775
,

Δi,j
11 ¼�η1AiP�η1PA

T
i �η1BiY j�η1Y

T
j B

T
i þM1iþMT

1iþQ

þ hmS1þhmZ1�αP�M5i�MT
5i,

Δi,j
12 ¼�η2M1iþη2M

T
2i�η2AdiP�η1PA

T
i �η1Y

T
j B

T
i

þ η2M5þη2M
T
5i,

Δi,j
13 ¼MT

3i�η1η3PA
T
i �η1η3Y

T
j B

T
i j,

Δi,j
14 ¼ η4M

T
4iþη1η4P�η1PA

T
i �η1Y

T
j B

T
i þη4P,

Δi,j
15 ¼�η1η5PA

T
i �η1η5Y

T
j B

T
i ,

Δi,j
16 ¼�η4M1iþη4M

T
5i�η1η6PA

T
i �η1η6Y

T
j B

T
i ,

Δi,j
22 ¼�η2AdiP�η2PA

T
di�η22M2i�η22M

T
2i�η22M5i� η22M

T
5i,

Δi,j
23 ¼�η2M

T
3i�η2η3PA

T
di,

Δi,j
24 ¼ η4P�η2η4M

T
4i�η2PA

T
di, Δ

i,j
25 ¼�η2η5PA

T
di,

Δi,j
26 ¼�η2η4M2i�η2η4M

T
5i�η2η6PA

T
di,

Δi,j
33 ¼�eαhmQ, Δi,j

34 ¼ η3η4P, Δ
i,j
35 ¼ 0, Δi,j

36 ¼�η4M3i,

Δi,j
44 ¼ 2η4PþhmS2þhmZ2,

Δi,j
45 ¼ η4η5P, Δ

i,j
46 ¼ η24P�η24M4i,

Δi,j
55 ¼ �1þρð ÞμS1�Z1, Δ

i,j,l,k
56 ¼ 0,

Δi,j,l,k
66 ¼ �1þρð ÞμS2�Z2:

Remark 6. Testing the feasibility of condition
(39) in numerical examples is not possible,
because there is a nonlinear term. For this
reason, in order to simplify or eliminate this
nonlinearity entirely, we can use these
conditions:

0 < λ1I < P< λ2I ð47Þ

0<Qj < λ3I ð48Þ

0< S1j < λ4I ð49Þ

0< S2j < λ5I ð50Þ

0<Z1j < λ6I ð51Þ

0<Z2j < λ7I ð52Þ

η�2
1 λ1þhmeαhmλ3þh2me

αhm η�2
1 λ4þη�2

4 λ5
� �þ1

2
h2m η�2

1 λ6þη�2
4 λ7

� �
λ1

� eαTf η�2
1

c2
c1

� ��1
λ2

2664
3775<0 ð53Þ

EL FEZAZI ET AL. 11
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5 | NUMERICAL EXAMPLES

Example 1:
This example will show that our method is less con-

servative and more efficient than those in the literature.
We consider the T–S fuzzy system (1) where u tð Þ¼ 0 and

A1 ¼
0:0 0:6

0:0 1:0

" #
, A2 ¼

1:0 0:0

1:0 0:0

" #
, A3 ¼

0:5 0:0

0:0 1:5

" #
,

Ad1 ¼
0:5 0:9

0:0 2:0

" #
, Ad2 ¼

0:9 0:0

1:0 1:6

" #
, Ad3 ¼

0:2 1:0

0:5 1:0

" #
:

Then, we choose the following parameters:

c1 ¼ 1, c2 ¼ 1:5, R¼ I, Tf ¼ 10, α¼ 0:01

Applying Theorem 2, the maximum upper bound hm
of time delay is presented in Table 1 for ρ¼ 1:2:.

As shown in Table 1, the obtained value of hm is
larger than those obtained in [30, 33], and then, the
results are significantly improved. Thus, it is clear that
the FTS criterion proposed in this paper is less conserva-
tive than those given in the literature. On the other hand,
the evolution of the state variable trajectories is shown in

Figure 1 where the initial values are [1 1]. Then, it can be
seen that these trajectories converge quickly to zero
showing that very good transient responses are obtained.
These results demonstrate the accuracy and the efficiency
of the proposed approach for which the closed-loop sys-
tem is asymptotically stable.

Consider now the two-rule fuzzy system that has been
studied in [34–38] where A3 = 0, Ad3 = 0, and B1 = B2 =
[1 1]T. For different methods, the delay bounds h (it is
given as τ in these papers) are shown in Table 2 taking
into account the same parameters.

Applying our method, the maximum upper bound of
time delay is hm = 1.7563 for ρ¼ 1:2: Then, the results
are significantly improved taking into account that the
time delay h tð Þ in this paper is a time-varying function.
Therefore, it is clear that these results are less conserva-
tive than those obtained in the literature, and so, LMI
reduction techniques provide additional degrees of free-
dom to the resulting optimization problem, thus assuring
the feasibility of the controller. These techniques reduce
problem complexity and calculation time while simulta-
neously maintaining suitable solution accuracy. Finally,
the proposed approach reduces the conservatism as much
as possible and it is more effective.

TABLE 1 Comparisons results for ρ = 1.2.

Methods Maximum allowed hm

Theorem 2 [33] 0.4125

Theorem 3.2 [30] 0.4416

Theorem 2 (this paper) 0.4837

FIGURE 1 Closed-loop fuzzy system's state

response.

TABLE 2 Comparison results.

Methods Maximum allowed h

[36] 1.6499

[37] 1.6499

[35] 1.6421

[38] 1.4257

[34] 1.4214

12 EL FEZAZI ET AL.
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Example 2:
As an example of nonlinear system, let us consider a

continuous stirred tank reactor. As shown in [30, 39, 40],
these equations define the system:

_x1 tð Þ¼ �1
λ
x1 tð ÞþDa 1�x1 tð Þð Þexp x2 tð Þ

1þ x2 tð Þ=γ0

	 


þ 1
λ
�1

	 

x1 t�h tð Þð Þ

_x2 tð Þ¼ � 1
λ
þβ

	 

x2 tð ÞþHDa 1� x1 tð Þð Þexp x2 tð Þ

1þ x2 tð Þ=γ0

	 


þ 1
λ
�1

	 

x2 t�h tð Þð Þþβ u tð Þ

_xi tð Þ¼φi tð Þ, for t � �hm0½ �, i¼ 1,2

where 0≤ x1 tð Þ≤ 1 is the reactor's conversion rate and
x2 tð Þ is the dimensionless temperature Da ¼ 0:072,
λ¼ 0:8,β¼ 0:3,H¼ 8,γ0 ¼ 20:

The IF-THEN rules are:

R1: If x2 is about 0.8862

Then _x tð Þ¼A1x tð ÞþAd1x t�h tð Þð ÞþB1u tð Þ
R2: If x2 is about 2.7520

Then _x tð Þ¼A2x tð ÞþAd2x t�h tð Þð ÞþB2u tð Þ
R3: If x2 is about 4.7052

Then _x tð Þ¼A3x tð ÞþAd3x t�h tð Þð ÞþB3u tð Þ

where x tð Þ¼ x1 tð Þ x2 tð Þ½ �T and

A1 ¼
�1:4274 0:0757

�1:4189 �0:9442

" #
, A2 ¼

�2:0508 0:3958

�6:4066 1:6268

" #
,

A3 ¼
�4:5279 0:3167

�26:2228 �0:9387

" #
,

Ad1 ¼Ad2 ¼Ad3 ¼
0:25 0

0 0:25

" #
,B1 ¼B2 ¼B3 ¼

0

0:3

" #
:

The membership functions are:

h1 x2ð Þ¼
1, x2 tð Þ≤ 0:8862

1� x2�0:8862
2:7520�0:8862

, 0:8862< x2 tð Þ<2:7520

0, x2 tð Þ≥ 2:7520

8>><>>: ;

h3 x2ð Þ¼
1, x2 tð Þ≤ 2:7520

1� x2�2:7520
4:7052�2:7520

, 2:7520< x2 tð Þ<4:7052

0, x2 tð Þ≥ 4:7052

8>><>>:

h2 x2ð Þ¼ 1�h1 x2ð Þ, x2 tð Þ<2:7520

1�h3 x2ð Þ, x2 tð Þ≥ 2:7520

�

Thus, the parameters for the simulation are: c1 ¼
1:5,c2 ¼ 2,R¼ I,Tf ,hm ¼ 1,ρ¼ 1:01, η1 ¼�2,η2 ¼ 1,η3 ¼
�1,η4 ¼�2,η5 ¼�0:8,η6 ¼�0:8: Then, using Theorem 4
and LMI Toolbox (MATLAB), the controller gains are:

K1 ¼ 6:8467 �2:4137½ �, K2 ¼ 16:3138 �7:3844½ �,
K3 ¼ 84:0808 �7:6761½ �

or the initial values [0.5 �1]; the evolution of the state
variables trajectories is shown in Figure 2. Also, the evo-
lution of a norm square of the state vector is given in
Figure 3.

FIGURE 2 Closed-loop fuzzy system's state response.

FIGURE 3 Time history of xT tð ÞRx tð Þ.

EL FEZAZI ET AL. 13
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Figure 2 shows how the system's state responses
converge to the equilibrium point reaching the desired
tracking performance. Observing Figure 3, we can
conclude the system is finite time stabilizable with
respect c1,c2,Tf ,R,hm

� �
. It is important to mention that

using our approach, the convergence is faster than
in [30]. Summing up, these results highlight the efficacy
and accuracy of the methodology proposed in this paper
for which the closed-loop system is stable.

Before concluding, it is better to highlight the impor-
tance of our method for conservatism reduction, which
has been demonstrated by the above examples.

6 | CONCLUSIONS

The research presented here proposes a new strategy to
ensure FTS. The results of this work are obtained from
delay-dependent LMI conditions where a new synthesis
of the PDC controller is also proposed using some free-
weighting matrices to offer more flexibility and achieve
good performance. Using T–S fuzzy models and a new
LKF, the method is used for systems with delay where
the value of our LMI-based algorithm is shown. The main
conclusion is that the proposed design methodology is
very useful and less conservative compared to those pre-
viously published.

The investigation is not closed; there are other topics
and subjects that can benefit from this approach such as
data samples and discrete time systems among others.
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