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ARTICLE INFO ABSTRACT

Keywords: Cardiac Magnetic Resonance (CMR) Imaging is currently considered the gold standard imaging
Laplace Equation modality in cardiology. However, it is accompanied by a tradeoff between spatial resolution and
Ghost Node Methods acquisition time. Providing accurate measures of thin walls relative to the image resolution may prove
Right Ventricle challenging. One such anatomical structure is the cardiac right ventricle. Methods for measuring
Wall Thickness thickness of wall-like anatomical structures often rely on the Laplace equation to provide point-

Cardiac Magnetic Resonance to-point correspondences between both boundaries. This work presents limex, a novel method to
solve the Laplace equation using ghost nodes and providing extrapolated values, which is tested on
three different datasets: a mathematical phantom, a set of biventricular segmentations from CMR
images of ten pigs and the database used at the RV Segmentation Challenge held at MICCAI’12.
Thickness measurements using the proposed methodology are more accurate than state-of-the-art
methods, especially with the coarsest image resolutions, yielding mean L norms of the error between
43.28% and 86.52% lower than the second-best methods on the different test datasets. It is also
computationally affordable. Limex has outperformed other state-of-the-art methods in classifying RV
myocardial segments by their thickness.

pixel size is inversely proportional to the extension of the ac-
quired k-space. For Cartesian sampling schemes, which are
customary in CMR clinical studies, high resolution quality
images take long acquisition times [21]. Consequently, and
very specially for the cases in which images are acquired in
apnea, image resolution with respect to the thickness of some
cardiac structures is a key parameter.

Measuring left ventricle (LV) thickness is very impor-
tant in the context of ischemic and nonischemic cardiomy-
opathies where ventricular remodeling occurs, either by
thinning or thickening of the LV wall. On one hand, the
recent work by Merino-Caviedes et al. [25] suggests that
the area affected by thin layers of subendocardial scar sub-
strate correlate better with the cycle length of spontaneous

1. Introduction

Magnetic Resonance (MR) is a medical image modality
that provides very good contrast between soft tissues; this
technique is able to acquire images using arbitrary plane
orientations and has many different contrast possibilities that
suit a broad range of clinical purposes. Specifically, cardiac
MR (CMR) is currently considered the gold standard for
evaluating myocardial function, volumes, and scarring [31].
This imaging modality, however, is accompanied by a trade-
off between spatial resolution and acquisition time, since
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episodes of ventricular tachycardia than the total scar vol-
ume in patients with established ischemic cardiomyopathy.
On the other, diagnosis of hypertrophic cardiomyopathy is
based on detecting LV wall thickness greater than 15 mm in
one or more myocardial segments, unexplained by loading
conditions [5].

On the right cardiac chambers, right ventricular (RV)
wall thickness measured on computed tomography angiog-
raphy seems to correlate with the pulmonary arterial ob-
struction index and both were highly predictive of in-
hospital mortality in patients with pulmonary embolism
[11]. A retrospective analysis of a cohort of patients with
pulmonary hypertension, based on echocardiographic stud-
ies, concluded that RV relative wall thickness could predict

S. Merino-Caviedes, M. Martin-Fernandez, M. T. Pérez Rodriguez, M. A. Martin-Fernandez, D. Filgueiras-Rama, F. Simmross-

Wattenberg, C. Alberola-Lépez: Preprint submitted to Elsevier
14

Page 1 of


https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.compbiomed.2023.107855
https://doi.org/10.1016/j.compbiomed.2023.107855
https://doi.org/10.1016/j.compbiomed.2023.107855
https://doi.org/10.1016/j.compbiomed.2023.107855

Computing Thickness of Thin Walls Using LIMEX to Solve the Laplace Equation

mid-term RV reverse remodeling after treatment, and was
associated with long-term outcomes [32]. RV wall thickness
of more than 5 mm is a marker of disease progression
[36]. A recent meta-analysis has also compiled evidence
showing that severe cases of COVID-19 often show RV
dysfunctions that may take the form of a specific radial,
instead of longitudinal dysfunction, and that it is commonly
accompanied by RV dilation due to pressure overload [8]. In
addition, a recent multicenter study [35] reported an inde-
pendent association between RV dysfunction and one-year
mortality in hospitalized patients with COVID-19. Unlike
other imaging modalities, late-gadolinium enhanced (LGE)
CMR allows to simultaneously assess myocardial scarring
on right ventricular regions [28]. Measuring right ventricular
wall thickness poses additional challenges compared to the
LV, that stem from the facts that the RV is thinner than the
LV wall, its shape varies more than the LV and its insertions
on the LV septum may not be well defined and, as in the
LV, there are trabeculae and papillary muscles at the RV
endocardium ([40], [29], [27]).

Other anatomical targets have been reported where mea-
suring thickness is of interest, using either MR or other imag-
ing modalities; specifically, we may mention the brain cortex
[18], the heart atria [38], articular cartilage [33], intracranial
arteries [17], the carotid bulb [2] or the gallbladder [30] to
cite some of them.

Generally speaking, thickness may be defined as the
distance between two appropriately selected points on op-
posite boundaries. However, there is no consensus in the
literature with respect to how to choose these points or
whether to measure the distance as a segment length in
an Euclidean sense or adding more involved concepts like
the Geodesic distance. Concerning thickness measurement,
some methods use geometric-based point correspondences
such as, for example, tracing a ray along the normal vector
of a surface to the other [33]. In short-axis slices of the LV,
thickness has been measured by means of rays that follow the
local normal of the centerline between both boundaries [34]
or assuming the wall to have radial symmetry and tracing
rays along the radial direction from a chosen center [26].

Finding point correspondences for ray-tracing, however,
may not be unique or invertible, as was pointed out in [18].
Specifically, in this reference Jones et al. proposed to solve
the Laplace equation with Dirichlet boundary conditions
to set up unique point to point correspondences between
surfaces, and many references therein have adopted this
philosophy, which is especially suitable when the domain
boundaries are curved. This methodology has proved to
be more reproducible than projecting rays along normal
vectors from one boundary to the opposite, as reported
in [30] or [20]. This method continues to be utilized in
recent research to calculate thickness, such as [19]. Also,
a recent method [4] to compute maximum wall thickness
of the LV on hypertrophic cardiomyopathy achieved lower
test-retest error than human experts by segmenting the LV
myocardium on CMR images using a U-Net network and
then computing distances using the Laplace equation to find

correspondences between points. A possible explanation for
this is that, for human experts, choosing the points on the
boundaries is a non-straightforward task, prone to uncer-
tainty. In [24], the Multi-Stencil Streamline Fast Marching
(MS-SFM) method was proposed to generate thickness maps
of the LV wall and, if desired, of the myocardial scar,
using partial differential equations. The Laplace equation
was utilized to establish correspondences between the LV
endocardium and epicardium but the streamlines were not
explicitly computed.

The classic finite difference methods to solve the Laplace
equation (Jacobi explicit, Gauss-Seidel explicit and implicit)
enforce the [Dirichlet] boundary conditions by fixing the
value of voxels outside the domain, and contiguous to a
domain boundary, to the value provided by the Dirichlet
condition [16]. This generates a discretization of the do-
main boundaries and prevents subvoxel precision when the
domain is too thin. Within this context, [15] proposed a
methodology based on the Ghost Fluid method [12], where
the domain boundaries are defined with subvoxel precision
by a level set function. The numerical scheme at voxels
within the domain with incomplete neighborhoods (that is,
with voxel neighbors outside the domain) uses extrapolated
values for the latter. However, the method suffers from
instabilities when the boundary is placed too close to a voxel
location, so a parameter with the minimum distance allowed
between the boundary and a voxel location is introduced. Its
implementation uses an implicit scheme where an N; X N;
matrix, with N; the number of nodes in the domain, is built.
Although this matrix is sparse, the memory requirements to
run this method are very high for relatively large 3D do-
mains. Other methods with higher order of accuracy [13, 14]
also require a wider stencil for the numerical scheme, which
makes them unsuitable for thin domains such as the RV
wall. In [10], [3] and [9], the problem is solved by setting
up a linear system of N;+ N, unknowns, with N, the
number of ghost nodes. This linear system was considered
the steady state of an evolutionary problem with a fictitious
time, which was solved using a multigrid strategy given the
high computational cost of the method. However, its L,
error norm was significantly higher than the one committed
by [15] (2.5 to 3 times higher). This was attributed [10] to
defining only one value to each ghost node, whereas [15]
could use several values for a ghost node.

In this paper we provide a framework to compute thick-
ness on irregularly-shaped thin walls. We bear in mind the
problem of calculating the width of the RV, although we pose
it as a general framework to calculate thickness between two
close-by non-intersecting surfaces, where one of them is en-
closed by the other. Our main contribution is an algorithm to
solve the Laplace equation that uses ghost nodes and is able
to extrapolate values on them. To avoid the high memory re-
quirements of implicit methods in 3D domains, our proposal
is implemented as an iterative algorithm that uses an explicit
scheme on voxels with complete neighborhoods and a new
semi-implicit scheme on voxels immediately contiguous to
the domain. By solving a local linear system of equations to
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update the value at each contiguous node, the problem of
instabilites suffered by [15] is avoided. After the solution
within the domain has converged, the values at the ghost
nodes are computed using a different least squares problem.
Thanks to the extrapolated values on the ghost nodes, the
domain where thickness is measured may be extended one
voxel beyond the boundary. Thickness values are computed
by tracing streamlines from the outer surface (in our case,
the epicardium) to the inner surface (the endocardium) and
computing their length. The method is tested on a math-
ematical phantom, the biventricular segmentations of the
CMR acquisitions of ten pigs and the RV Segmentation
Challenge dataset [29], and it improves the mean L, error
norm of the thickness measurements over state of the art
methods at least 43.28%. In addition, the method surpasses
other state of the art methods in classifying RV myocardial
segments depending on the RV wall thickness, especially in
the detection of thin segments.

The rest of the article is structured as follows. Section 2
describes the proposed local semi-implicit method to solve
the Laplace problem. In Section 3, the materials and pro-
cessing pipeline to apply the previous methods to compute
the RV thickness maps are described. Experimental results
are shown in Section 4 and discussed in Section 5.

2. Locally Semi-Implicit Scheme with
Extrapolation
2.1. Formulation of the Laplace Problem

Let Q c RN be an N,-dimensional domain where an
isotropic grid is defined. The spacing between contiguous

nodes along the i-th dimensionis ;. Letv; = (0, ..., A;, ..., 0T

be a vector that points to the location of the next node in
the ith dimension (||v;|| = A;). Let Q C Q be the domain
enclosed by I'y c Q and I'} € Q. In the following, the
proposed method intends to find s : RN¢ — R that solves
the Laplace problem:

V2s(x) = 0 s.t. s(Ty) = s, 5(T'y) = 5, 1

forx € I'y U Qg UT. Since s(-) is a real-valued, harmonic
function and I'jy U Q U I'| is a connected domain, by
the Maximum Principle s(:) can only have a maximum or
minimum within Qp only if it is constant over the whole
domain, and it attains its maximum and minimum values on
I'h U (see, for example, [6] for proof and further details).

2.2. Linear System for Incomplete Neighborhoods
The values of s(-) on the boundaries are expressed using
an auxiliary piecewise constant implicit function f(-) which
is built so that f(I'y) = sy and f(I';) = s;. The boundaries
I'y and I'; are also expressed implicitly by means of a signed
distance map ¢(-) such that ¢(I'y UT';) = 0 and ¢(x) < 0 if
X € Qg and ¢(x) > 0 otherwise. Finally, letI' =Ty UT’;.
As in other methods, such as [15], the algorithm is
described first for an incomplete one-dimensional neighbor-
hood, and it is then extended to higher dimensional neighbor-
hoods. The nodes outside the domain that would complete an

A B

Y.; ® o

Figure 1: A. lllustration of an one-dimensional neighborhood
with one ghost value next to I'. B. Two-dimensional neighbor-
hood with two ghost values next to T'.

X,

X+ vy

incomplete neighborhood are called ghost nodes. Figure 1
depicts a neighborhood where the boundary I' is located
between nodes x — v; and X, with xp- being the intersection
point between I" and the segment delimited by x — v; and x.
Nodes x and x + v (in blue) belong to Qp, whereas X — v,
(in white) does not; therefore, a ghost value s%(x — V) is
assigned to it.

This way, the second order approximation to the second
derivative along v, can be built, and the Dirichlet condition
for xp € I' can be established using a second order Lagrange
polynomial interpolator 3 (-). From the boundary condition
s(T'y) = s¢, the equation §'(xp) = s, is obtained, and the
following linear system can be established for the neighbor-
hood:

§1(xp) = s9(x = v)I_ (xp) + s(X)o(xp)
+s(x+ vl (xp) = f(xp)
1 2

ly =+ v Lo

Y= Hl I+ v — vl

i#]

where s¥(x — v,) is called a ghost value for x — v, which is
outside the domain where s(-) is properly defined. From the
discretization of the Laplace equation, we have:

sO(X —v)) —25(x) + s(X + v;)
n B

0 ©)
Equations (2) and (3) can be written as a linear system:
S (xr) i) loGp) L) \ [ $9x=vD)
< Or ) - ( . =2 1 ) s(x)
h2

72 2
h h s(X+v))

1
“

1

If we now define

b= ( fxp) 0)"

mx=( I (x) hi% )T
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(sCx—=vp s(x) )T

s(x+vp)

I_y(xp)  lo(xp)
A* = 1 -2

1

=

bl I

<

where T stands for transpose, we can write

X X X ux
=) ()
bf = A%u} + m*uy

b —m*uy; = A¥u} ©)
——
bX
so we end up having a linear system which may be expressed
as:

AXu¥ = b (©6)

where AX* contains coefficients relative to the unknowns u’s‘.
Vector b*, as introduced in Eq. (5), can be expressed

b* = bY — m*u} ©)

where b represents the terms that depend on f(-) and m* is
a vector containing the coefficients applied on u) . Notice that
A¥, by and m* depend only on the geometry of the problem
at the neighborhood of x.

When the neighborhood has more than one dimension,
we have one equation coming from the discretization of the
Laplace equation which will include one or more Ghost
nodes, and one equation such as (2) for each of the Ghost
nodes. The scalar quantity uz becomes vector uz and, corre-
spondingly, vector m* becomes matrix M*. The former will
include values of function s(-) to be determined in nodes
which are neither ghosts nor node x, and matrix M* will
include coefficients on these nodes; this matrix, as it was the
case of m* is 1D, is only a function of the problem geometry.
Accordingly, Eq. (7) becomes

b* = b — M*u ®)

2.3. Algorithm

The method is designed as an iterative method and re-
sembles the Gauss-Seidel explicit method (see, for example,
[16]) in that it uses the updated values of nodes already
visited at the current iteration. The pseudocode of the full
algorithm can be found in Algorithm 1. The inputs are the
signed distance map to the boundary contours ¢(-) and f(-).
For implementation purposes, f(-) is defined outside I" such
that f(x) is assigned the value of f(-) at the point of I closest
to x. The first step is to assign to each node in the domain one
of the following labels:

e Far, if neither the node nor its neighbors are within
Qp.

e Ghost, if the node is not in Qp, but at least one of its
neighbors is.

e Contiguous, if the node is within Qp, but at least one
of its neighbors is not.

e [nterior, if both the node and all of its neighbors
belong to Q.

where a voxel neighbors refers to the voxels immediately
contiguous to it along the grid axes. When all the nodes are
labeled, the Contiguous nodes are grouped into a set, and
the Interior nodes are also grouped together. For each Con-
tiguous node Xp, AXC, b?c and M*c are obtained. (A¥¢)~!
can also be computed, in order to speed up the algorithm.
For the sake of completeness, panel B of figure 1 shows a
2D neigbourhood of point X in which contour I" encloses
a subset of the grid points. v; is considered the vertical
direction with grid spacing h; and v, and A, have the same
meaning in the horizontal direction. Let xi-  be the off-
grid contour point in the vertical direction and Xr, in the
horizontal direction. Then it is easy to obtain the following
data structures:

lle (Xl—y) , 0 152 (Xr‘y) I:ZZ (XI‘y) 0
0 CZixr) 1) (k) 0 17 (%)
v 2 ~

and

by =( son) S 0)

we = ( sOxC—v,) s9xC-v) sx) )T
wl = sx+vy) sx+v) )T

The initial values of the iteration are set as follows: ghost
nodes associated to I', are given the value s, and those asso-
ciated to I'; the value s;. Let Np denote the number of ghost
nodes associated to I'y and N, the corresponding number for I';.
Let fean =(Nr, 50 + Nr, s)/(Np, + Nr,). Interior or Contiguous
nodes are given the value f,,,,.- Then, on each iteration, the
Contiguous nodes are updated first and the Interior nodes, second.
In order to improve the speed of the solution convergence, the nodes
of each set are sorted by their value of ¢(-), so that the nodes closest
to I' are updated first. When a Contiguous node X, is updated,
the value of the rest of the nodes in € is considered fixed. Then,

Xc,(m+1)

sm+D(x,.) is obtained from u; after solving:

Xc,(m+1) _ Xc\—1 Xc _ X, Xc,(m,m+1)
we = Ay (b - Meu ) ©)
where uzc’(m’mﬂ) is composed by the values of the solution at
iteration (m) or (m + 1), depending on the node visit plan. After all
the contiguous nodes are updated, the Interior nodes are visited,
and its values are computed using:
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Ny smmth(x +v,) 4+ stmmtD(x —v,)

P e
() = ' (10)

e
5K

Notice that ghost nodes can be updated by solving Eq. (6).
However, this has no relevance for the iterations. Ghost nodes are
treated as described in Section 2.4.

Input: ¢(x), f(x), Vx € Q
Generate label map

L(x) : Q — {Far,Ghost,Contiguous, I nterior}
Build and sort the Contiguous and Interior subsets
forall {x.|L(x.-) = Contiguous} do

‘ Compute A¥c, b;c and M¥*c
end
S(O)(“QR) = fmean’ m=0
repeat
forall {x-|L(xc) = Contiguous} do

bxc,(m) — b?c — M¥c . u(m)
Compute sV (x.) using (9)

end
forall {x;|L(x;) = Interior} do

| Compute s+ (x;) using (10)
end
m=m+1

until Convergence
Algorithm 1: Pseudocode of the proposed method to
solve the Laplace problem.

2.4. Extension of the Solution to Ghost Nodes

There are situations in which it is desirable to extrapolate
values to the ghost nodes, such as extending the computation of
the thickness maps by one voxel to provide better estimations of
the thickness on I';. In such a case, the straightforward alternative
would be to keep the values of the ghost nodes computed along with
the values of the Contiguous nodes using (9). However, if a Ghost
node takes part in the computation of more than one Contiguous
node, this strategy will make the Ghost node depend only on the
Contiguous node system last visited. For this reason, we extend
the solution at the Ghost nodes by considering the value of the
Contiguous and Interior nodes as fixed and the values of all the
Ghost nodes as the unknowns u® of a linear system of equations,
which is solved as the following linear least squares problem with
linear inequality constraints to enforce the monotonicity of the
solution outside Qp:

min %HALSUG —bES|?s.t. Cu® < d° (11)

The extrapolation linear system ALSu® = b5 is built with the
equalities as in Eq. (6) for the whole set of Contiguous nodes. A5
is a matrix with N, ¢ rows, one for each equation of the local linear
systems for updating the Contiguous nodes, and N columns, with
N, the number of ghost nodes. The independent terms of the local
linear systems are updated with the solution after it has converged,

Frven 128

Pl Background

Flven

A

Fpem' j /
(@ (b)

Figure 2: (a) Surfaces of the myocardial borders and (b) XY
slice of the discretization of the phantom with parameters
R, =3 R,=4 L=1and h=02.

s"" (). Also, the elements of A*u¥ that depend on the solution
at Contiguous nodes are moved to vector b™S after computing
its numerical value using s” (-). Regarding the linear inequality
system Cu® < d° C is a diagonal N; X N matrix whose
diagonal elements take the values {—1,1} depending on whether
the extrapolated value needs to be over or below, respectively, the
Dirichlet boundary condition given through f(-). Accordingly, the
values of d¢ take the values of f(-) where the extrapolated values
need to be below the Dirichlet condition, and — f(-) otherwise.
Problem (11) is solved using the Matlab Optimization Toolbox.

The methodology presented in this section will be hereinafter
referred to as Locally (semi) IMplicit method with EXtrapolation
(limex) to the ghost nodes. This scheme is semi-implicit because
on the linear systems built for the Contiguous nodes, not all the
neighborhood nodes are unknowns, as in implicit schemes, but
more nodes than the central one X are unknowns, unlike explicit
schemes. The solution space in which function s(-) is calculated
(including the ghost nodes) will be hereinafter referred to as Q.
Q,, depends on the grid discretization and Q, = I'yU Q. UT as
h— 0.

3. Materials and Methods

3.1. Materials
3.1.1. Numerical Phantom

A phantom with variable wall thickness and grid spacing
was used to test the methodology. This phantom needed to be
sufficiently simple so that analytical thickness measures could be
employed but, simultaneously, its configuration should also be
sufficiently similar to the biventricular mask. The chosen phantom
consists of an outer sphere of radius R, resembling the pericardium
(I')er;) and two symmetric spherical caps of an inner concentric
sphere of radius R;, one for the LV endocardium (I',,,,) and the
other for the RV endocardium (I',,,,). The spherical cap planes
are parallel to the Y Z plane and cut the x-axis on {—L/2, L/2}.
Fig. 2(a) contains an instance of the phantom surfaces. The phan-
tom dataset will be made available upon reasonable request.

3.1.2. Dataset of Real RV Segmentations from Pigs
This dataset contains the segmentation of the biventricular
myocardium of ten pigs with established myocardial infarction, de-
lineated on high resolution 3D LGE-CMR images. All procedures
in pigs were approved by the Centro Nacional de Investigaciones
Cardiovasculares (CNIC) Committee on Use and Care of Animals
and by the Comunidad de Madrid (Ref#PROEX097/17). Animal
experiments comply with Spanish (RD53/2013, ECC/566/2015),
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European (2010/63/EU) and Animal Research: Reporting of In
Vivo Experiments (ARRIVE) guidelines. The images were ac-
quired with a Philips Achieva 3T-Tx whole-body scanner equipped
with a 32-element and phased-array cardiac coil (Philips Health-
care, Best, The Netherlands), using an inversion-recovery spoiled
turbo field echo (IR-T1TFE) with isotropic resolution of 1.5 X 1.5
X 1.5 mm (reconstruction resolution 0.57 X 0.57 X 0.75 mm). An
initial segmentation of the biventricular wall was obtained semi-
automatically with custom-made software in Matlab, which served
as a basis for a fine manual segmentation done by cardiologists (8-
12 h per segmentation). Further details can be found in [25]. The
segmentations, which include papillary muscles, were provided as
surface triangulations. In Panel A of Fig. 8, one of these surface
triangulations is shown. The pig dataset will be made available
upon reasonable request.

3.1.3. RV Segmentation Challenge Data

The dataset of the Right Ventricle Segmentation Challenge
(RVSC), held at the MICCAI’12 Conference, is publicly available
at https://rvsc.projets.litislab.fr/ (accessed: 2023-02-28). It
contains data from 48 patients who were referred to the Rouen Uni-
versity Hospital for a cardiac MR examination. Clinical indications
included myocarditis, ischaemic cardiomyopathy, suspicion of ar-
rhythogenic right ventricular dysplasia, dilated cardiomyopathy,
hypertrophic cardiomyopathy and aortic stenosis [29]. For each pa-
tient, a CINEmatic short-axis image was provided, acquired using
a retrospectively synchronized balance steady-state free precession
sequence on a 1.5T Symphony Tim scanner (Siemens Medical
Systems). Sequence parameters were TR = 50 ms, TE = 1.7 ms, flip
angle = 55°, slice thickness = 7 mm, space between slices = 8.4 mm
and 20 slices per cardiac cycle [29]. Acquired in-plane spatial res-
olution is 1.6 mm but, after zooming and cropping, reconstructed
in-plane spacing varies between 0.57 mm and 0.97 mm. Also, an
expert provided manual delineations of the RV endocardium and
epicardium on a set of short-axis slices at end-diastole and end-
systole for each patient. Experts were asked to consider papillary
muscles as part of the ventricular cavity. The number of slices with
manual delineations varied between 5 and 12 for each patient and
cardiac phase. In total, 757 slices contained manual delineations,
which are expressed as a list of spatial coordinates (i.e., they are
not binary masks). Expressed permission was attained to use these
data for the purpose of measuring RV thickness.

3.2. Methods
3.2.1. General Overview of the Proposed Method

As in other methods that employ the Laplace equation to
compute thickness for the LV ([18], [24], [4]), the proposed method
to compute thickness in the RV is divided into two main steps:
the computation of the correspondences between the endocardium
and the epicardium by solving the Laplace equation with boundary
conditions, and the computation of the thickness maps, in this case
by means of streamlines. For the former we need binary masks
while for the latter we need a triangular mesh for 3D or contours
for 2D. Section 3.2.2 provides details on how these data structures
are created. In addition, signed distance maps ¢(-) are computed
using [23] to generate the Euclidean distance map and changing
signs where needed according to the binary mask.

The computation of the RV thickness has some particularities
when the segmentation of the biventricular myocardium is pro-
vided. Since the RV wall is inserted into the LV at the septum, there
is some uncertainty about the RV limits, which are also irregularly
shaped. In that situation, the right and left ventricles need to be

identified beforehand. Also, at some regions, the RV wall is very
thin in terms of number of voxels within the wall. Section 3.2.3
provides deeper insight on this topic

3.2.2. Meshes and Binary Masks

The phantom is discretized using an isotropic grid of spacing
h and a label map where the background, the biventricular my-
ocardium and the LV and RV cavities are identified. R, R,, L and
h are considered measured in mm. Fig. 2(b) contains a slice of the
discretized phantom in Fig. 2(a). In addition, we generate a mesh
of the phantom as for streamline calculation.

Masks for the RSVC dataset are straightforward to handle
since data are processed in 2D. In addition, since contours are
provided directly for the RV, no further processing is needed. For
terminological simplicity, terms like vertices or triangulation will
be loosely used both for 2D and 3D since for our purposes they are
functionally similar.

The pig dataset deserves further attention. For each pig, an
isotropic 3D grid was generated for each of the following spacings
(in mm) A =0.4,1.0,1.5,2.0. Every grid was oriented following
the short-axis convention. The spacing 4 = 0.4 mm was employed
to generate a silver standard against which to measure the thickness
computed on the grids with 2 = {1.0, 1.5,2.0} mm (further details
are provided in Sections 3.2.6 and 4.2). An additional isotropic grid
with 4 = 0.57 mm was generated in the same short-axis orientation.
This grid is then downsampled in the through-plane dimension to
create an anisotropic grid; downsampling factors ranged from 2 to
14, the latter having a space between slices of approximately 8 mm.
Then, a binary mask of the biventricular wall was generated on
each of the grids by rasterizing the biventricular wall mesh using
external software [1]. On each short-axis slice of the biventricular
mask, the LV and RV cavities are identified by comparing the slice
with the result of applying a hole filling algorithm (available in
Matlab). Coherence along the long axis was enforced by analyzing
the 3D connectivity of the cavities on the stack of slices. Each
triangle within the biventricular surface triangulation was assigned
t0 I'pppis Dypen O Ty, by performing a custom region growing
algorithm on the triangulation. T',,,,, I, and I',,; are the RV
endocardial, LV endocardial and pericardial surfaces, respectively.
The RV cavity binary mask is refined using the rasterization of
I',,..» to improve its definition at the most basal and apical slices.
3.2.3. Identification of the Right and Left Ventricles

Boundary

To identify the border between the RV and the LV, the method
described in the supplementary material of [25] is used, where the
full of the method can be found. For self-containment purposes, a
brief description is provided. A first approximation for the LV mask
is built by, first, solving the following problem:

V28(x) = 0s.t. 3(T,,,,) = 0,8(C,,,, UT 1, (12)

roen peri) =

A binary mask is obtained by thresholding with § < 0.98,
which is then morphologically dilated with a spherical kernel
with a radius of two voxels. After dilation, all voxels outside the
biventricular myocardium are set to zero. The LV mask is refined by
using a variational framework based on [7] where the data-driven
terms are built using 5(-), ||VS(-)|| and the RV cavity mask. On the
left column of Fig. 3, the LV mask limits for one of the pigs are
displayed in red over the anatomical labels.
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Figure 3: Short axis and 4-chamber views of both the anatom-
ical labels and s(-) isocontours at s(-) = 0,0.25,0.5,0.75, 1 for
one of the pigs with grid spacing A = 1.0.

3.2.4. Generating the Thickness Maps

Depending on whether the biventricular mask (phantom and
pig set) or the RV endocardial and epicardial contours are avail-
able, the boundary conditions of the Laplace problem are posed
differently. In both cases, the problem is solved with the method
described in Section 2.

V2s(x) = 0 s.t. s(T 0, s(I" 1, (13)

rven) = rvepi) =

where I,,,, and T, are the RV endocardium and epicardium,
respectively. For the biventricular mask, the problem is modified

to:

V2s(x) = 0s.t. (T, UT ) = 0,8(T,,,.) = 1, (14)

rven peri)

where I';,,, and I',,,; are the LV endocardial and pericardial sur-
faces, respectively. Setting the boundary conditions s(I",,,,) =0
and s(I';,,,) = O prevents that any point at the RV endocardium be
connected to a point on the LV endocardium by a streamline of s(-).
By solving the problem at the whole biventricular mask, the RV
shape irregularity at the insertion on the LV is overcome. The right
side of Fig. 3 shows the isocontours of s(-) on a short-axis slice and
a 4-chamber slice of one of the pigs. Nodes outside the domain Q,,
(labeled as Far when solving the Laplace problem) and within the
RV cavity (and within the LV cavity for (14)) ) were given a value
of s(-) = —10 to prevent Vs to point towards the myocardium at
the Ghost nodes next to the RV endocardium. Likewise, Far nodes
located at the background are given a value s(-) = 10.

Thickness is computed by tracing streamlines along the nor-
malized gradient of the Laplace solution, Vs/||Vs]|, starting from
the triangulation vertices of the RV epicardium, {xv}v :’1, until
the streamline reaches the RV endocardium. Each streamline
v, = {y’},]} was computed with the Euler integration method
(using Matlab 2020a). Thickness at each vertex x, was defined
as the length of its corresponding streamline y,. To increase the
quality of the streamlines, they were cleaned of segments with
a deviation over 6, = 80°; if such a segment was detected, the
segments after it were removed from the streamline.

To detect where the ending point of the streamline was, the

. . N, .
values of s(-) at the streamline points {y/} '’ were interpolated,
and the index j that minimized |s(y}) — 5|, with s, being the value

of s(-) at the RV endocardium (s, = 0), was computed. Then, if
(5(3") = 56)(5¥,-1) = 59) < 001 (5(¥%) = 59)(5(¥11) = 5¢) < O, the
end of the streamline is computed as the point within the segment
between y;.’ and y;il where s(-) = s, assuming that s(-) varies
linearly along the segment. Otherwise, if |s(y}) — so| < As,,, ¥}
is considered the ending point of y,. If not, we assume that the
streamline has not reached the RV endocardium and the process is
repeated after extending y, with a new streamline computed from
the point y/? + hs,epV¢'”e"(y;) / V¢’”e"(y;) [|. ¢"™" is the Euclidean
distance map to the RV endocardium.

3.2.5. Data Augmentation

The variability of the pig set and the phantom was increased
by reorienting the grid using a rigid transform that simulates the
variability that may occur from the manual planning of the short
axis orientation. It has the following expression:

T (x,6%,6%,x°T) = (x& - x,) — x°F 5

+ R*(—0*)R7(—0")(x — (x* — X)) 13
where x|, is the origin of the coordinate system; x#° is the geometric
center of the vertices from the biventricular triangulation (of either
the pig or the phantom), which is chosen as the rotation center;
RY(6?) is a counter-clockwise rotation of angle 6 around the y-
axis; R*(6%) is a counter-clockwise rotation of angle 6* around
the z-axis; and x° controls the translation added to the new grid.
Figure 4 illustrates the rotations R”(6”) and R*(6%) and the ranges
for the rotation angles for one of the pigs.

(b)

Figure 4: (a) Range (in red) of 6¥ € [-3°,3°] for the rota-
tion around the y-axis (R¥(-)), and (b) range (in green) of
0% € [—15°,15°] for the rotation around the z-axis (R*(-)). The
y-axis and the z-axis are orthogonal to the image planes in (a)
and (b), respectively.

3.2.6. Methods Used for Comparison

Limex is compared with the following thickness computation
methods. The method jones consists in solving the Laplace problem
using the explicit Gauss-Seidel method, computing streamlines
with the Euler integration method (using the Matlab 2020a soft-
ware) from the triangulation vertices of the RV epicardium and
returning the length of the streamline as the thickness at that
vertex. This is the approach followed in [18]. Methods impli and
gibou only differ from jones in the method used to solve the
Laplace equation: the implicit method and the ghost nodes method
proposed in [15]. Other ghost node based schemes such as [14]
and [13] have not been considered since their schemes require
the domain to be at least 3 and 4 nodes wide, respectively, along
each dimension. Method mssfim is the Multi-Stencil Streamline Fast
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Marching method (MS-SFM) proposed in [24], which is based
on partial differential equations; this method generalizes the one
described in [39] and provides more accurate results. The thickness
maps yielded by mssfm are interpolated at the triangulation vertices
so that pointwise comparisons with the other methods can be made.
Finally, the method augusto is computed as jones, but the thickness
is given as the distance between both streamline endpoints, as in [4].
In total, six thickness methods are considered.

Comparison is based on the quantification of the thickness
deviation with respect to the reference solution. For the case of
the phantom the reference is straightforward since an analytical
solution is available. For each of the two other datasets this role
is played by a silver standard (SS), which is built by averaging
the solutions of the methods previously described when they are
applied on the grid with highest resolution. Details of each of the
silver standards are provided in Sections 4.2 and 4.3. Given the
reference, we calculate at each vertex of the triangulation of the
RV epicardium the absolute deviation of the thickness for each
method and the reference. The L, and the L norms of the absolute
deviations are employed as metrics:

Ny

Lt = — 3 |1, 1| (16)
Nt n=1

L(t, tfef)— max (|t =) 17

where ¢ and #™' are two vectors of the same number N, of elements
containing, respectively, the estimated thickness measurements and
their associated reference values.

4. Experiments
4.1. Phantom

A total of 104 combinations of parameters for the phantom
described in Section 3.1.1 (and Fig. 2) were issued fixing R, = 3
and L =1, and using every combination of R, and & values
within the sets R, = {4 +0.25i})2) and h = {0.2+0. 1/}7 . For
each combination of parameters, the phantom was dlscretlzed on
ten different grids, each of them the result of applying a rigid
transform 7 (8, 67, x°F) with values for #”, #% and each component
of x° generated with uniform distributions in the intervals [—3, 3]
degrees, [—15, 15] degrees and [—h/2, h/2]. The ranges of #” and
6* are illustrated in Figure 4. In total, 1040 instances of the phantom
were generated.

Figure 5 contains the boxplots of the L, and L norms of the
thickness maps yielded by each of the methods for the 1040 phan-
tom instances. It may be observed that the proposed limex method
yields, in general, values significantly lower for both norms. The
mean L, norm for /limex was 0.055, which was between 86.52%
and 90.25% lower than for the rest of the methods. A Friedman test
was conducted for each of the norms to detect statistical differences
between methods, which were found for both norms with p < 107%.
A post hoc analysis using the pairwise paired Wilcoxon test with
Bonferroni correction for the p-values found statistically significant
differences between every pair of methods.

To gain further insight, for each combination of (h, R,) and
per thickness calculation method, the root mean square (RMS) of
a 10-element sample of the L, values was computed; each element
comes from each of the grids defined above. For each (h, R,), the
RMS values were normalized by the maximum RMS value along

Friedman test, (5) = 4363.43, p = <0.0001, n = 1040
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Figure 5: Boxplot of (a) the L, error norms and (b) the L
error norms of the thickness values at the RV epicardium, of
the 1040 phantom instances, grouped by the thickness method
employed.
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Figure 6: Scatter plot where the circle size is scaled by the RMS
of all the L, norms for each thickness method and phantom
instance (smaller means better). Circles are located by the
phantom thickness and grid spacing.

each thickness calculation method. Figure 6 displays a 2D graphical
representation of these values as a function of the grid spacing h
and the phantom thickness R, — R,; specifically, the area of each
circle is scaled by the aforementioned ratio (smaller symbol means
better method). It can be observed that the limex achieves the lowest
RMS value for every combination of grid spacing and phantom
thickness, whereas the rest of the methods are generally very close
to each other.

4.2. Right Ventricular Thickness on Pigs

4.2.1. Performance on fine-to-coarse isotropic voxels
The experimental design for the pig data bank was similar to

that of the phantoms. For each element on the pig data bank, three

grid resolutions were considered: 4 = 1.0,1.5,2.0 mm. For each

combination of pig and spatial resolution, fifteen different isotropic
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Friedman test, XZ(S) =1593.28, p = <0.0001, n = 450

Friedman test, x2(5) =993.13, p =<0.0001, n = 450
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Figure 7: Boxplot of (a) the L, error norms and (b) the L error norms of the thickness values at the RV epicardium, of the 450
pig instances, grouped by grid spacing and by the thickness method employed.

grids were obtained by applying a rigid transform 7 (87, 67, x°)
to the original short-axis coordinate system and scaling the axes
to the chosen spatial resolution. As with the phantoms, 6, 6% and
each component of x°" were generated with uniform distributions
in the intervals [-3, 3] degrees, [—15, 15] degrees and [—-h/2, h /2],
respectively. In total, 450 instances were generated. For each of
them, the thickness maps (jones, impli, gibou, limex, mssfim and
augusto) were computed. Execution times for limex at A = 1.0 mm
were 118.95(98.7 s, 139.1 s), formatted as median (25th percentile,
75th percentile), slightly higher than the other methods; the gibou
method, for instance, has a median value equal to 91.9 s.

Given that the true myocardial thickness is unknown, a silver
standard was generated by using a higher resolution grid. This
validation approach has already been used in [17], where the
thickness from a high resolution acquisition is considered the
ground truth for a corresponding low resolution acquisition. For
each pig, the silver standard was computed by upsampling the
geometries to a high resolution grid with spacing (A = 0.4 mm),
computing a thickness map on the upsampled geometry for each of
the considered methods (jones, impli, gibou, limex, mssfim and au-
gusto) and averaging, at every triangulation vertex, the interpolated
values of those thickness maps. For grid spacings below h = 0.4
mm, the impli and gibou methods could not be computed because
they required more memory than the available in our server (484
GB). At resolution 4 = 0.4 mm and for the pig with the largest
myocardium, the peak memory consumption (including that of
Matlab itself) by the methods that use ghost nodes was 274.02
GB and 13.35 GB for gibou and limex, respectively, whereas the
Jjones method uses 12.03 GB. This sets limex as more efficient than
gibou by a factor of 20.53 and less efficient than jones by just a
factor of 1.11. Intraclass Correlation Coefficient (ICC) values of
the agreement between the six thickness maps, for each pig, were
in the interval [0.6580, 0.7830], using the formula ICC(A,1) from
[22]. The ICC computed only for the 4 streamline-based methods
that consider thickness as the streamline length were in the range
[0.9727,0.9838].

Figures 7(a) and 7(b) show the boxplots of the L, and L
norms of the error with respect to the SS, respectively, grouped
by the grid resolution. Again, the /imex method yields the lowest
mean L, values for every grid resolution: 0.384 mm, 0.474 mm and
0.646 mm for A = 1.5,2.0 mm, respectively, which was between
43.28% and 75.44% lower than the rest of the methods. It also
attains the lowest mean L at 4 = 1.0 mm and the second lowest

at h = 1.5,2.0 mm, with the mssfim method being the lowest.
Comparing Fig. 7(a) with Fig. 5(a) it turns out that the behavior of
the L, norm with the pig data at each of the grid resolutions is very
similar to the results with the phantoms, in spite of the relatively
poor agreement between the thickness maps at 2 = 0.4 mm that
take part in the generation of the silver standard.

A Friedman test was applied to both the L, and the L
norm values to detect statistical differences between the thickness
computation methods, and the null hypothesis was rejected for both
norms with p < 107, Then, for each norm and grid resolution,
a post hoc analysis using the pairwise paired Wilcoxon test with
Bonferroni correction for the p-values was performed. There were
statistical differences between /imex and every other method for the
L, norm. For the L norm, limex was also statistically different
from every other method except mssfin at h = 1.5 mm and gibou
and augusto at h = 2.0 mm. Interestingly, statistical differences
were found between jones and augusto on both norms and every
grid resolution.

Panel C of Fig. 8 contains the RMS of the absolute deviations
with respect to the SS thickness map (which is shown in panel B
of the same figure) of the 18 thickness maps computed with the
same thickness method and grid resolution, for one of the pigs. It
may be observed that the RMS values for the /imex method increase
much less than the rest of the methods as the grid becomes coarser.
The border of the RV epicardium closest to the ventricular apex
appears to be the region where the error is higher, especially using
the coarsest grid. However, methods limex and mssfin appear to
yield the lowest error at that region.

4.2.2. Performance on fine-to-coarse anisotropic
voxels

The effect of voxel anisotropy was studied by downsampling
the data in the through-plane direction, using integer downsampling
factors ny = 2,3,...,14 to generate short-axis oriented grids of
resolution 0.57X0.57x0.57n, mm. For each pig and downsampling
factor combination, five different grids were generated by applying
a rigid transform 7 (67, 6%,x°"), where the values of #”, % and
x°T were generated randomly within the intervals indicated in
Section 4.2.1. Then, for each downsampled instance and thickness
method, a thickness map was computed and interpolated at the
vertices of the RV epicardium, as in Section 4.2.1.

Figure 9 shows the average of the L, error norms by thickness
method and downsampling factor n|. As expected, increasing the
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Figure 9: Mean L, norm by thickness method and downsam-
pling factor of the anisotropic downsampled pig dataset.

voxel anisotropy increases the error of the thickness measurements.
Up to n; =5, limex yields the lowest errors and, for n| > 5, mssfin
shows more robustness to voxel anisotropy than the other methods.

4.3. RVSC Data
4.3.1. Evaluation by Local Thickness

For each of the 757 slices of the RVSC data, the thickness maps
were computed using the six methods previously considered: jones,
impli, gibou, limex, mssfm and augusto. Here, the processing is
performed in 2D to match the dimensionality of the input data and
because of the high slice thickness and slice misalignments due to
breath hold artifacts. Execution times to obtain the thickness maps
with limex for the 757 slices, given as median (25th percentile,
75th percentile), were 14.0 s (12.8 s, 15.3 s), which is comparable
to the figures of other methods. As with the pig dataset, a silver
standard is generated for evaluation purposes for every slice. Each
slice is upsampled by a factor of 8 on each of the axes, and the
SS thickness map is the average of the six thickness maps obtained
with the aforementioned methods on the finest grid. ICC values
between the 6 thickness maps computed for the SS were within
the interval [0.9231,0.9997]. Then, the SS thickness values at the
vertices of the RV epicardial contour were compared to the values
yielded by each of the methods at the original resolution.

Friedman test, *(5) = 3558.24, p = <0.0001, n = 757
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Figure 10: Boxplot of (a) the L, error norms and (b) the L
error norms of the thickness values at the RV epicardium, of the
757 slices within the RVSC dataset, grouped by the thickness
method employed.

Figure 10 contains the boxplots of the L, and L  norms of
the 757 slices, grouped by method. It may be observed that the
proposed limex method obtains the lowest mean L, norm (0.115
mm), which was between 55.25% and 76.81% lower than the rest of
the methods. Limex also achieved the lowest mean L_ norm (0.764
mm), followed by the method mssfin (1.292 mm). The behavior
of the L, norm shown in Fig. 10(a) shows coherence with the
results from the pig data and the phantom. A Friedman test was
conducted for each of the norms to detect statistical differences
between methods, which were found for both norms with p < 1074,
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Then, a post hoc analysis using the pairwise paired Wilcoxon
test with Bonferroni correction for the p-values found statistically
significant differences between values of the L, norm between
every pair of methods. Repeating the post hoc analysis for the L
norm, statistically significant differences were found between every
pair of methods except between the methods mssfim and augusto.
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Flgure 11: A. Boxplots of the local absolute deviations commit-
ted by each method on the RVSC dataset, grouped by intervals
of the silver standard thickness. B. Probability distribution
function of the local relative absolute deviations committed
by each method.

To evaluate the behaviour of the different methods with respect
to the wall thickness, every vertex of each slice in the RVSC
was assigned a group depending on its silver standard thickness
value tfff. Four intervals were considered, taking into account
the acquired in-plane spatial resolution (1.6 mm): [0, 1.6) mm,
[1.6,3.2) mm, [3.2,4.8) mm and [4.8, co) mm. The percentage of
vertices that belong to each interval is 2.80%, 43.90%, 38.87% and
14.43%, respectively. Therefore, the percentage of vertices that fall
below the acquired in-plane spatial resolution is negligible. Panel
A of figure 11 contains the boxplots of the absolute deviations at
the vertices of each of the groups. It may be observed that limex
yields lower errors than the rest of the methods on all intervals.
Panel B of figure 11 shows the histograms of the local relative
absolute deviations, normalized as probability density functions,
of all the compared methods. Local relative absolute deviations
were computed as |f, — t;ef| /t;ff, following the same notation as
in Eq. (16), where ¢, is calculated for each method.

4.3.2. Evaluation by Myocardial Segments

To evaluate the influence of the thickness method on the
detection of myocardial wall thinning or thickening, the following
experiment was carried out. For each patient and cardiac phase,
the RV was partitioned into myocardial segments according to the
model proposed in [37]. End-systole segments were also included
to increase the sample size and the number of thick segments.
Segments containing less than 5 vertices were removed from the
calculations. In total, 1248 segments were considered. For each
segment i/ and thickness method method, the segment thickness
Tr:m hoq Was computed by averaging the thickness values at every
segment vertex.

Lower and upper thresholds to discriminate in classes thin/nor-
mal/thick were established at 3.092 mm and 5 mm, respectively.
The lower threshold is the median of the SS thickness values
at every point of the epicardium at end-diastole, and the reason
for the upper threshold is that it is a marker of disease pro-
gression in pulmonary hipertension [36]. Then, each segment
i was classified by its value with respect to the SS thickness
map as Thin if T,  was less than 3.092 mm, Thick if T,  was
over 5 mm and Normal otherwise. Thin and Thick segments

were 37.18% and 8.25% of the total. For each of the methods
(jones, impli, gibou, limex, mssfim and augusto), the segments
were also classified using the same procedure and the sensitivity
(TP/(TP + FN)), specificity (TN /(TN + F P)) and Dice met-
rics 2-TP/(FP+2-TP+ FN)) were computed with respect
to the individual Thin and Thick labels, where TP, TN, FP and
FN stand for true positive, true negative, false positive and false
negative, respectively. Also, the multi-label accuracy and the multi-
label Dice of the Thin and Thick labels were computed:

3

Z C;;let
Multi — label Accuracy™ = % (18)
Fycpr
i=1 j=1
Cmet met
Multi — label Dice™ =2 s (19)

3
2 Z Cl'?et + Cirlnet

=13 i=1

where C € M>® is the confusion matrix such that C/ is the
number of segments labeled i using the silver standard and j using
the thickness map provided by method met and the label order is
{Thin, Normal, Thick}.

Table 1 shows the results attained by each method. Limex
achieves the best results in all metrics except the specificity of
Thin segments and the sensitivity of Thick segments. Figure 12
shows the violin plot of the values T! . — T for each of the
methods. The methods jones, impli, gibou and augusto present
a similar positive bias between 0.475 mm and 0.521 mm, which
explains the low classification success of these methods on Thin
segments. The bias of the mssfin is smaller (0.093 mm) and the
lowest bias is yielded by limex (-0.035 mm). The low bias improves
the detection of Thin segments, so that the Dice coefficient for
Thin labels exclusively is 0.924 and 0.973 for mssfim and limex,
respectively. Regarding Thick segments, the low bias of limex and
mssfm improves the specificity of the classification, which also
leads to higher Dice coefficients with respect to the other methods
(0.951 for limex). With respect to the multi-label metrics, limex
was the best method with multi-label accuracy and multi-label Dice
values of 0.971 and 0.969, respectively.

Friedman test, /%(5) = 5891.07, p = <0.0001, n = 1248

jones impli lime: mssfm augusto

Thlckness Method

Figure 12: Violin plot of the values T! , ~— T, generated by
each method for the set of myocardlal segments.

5. Discussion and Conclusions

A new Locally semi-IMplicit finite difference method with EX-
trapolation (/imex) has been proposed to solve the Laplace equation
using the Ghost Fluid philosophy. This method solves the problem
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Table 1
Results attained by the classification of RV segments of the RVSC dataset using the considered methods.
Thin label only Thick label only Multi-label

Method  Sensitivity Specificity = Dice  Sensitivity = Specificity = Dice  Accuracy  Dice
Jjones 0.437 1.000 0.601 1.000 0.907 0.658 0.705 0.624
impli 0.437 1.000 0.601 1.000 0.910 0.667 0.708 0.627
gibou 0.412 1.000 0.583 1.000 0.900 0.644 0.690 0.603
limex 0.996 0.969 0.973 0.942 0.997 0.951 0.971 0.969
mssfm 0.864 0.996 0.924 0.971 0.985 0.909 0.931 0.921
augusto 0.453 1.000 0.623 1.000 0.917 0.684 0.720 0.642

of instabilities [15] that arise when the domain boundary is too
close to a node location, and the method is grounded on computing
the value of nodes contiguous to the boundary as a solution of
a linear system of equations posed on the node neighborhood.
In addition, these linear systems are used after convergence to
provide extrapolated values on the ghost nodes. The computation
at contiguous nodes is affordable because the linear systems are
posed in such a way that they are updated at each iteration with
only a few matrix multiplications. Therefore, the limex method
is suitable for 3D structures, whereas a fully implicit method
requires large amounts of memory. Right ventricular wall thickness
is then computed by launching streamlines beginning at the RV
epicardium vertices and ending at the endocardium.

Limex has been tested on an analytical phantom, a dataset of
segmentations of the 3D biventricular myocardium of pigs and
the RVSC dataset, the latter including data from patients with
diverse pathologies. In those cases in which a ground truth was not
available, a silver standard —referred to throughout the paper as
SS— has been created as a surrogate. Actually, as pointed out in the
literature for 2D ray-tracing-based thickness calculation methods,
[33] and [2] explored the relationship between the relative error
incurred by the thickness measurements and the relative voxel
size and anisotropy. The errors were due to partial volume effects
and obliqueness of the tubular structure to the slice plane normal,
showing that wall thickness was underestimated with increasing
angulation and that this effect increased with voxel anisotropy.
Antiga et al. [2] report that, even for a perfectly aligned tubular
structure, the measured thickness departs from linearity with the
true thickness when the latter is below two pixels wide. This is
basically the motivation for the data augmentation stage we have
described in Section 3.2.5 as it provides fairness to the experimental
results in this respect. Then /imex has been compared with other
thickness computation methods proposed in the literature (jones,
mssfm and augusto) and to the streamline method with the solution
of the Laplace problem computed with other methods (impli and
gibou). Limex has achieved significantly smaller mean values of
the L, norm than the rest of the methods, and the lowest or second
lowest (after the mssfim) mean values of the L norm, in all the
considered datasets. Since the gibou method also employs ghost
nodes to solve the Laplace equation, the improvement in accuracy
in limex seems due to the extrapolation of the solution to the ghost
nodes. Based on our experimental results on coarse anisotropic
voxels, for CMR acquisitions with high separation between planes,
it would be desirable either to upsample the dataset to isotropic
or nearly isotropic resolution for 3D processing or to compute the
thickness map using 2D processing. Using such a 2D processing
for the RVSC data we have measured the clinical relevance that
limex provides in terms of classifying segments as thin, normal and
thick. This result was implied to some extent in Fig. 11 albeit for

unlocalized points in the myocardium; Table 1 and Fig. 12 pro-
vide more conclusive results following a more standard segment-
oriented approach. The introduction describes several procedures
in which thickness calculation plays an important role in diagnosis
and prognosis. The higher classification figures provided by limex
makes it an interesting candidate for this task.

Also, the different way of defining thickness between jones
(streamline length) and augusto (Euclidean distance between the
streamline endpoints) has yielded results statistically different for
the L, norm. That effect is especially noticeable in the pig data,
where the papillary muscles are included in the RV myocardium
and, thus, there is a presence of longer streamlines. Therefore, we
suggest that the definition of thickness is explicitly stated when
reporting thickness values. Limex employs the streamline length
definition, but it could be easily modified to use the Euclidean dis-
tance instead; actually, we have checked that the relative ordering
of the methods in terms of L, norm coincides with either definition
of thickness.

It should be noted that limex limits itself to compute the
thickness of a given segmentation and does not question its quality.
Therefore, considerations about the suitability of different manual
(or automatic) segmentation protocols are beyond the scope of
this work. Nevertheless, /imex has outperformed the rest of the
methods included in the comparison in the different data sets used
for validation, which are rather different from each other: pig data
include papillary muscles while the RVSC data do not, and there is
presence of several pathologies in the RVSC data. It is important to
highlight that the way in which segmentations are provided —label
images, countour sets, triangulations or signed distance maps—
is relevant, since their intrinsic precision differ; specifically, the
precision of label images is limited to the grid resolution while
the others have subpixel accuracy. Limex profits from this subpixel
precision but if the segmentation was given as a label map, the
advantage of using it over one of the state of the art methods would
not be as noticeable. Limex, in addition, needs that at least one
pixel/voxel lies within region €, i.e., within the myocardial wall,
so this sets a limitation in the thickness of the structures that our
method can tackle as a function of image resolution.

Given that limex uses streamlines to compute thickness, it is
subject to the pitfalls associated to that class of methods. The
method proposed here lessens these problems, but does not com-
pletely suppress them. Actually, the results shown in Figs. 10
and 11, together with the robustness to voxel anisotropy shown in
Fig. 9 as well as the good behaviour with segment classification
shown in Table 1 and Fig. 12, suggest that improvements may be
obtained by combining the ideas on which limex is grounded with
MS-SEM. Specifically, we plan on working on a new scheme for
the MS-SFM method that takes advantage of the extrapolation to
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the ghost nodes used in limex to provide thickness values without
the need to explicitly compute streamlines.
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