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IDEALISTIC FLOWERS IN THE REDUCTION OF

SINGULARITIES

Felipe Cano and Beatriz Molina-Samper

Abstract. We present here a proof of the classical reduction of singu-

larities based on the idea of “idealistic flowers”. We follow the general
ideas of Maximal Contact Theory, presented in a recent book of Aroca,

Hironaka and Vicente, that recovers three old publications of Jorge Juan
Institute. The concept of idealistic flowers deals with the globalization

problems arising from the local nature of the maximal contact.

1. Introduction

This paper gives a new proof of the classical theorem of the reduction of
singularities of complex analytic spaces, following Maximal Contact Theory
due to Hironaka, Aroca and Vicente [5]. This proof uses the same underlying
objects and tools as Hironaka-Aroca-Vicente, but it is novel in its approach to
the globalization problem. In fact, we have adapted the original language to
make it closer to the one used in Differential Geometry, in terms of atlases.
A natural equivalence relation is defined in that atlases to get the so-called
Hironaka’s Flowers. In this setting, the need of globalization of the classical
maximal contact is skipped in a direct way.

Let us recall the main statement in [5, Th 6, p. xxiv], that can be viewed
as a consequence of the statement Theorem 3.2 in this paper, as we explain
below:

Theorem 1.1 (Desingularization of Complex Analytic Spaces). For a complex
analytic subvariety X ⊂ M , where M is compact, there is a finite sequence of
permissible blowing-ups such that the strict transform of X is non-singular.

We have named Hironaka’s Flowers, or Idealistic Flowers, the main object
that is compatible with the inductive nature of the desingularization proof; of
course, it is also implicit in [5] as well as in most of the modern versions of
the proof of existence of reduction of singularities for complex analytic spaces.
We hope that this work could help the reader to understand the original proof,
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without needing to enter in the technicalities of Category Theory or into the
powerful language of Algebraic Geometry.

One of the major difficulties in the reduction of singularities of complex
analytic spaces, following Maximal Contact Theory, is the fact that the varieties
of maximal contact are only defined in a local way.

The original proof using Maximal Contact Theory was made in the years
1973-1977 in the books [3,4,21] from Jorge Juan Institute in Madrid, where the
idea of infinitely near singular points is very important, see also [23]. In view
of the natural interest of the subject, these three books have been rewritten
without essential changes and the proof has been re-published in [5]. Teissier’s
introduction of [5] is very clarifying on the essentials of this proof.

In the literature, we find several ways for dealing with the local nature of
the maximal contact:

The original idea is based on Hironaka’s gardening. The proof uses gardens,
forests, groves and polygroves in order to take in account all the infinitely near
singular points. These objects are compatible under restriction to open sets and
other important operations; these features give indirectly the gluing properties
needed to reach a global behavior inside the inductive proof of existence of
reduction of singularities.

In more recent proofs, the globalization is a consequence of requirements
concerning functoriality, constructiveness or canonicity, added to the wanted
reduction of singularities. See the proofs of Villamayor [36] in 1989 and Bier-
stone and Milman [6, 7], announced in 1991 and with a complete publication
in 1997.

There are other methods, always having in mind a functorial procedure,
inspired in previous works of Giraud [17, 18] on the differential nature of the
maximal contact hypersurfaces. Coefficient and homogenized ideals in [25, 37]
are good examples of these situations.

Anyway, there are several introductory texts giving complete proofs of the
reduction of singularities in a modern viewpoint. The reader may look at [14,
16,19,25,27]. A good bibliographical reference may be found in Spivakovsky’s
paper [35].

Idealistic Flowers are global objects that are constructed in the usual style of
Differential Geometry, by means of compatible charts and atlases. The chart-
patching definition allows us to skip the inconveniences of the local nature of the
maximal contact. In this way, we are able to make induction on the dimension
as usual, in a clean way, without the consideration of added requirements on
functoriality or guiding invariants for the center selection.

We present a complete proof of the existence of reduction of singularities,
following essentially the same scheme of proof as in [5]. We have written this
paper hoping that this version of the proof may give a guideline in the possi-
ble reduction of singularities for foliations, vector fields and other differential
objects in characteristic zero.

Let us give now a description of the structure of this paper.
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Our starting objects are the idealistic spaces. They are composed of an
ambient space and a finite list of principal ideals with assigned multiplicity; the
ambient space is a non-singular complex analytic space endowed with a normal
crossings divisor. The singular locus is the set of points where Hironaka’s order
is greater than or equal to one. The reduction of singularities of idealistic
spaces implies the reduction of singularities of complex analytic spaces thanks
to the idealistic presentation shown by Hironaka (see [22] and [5, Th. 3.3.3]).
Thus, the goal is to show the existence of reduction of singularities for idealistic
spaces.

We say that two idealistic spaces, over the same ambient space, are equiv-
alent when we obtain the same singular locus after any finite sequence of per-
missible blowing-ups and pull-back by open projections. In other words, they
have the same “permissible test systems”. In particular, a reduction of singu-
larities of one of them gives a reduction of singularities for the other one. Thus,
the problem of reduction of singularities makes sense for the classes under this
equivalence relation.

Once we fix an ambient space (M,E), we can consider idealistic spaces over
open subsets (U,U ∩ E) of the ambient space. We call them idealistic charts.
Two idealistic charts are compatible when their restrictions to the intersection
of the domains give equivalent idealistic spaces. In this way, we can consider
idealistic atlases for the ambient space (M,E). The notion of singular locus and
permissible centers for idealistic atlases makes sense and hence the problem of
existence of reduction of singularities has also sense for idealistic atlases. Two
idealistic atlases are compatible, or equivalent, when their union is also an
idealistic atlas. We call “idealistic exponents” the classes of compatibility of
idealistic atlases. This concept is very close to the one introduced in [5, Def.
3.3.5]; we borrow it just for use in this paper and we obviously ask the reader
to take the original definition in other contexts.

Note that there is only one non-singular idealistic exponent over the ambi-
ent space (M,E). The problem of existence of reduction of singularities for
idealistic exponents is the same one as the problem of existence of reduction of
singularities for idealistic atlases. A particular case of idealistic atlases is the
one given by a single idealistic space; hence if the idealistic atlases admit reduc-
tion of singularities, then we also have reduction of singularities for idealistic
spaces.

The Maximal Contact Theory intends to reduce the dimension of the am-
bient space, in the case of idealistic exponents, by projecting the problem of
reduction of singularities over a special type of hypersurfaces, called maximal
contact hypersurfaces. Such hypersurfaces will appear in the so-called adjusted
and reduced case, but unfortunately they don’t have a global nature. The ob-
jects we naturally produce when we perform the projection are the idealistic
flowers of dimension e, or idealistic e-flowers. In this way, we detect the class
of objects where the classical induction on the dimension can be implemented,
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as well as other intermediate, but necessary, reductions of the problem. These
objects are the idealistic e-flowers.

The e-flowers will be defined over an ambient space (M,E) of dimension
bigger than or equal to e, that remains fixed in the process of projections on
the maximal contact hypersurfaces. The blow-ups will always be performed
in (M,E) and they induce blowing-ups in the smaller spaces supporting the
idealistic exponents. This idea appears also in the definition of C-element in
[5, Def. 1.2.1] and it is also considered in the concept of marked ideal by
Bierstone and Milman in [8, p. 612].

Let us give the definition of idealistic e-flowers. First of all, we define trans-
verse ambient e-subspaces (M,E,N) of the ambient space (M,E). They are
given by an e-dimensional non-singular closed analytic subset N ⊂ M having
normal crossings with E and being transverse to the components of the divi-
sor E. In this way, we get an induced (smaller) e-dimensional ambient space
(N,E|N ). An immersed idealistic e-space over (M,E) is the data

V = ((M,E,N),N )

where (M,E,N) is a transverse ambient e-subspace of (M,E) and N is an
idealistic space over (N,E|N ). By definition, the singular locus of V is the one
of N , that is SingV = SingN . The permissible centers are non-singular closed
analytic subsets of SingV having normal crossings with E|N , “a fortiori” they
are non-singular closed analytic subsets of M having normal crossings with E.

We can state also the problem of existence of reduction of singularities for
immersed idealistic e-spaces over (M,E); note that when e = dimM , we get
the original situation of idealistic spaces.

We extend the definition of equivalence of idealistic spaces to immersed ide-
alistic e-spaces, by saying that two immersed idealistic e-spaces are equivalent
when they have the same permissible test systems. Let us note that two equiv-
alent immersed idealistic e-spaces over (M,E) need not to be supported by the
same transverse ambient e-subspace. Only the compatibility of the singular
locus will be assured.

An immersed idealistic e-chart for (M,E) is an immersed idealistic e-space
over an open subset (U,E ∩ U) of (M,E). Two such charts are compatible
when their restrictions to the intersection of the domains are equivalent. In this
way, we can define immersed idealistic e-atlases. An idealistic e-flower over the
ambient space (M,E) is a class of compatibility of immersed idealistic e-atlases.
Of course, the notion of singular locus is well defined, as well as the ideas of
permissible centers and transforms under permissible blowing-ups. Thus, the
problem of reduction of singularities for e-flowers makes sense; moreover, it can
be seen as a natural extension of the problem of reduction of singularities for
idealistic exponents and idealistic spaces. Now, the basic induction statement
is the following one:

Reduction of singularities
for (e− 1)-flowers

⇒ Reduction of singularities
for e-flowers
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Let us see how we organize the proof of this statement. First we reduce the
problem to the adjusted and reduced case. “Adjusted” means that Hironaka’s
order at the singular points is exactly equal to one. Hironaka’s order is well
defined for e-flowers, but it is not stable for equivalent idealistic flowers of
different dimensions. “Reduced” means that the singular locus does not contain
hypersurfaces of the small ambient subspaces in the corresponding immersed
idealistic e-charts. This reduction of the problem passes naturally through a
combinatorial process of desingularization expressed in terms of polyhedra.

Once we are dealing with an adjusted and reduced idealistic e-flower F , we
look for an idealistic (e−1)-flower H over the same ambient space having max-
imal contact with F . That is, we ask F and H to be equivalent in the sense
that they have the same permissible test systems. For this purpose, we develop
a procedure of projection of adjusted and reduced idealistic exponents over
hypersurfaces, by using a tool, called projecting axis, inspired in some works
of Panazzolo [32]. Finally, we get locally and with an empty divisor the max-
imal contact hypersurface, just by the classical Tschirnhaus transformations.
Once we remove from the singular locus the old components of the divisor E,
we get the desired (e − 1)-flower having maximal contact, whose reduction of
singularities induces a reduction of singularities of F .

Let us end this introduction with a few related references. The paper of
Lipman [26] is a good general reference. The papers [12,13,24] for the positive
characteristic case, the book [14] on monomialization of morphisms, the papers
[9, 11, 29, 32] in the case of differential objects, the papers [1, 2, 28] for the use
of weighted blowing-ups. The approaches through Zariski Local Uniformiza-
tion [38] and Hironaka’s Voute Etoilee [15, 20] are also very important; the
open questions in positive characteristic and the differential cases could maybe
approached through these ideas, see for instance [10,31,33].

Part 1. Objects and statements

We present here the main concepts and statements in this work.

2. Ambient spaces

Our ambient spaces are pairs ((M,K), (E,E ∩K)), where the space (M,K)
is the germ of a non-singular complex analytic space M over a compact subset
K ⊂ M and (E,E ∩K) is the germ over E ∩K of a normal crossings divisor
E ⊂M . If there is no possible confusion, we simply denote (M,E) the ambient
space.

An open subset of (M,K) is an open immersion of germs

(U,L) ⊂ (M,K),

where L ⊂ K is a compact. We simply denote U ⊂M . Let us remark that we
always have that (U,L) = (M,L), viewed as germified spaces.
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An open covering of (M,E) is a family {(Mα, Eα)}α∈Λ of open ambient
spaces, where the Mα are open subsets of M such that Eα = E ∩Mα and the
compacts Kα of germification for Mα satisfy that K = ∪α∈ΛKα.

A closed analytic subset of (M,K) is a closed immersion of germs

(N,K ∩N) ⊂ (M,K),

where N ⊂M is a closed analytic subset.
An e-dimensional closed ambient subspace (M,E,N) of an ambient space

(M,E) is given by a purely e-dimensional non-singular closed analytic subset N
of M having normal crossings with E. In this way, we obtain an e-dimensional
ambient space (N,E|N ), where E|N denotes the union of the intersections with
N of the irreducible components of E not containing N (locally). When N is
not locally contained in any of the irreducible components of E, we say that
(M,E,N) is a transverse closed ambient subspace. In this case we have that
E|N = E ∩N .

A hypersurface (M,E,H) of the ambient space (M,E) is just a closed am-
bient subspace of (M,E) such that dimH = dimM − 1. In this case, we have
E|H = E∗ ∩H, where E∗ is the union of the irreducible components of E not
contained in H; the hypersurface is transverse if and only if E∗ = E.

Remark 2.1. Let (N,K ∩N) be a closed analytic subset of (M,K). Sometimes
we refer to the complementM\N . The complement does not have the nature of
a germ of analytic space over a compact subset; its interpretation must be done
in terms of appropriate representatives. Sometimes we consider the restriction
to such complements of sheaves and other objects; the interpretation must be
done in terms of points “close enough” to the compacts of germification. We
hope that these notations will not produce confusion and, on the other hand,
they will contribute to simplify the exposition.

3. Idealistic spaces

A marked principal ideal I over an ambient space (M,E) is a pair I = (I, d),
where I ⊂ OM is a sheaf of principal ideals and d is a positive integer number
that we call the assigned multiplicity of I. A point P ∈ M is a singular point
for I if νP I ≥ d, where νP I stands for the multiplicity of I at P . The singular
locus Sing I is the closed analytic subset of M given by the singular points.
Since IP ̸= 0 for any point P , the dimension of the singular locus is strictly
lower than the dimension of M .

An idealistic space M over (M,E) is a tripleM = (M,E,L), where L is a
finite list of marked principal ideals

L = {Ij = (Ij , dj)}kj=1.

The singular locus SingL is defined by SingL =
⋂k

j=1 Sing Ij . We also say
that SingL is the singular locus ofM and we write SingM = SingL.
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Remark 3.1. For practical reasons, we can admit zero ideals in the list L, but
we always ask that at least one of the marked ideals is non-null. More precisely,
a list with some zero ideals represents by definition the same idealistic space
as the list obtained by skipping all the zero ideals.

3.1. Transformations of idealistic spaces

We consider two types of transformations σ : (M ′, E′) → (M,E) of the
ambient space (M,E): open projections and blowing-ups with non-singular
centers having normal crossings with E (the transformation by isomorphisms
is evident and we will not insist on that). When we apply a blowing-up to an
idealistic space M, we ask the center Y to be permissible in the sense that it
is contained in the singular locus ofM.

LetM = (M,E,L = {(Ij , dj)}kj=1) be an idealistic space and let us denote
σ : (M ′, E′)→ (M,E), one of that morphisms. The transform

M′ = (M ′, E′,L′ = {(I ′j , dj)}kj=1)

ofM by σ is given as follows, depending on the nature of σ:
If σ is an open inclusion the restrictionM′ =M|M ′ ofM to M ′ is defined

in an evident way. Assume that σ is a projection on the first factor

σ : (M ′, E′) = (M × (Cm, 0), E × (Cm, 0))→ (M,E).

We take I ′j = σ−1Ij , for j = 1, 2, . . . , k. The singular locus satisfies that

SingM′ = (SingM)× (Cm, 0).

Note that the projection contains, as a datum, the functions

ωi : M
′ → (C, 0), i = 1, 2, . . . ,m,

obtained from the natural projections (Cm, 0) → (C, 0). We say that σ is an
open projection if it is composition of an open inclusion and a projection on
the first factor. We define the transformM′ by making first the transform by
the open inclusion and secondly the transform by the projection.

Assume that σ is the blowing-up of (M,E) with a permissible center Y ⊂M .
That is, the morphism σ is given by the blowing-up M ′ → M with center Y ,
where we take E′ = σ−1(E ∪Y ). Each I ′j is the controlled transform of Ij with
assigned multiplicity dj , for j = 1, 2, . . . , k. This means that

I ′j = J
−dj

D′ π−1(Ij), D′ = π−1(Y ),

where JD′ ⊂ OM ′ is the ideal sheaf of the exceptional divisor D′.
Note that in all cases L′ has the same assigned multiplicities as L.

3.2. Reduction of singularities of idealistic spaces

In the context of idealistic spaces, the classical Hironaka’s reduction of sin-
gularities may be stated as follows:
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Theorem 3.2. Let M be an idealistic space over the ambient (M,E). There
is a morphism σ : (M ′, E′) → (M,E) that is composition of a finite sequence
of blowing-ups with permissible centers, such that

SingM′ = ∅,

whereM′ is the transform ofM by σ.

In other words, there is a reduction of singularities for any idealistic spaceM.
This result will be a consequence of the existence of reduction of singularities
for more general objects that we call idealistic flowers.

4. Test systems and equivalence of idealistic spaces

Consider an ambient space (M,E). A test system S over (M,E) of length
k ≥ 1 is a family S = {(Yj−1, σj)}kj=1 with

σj : (Mj , Ej)→ (Mj−1, Ej−1),

where (M0, E0) = (M,E), each Yj−1 is the empty set or a non-singular closed
analytic subset Yj−1 ⊂Mj−1 having normal crossings with Ej−1. If Yj−1 = ∅,
then σj is an open projection. If Yj−1 ̸= ∅, then σj is the blowing-up with
center Yj−1. A test system of length 0 is just the identity (M,E) → (M,E),
understood as an open projection.

For each 0 ≤ ℓ ≤ k, we define the truncation Sℓ to be obtained from S, by
taking just the indices j ≤ ℓ.

4.1. Restriction of a test system to an open subset

Let S be a test system over (M,E) of length k. Consider a non-empty open
set U ⊂M . Let us define the restriction SU of S to U . It is a test system over
(U,U ∩ E) of length k′ ≤ k, that we write

SU = {(Y ′
j−1, σ

′
j)}k

′

j=1, σ′
j : (M

′
j , E

′
j)→ (M ′

j−1, E
′
j−1),

such that the following properties hold:

(1) (M ′
0, E

′
0) = (U,U ∩ E).

(2) If j < k′, then M ′
j+1 = σ−1

j (M ′
j) ̸= ∅.

(3) If k′ < k, then σ−1
k′+1(M

′
k′) = ∅.

(4) We have that Y ′
j−1 = M ′

j−1 ∩ Yj−1, for any 1 ≤ j ≤ k′.
- If Y ′

j−1 ̸= ∅, then σ′
j is the blowing-up of (M ′

j−1, E
′
j−1) with center

Y ′
j−1.

- If Y ′
j−1 = ∅, then σ′

j is the restriction (M ′
j , E

′
j) → (M ′

j−1, E
′
j−1)

of σj , understood as an open projection.

Let us remark that M ′
j ⊂Mj is an open set and σ′

j is a restriction of σj .
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Remark 4.1. The length k′ of SU is smaller or equal than k. For practical
reasons, we introduce the truncation Sℓ with respect to ℓ ≥ k to be given by
Sℓ = S. In this situation, we have that

(1) (SU )k−1 = (Sk−1)U .

We shall write Sk−1
U to denote both (SU )k−1 and (Sk−1)U .

4.2. Permissible test systems

Let us consider an idealistic space M and a test system S of length k ≥ 0
over (M,E). We define, by induction on the length k, the concept of test
systems that are permissible for M, or M-permissible test systems, and the
concept of transform ofM byM-permissible test systems.

If k = 0, the test system is permissible and the transform ofM isM itself.
Assume that k ≥ 1. We say that S is permissible forM if Sk−1 is permissible
forM and the following hold: either Yk−1 = ∅, or Yk−1 ̸= ∅ and it is permissible
for the transformMk−1 ofM by Sk−1. In both cases, we define the transform
Mk to be the transform of Mk−1 by σk, where we consider σk as an open
projection if Yk−1 = ∅ or as a blowing-up, otherwise.

The concept of permissible center is of a local nature. In the same way,
the concept of permissible test system is also of a local nature, as it is stated
in the next proposition, that is a direct consequence of the local character of
permissible blowing-up centers.

Proposition 4.2. Consider an idealistic space M and a test system S over
(M,E). Let {(Mα, Eα)}α∈Λ be an open covering of (M,E). The test system S
is permissible forM if and only if the restriction SMα

is permissible forM|Mα
,

for each α ∈ Λ.

4.3. Equivalent idealistic spaces

Two idealistic spacesM1 andM2 over the same ambient space (M,E) are
called to be equivalent if they have exactly the same permissible test systems.

A direct consequence of this definition is that two equivalent idealistic spaces
have the same singular locus and that their transforms by a permissible test
system are equivalent idealistic spaces. In particular, ifM1 andM2 are equiv-
alent, a reduction of singularities of M1 is also a reduction of singularities of
M2, and conversely.

Next statement concerns to the local character of the equivalence between
idealistic spaces:

Proposition 4.3. Consider two idealistic spacesM1 andM2 over (M,E) and
an open covering {(Mα, Eα)}α∈Λ of (M,E). We have that M1 and M2 are
equivalent if and only if the restrictionsM1|Mα

andM2|Mα
are equivalent, for

all α ∈ Λ.
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Proof. Assume that M1|Mα
and M2|Mα

are equivalent, for all α ∈ Λ. Take
an M1-permissible test system S. By Proposition 4.2 we have that SMα

is
permissible forM1|Mα and hence forM2|Mα , thus S is permissible forM2.

Suppose that M1 and M2 are equivalent. Take α ∈ Λ and a test system
S that is permissible for M1|Mα

. Let S∗ be the test system over (M,E)
obtained by adding to S the inclusion Mα ⊂M as the first element. Since the
transform ofM1 by the inclusion Mα ⊂M is exactlyM1|Mα

, we get that S∗
is permissible for M1 and hence for M2. The fact that S∗ is permissible for
M2 implies that S is permissible forM2|Mα . □

4.4. Examples of equivalent idealistic spaces

Here we consider some useful examples of equivalent idealistic spaces.
Normalization of an idealistic space. We say that an idealistic space is normal-
ized when all the assigned multiplicities are the same ones. LetM = (M,E,L)
be an idealistic space, where L = {(Ij , dj)}kj=1 and take a common multiple d
of the dj . The idealistic space

M′ = (M,E, {(I ′j , d)}kj=1), I ′j = (Ij)
d/dj

is normalized and it is equivalent toM.
Redundant marked ideals. Let M = (M,E,L) and M′ = (M,E,L′) be two
idealistic spaces. Assume that L = {(Ij , dj)}kj=1 and L′ = ∪kj=1Lj , where

Lj = {(Ij , dj)} ∪ {(Ijs, dj)}
kj

s=1,

with Ijs ⊂ Ij , for all s = 1, 2, . . . , kj . ThenM andM′ are equivalent idealistic
spaces.

4.5. Infinite test systems

An infinite test system S∞ over (M,E) is an infinite sequence

S∞ = {(Yj−1, σj)}∞j=1

such that the truncation Sk = {(Yj−1, σj)}kj=1 of S∞ is a test system over
(M,E) of length k, for any k ≥ 0. We say that S∞ is permissible for an
idealistic spaceM if Sk is permissible forM, for any k ≥ 0.

5. Idealistic atlases and idealistic exponents

In this section we introduce the concept of idealistic exponent. It is defined
in terms of equivalence classes of idealistic atlases, in a parallel way to the
classical language of Differential Geometry. Anyway, the idealistic atlases have
their own interest and sometimes we will work with specific types of idealistic
atlases belonging to a given idealistic exponent.
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5.1. Idealistic atlases

Let us consider an ambient space (M,E). An idealistic atlas A over (M,E)
is a finite family A = {Mα}α∈Λ such that:

(1) TheMα are idealistic spaces over open sets (Mα, Eα) ⊂ (M,E), where
{(Mα, Eα)}α∈Λ is an open covering of (M,E).

(2) (Compatibility property) For any pair of indices α, β ∈ Λ, the idealistic
spaces

Mαβ =Mα|Mαβ
, Mβα =Mβ |Mβα

are equivalent, where Mαβ = Mβα = Mα ∩Mβ .

Each idealistic spaceMα will be called an idealistic chart of A. More generally,
an idealistic chart over (M,E) is any idealistic space of the form (U,U ∩E,L),
where U is an open subset of M .

Let us assume that A is an idealistic atlas over (M,E) and let us denote
by Sα the singular locus ofMα. Denote also Sαβ = Sα ∩Mαβ , we know that
Sαβ = Sing(Mαβ). SinceMαβ is equivalent toMβα, we have that Sβα = Sαβ .
This allows us to gluing together the singular loci Sα in a closed analytic subset
S ⊂ M such that S ∩Mα = Sα, for all α ∈ Λ. We say that S is the singular
locus of A and we denote it as S = SingA.

The transformations of A by restriction to an open set of M and by a
projection on the first factor are directly defined from the case of idealistic
spaces.

A permissible center for A is a non-singular closed analytic subset of SingA
having normal crossings with E. The local character of the permissible centers,
expressed in next Proposition 5.1, is a consequence of the local nature of the
equivalence between idealistic spaces given in Proposition 4.3.

Proposition 5.1. A closed analytic subset Y of M is a permissible center for
A if and only if the following equivalent properties hold:

(1) For any point P ∈ M , there is an open subset U ⊂ M , with P ∈ U ,
such that Y ∩ U is a permissible center for A|U .

(2) For any open subset U ⊂ M , the intersection Y ∩ U is a permissible
center for A|U .

(3) Given α ∈ Λ, the intersection Y ∩Mα is permissible forMα.

Let us consider a blowing-up σ : (M ′, E′)→ (M,E) with permissible center
Y ⊂M . For each α ∈ Λ, the restriction of σ is the blowing-up

σα : (σ−1(Mα), E
′
α = E′ ∩ σ−1(Mα))→ (Mα, E ∩Mα)

of (Mα, E ∩Mα) with center Yα = Y ∩Mα (the identity when Yα = ∅). Note
that Yα is a permissible center for Mα. Let M′

α be the transform of Mα by
σα. Given two indices α, β ∈ Λ, we have an induced blowing-up of Mαβ with
center Yαβ , this implies that M′

αβ and M′
βα are equivalent. In this way, we

define the transform A′ of A by σ to be the idealistic atlas over (M ′, E′) given
by the family of theM′

α.



368 F. CANO AND B. MOLINA-SAMPER

5.2. Idealistic exponents

Consider an idealistic atlas A over the ambient space (M,E). In the same
way as for the case of idealistic spaces in Subsection 4.2, we can define the
concept of test system that is permissible for A, or A-permissible, and the
transform of A by an A-permissible test system.

As in Proposition 4.2, the property of being permissible a test system for an
idealistic atlas has local nature as follows:

Proposition 5.2. Consider an idealistic atlas A over the ambient space (M,
E). A test system S over (M,E) is permissible for A if and only if the following
equivalent statements hold:

(1) For any point P ∈ M , there is an open subset U ⊂ M , with P ∈ U ,
such that SU is a permissible test system for A|U .

(2) For any open subset U ⊂M , the restriction SU of S to U is permissible
for A|U .

(3) For any idealistic chart Mα = (Mα, Eα,Lα) of A, the restricted test
system SMα is permissible forMα.

Proof. Follows from Proposition 5.1. □

An idealistic chart C over (M,E) is compatible with the idealistic atlas A if
A ∪ {C} is again an idealistic atlas.

Proposition 5.3. Given two idealistic atlases A1 and A2 over (M,E), the
following properties are equivalent:

(1) Any idealistic chart of A2 is compatible with A1.
(2) Any idealistic chart of A1 is compatible with A2.
(3) The union A1 ∪ A2 is an idealistic atlas.
(4) A1 and A2 have the same permissible test systems.

Proof. The statement comes from Proposition 5.2. □

Definition. Two idealistic atlases A1 and A2 over (M,E) are called to be
equivalent if A1 and A2 have the same permissible test systems (and hence the
equivalent properties in Proposition 5.3 hold).

Definition. The equivalence classes of idealistic atlases over (M,E) are called
idealistic exponents over (M,E).

The properties and concepts invariant by the equivalence relation of the
idealistic atlases define properties and concepts concerning idealistic exponents
E over (M,E). Thus, we have well defined:

• Singular locus Sing E .
• Concept of permissible centers.
• Transformations by open projections.
• Transformations by blowing-ups of permissible centers.
• Concept of E-permissible test systems.
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• Transformations by E-permissible test systems.
• Existence of reduction of singularities.

Remark 5.4. In next parts we will introduce other concepts concerning idealistic
exponents. The most relevant among them will be the “order” and the property
of “being monomial”.

Let us note that there is only one non-singular idealistic exponent over a
given ambient space. So, the problem of the existence of reduction of singular-
ities for idealistic exponents consists on finding a finite sequence of permissible
blowing-ups to obtain the non-singular idealistic exponent from a given one.
Note also, that the existence of reduction of singularities for idealistic exponents
implies Theorem 3.2.

6. Immersed idealistic spaces

Let (M,E) be an ambient space. An immersed idealistic e-space V over
(M,E) is a datum

V = (M,E,N,L),
where (M,E,N) is a transverse e-dimensional closed ambient subspace of
(M,E) and N = (N,E|N ,L) is an idealistic space over the ambient space
(N,E|N ) as defined in Section 2. We also say that V is an immersed idealistic
space of dimension e.

The singular locus SingV is, by definition, the singular locus of N . It is a
closed analytic subset of N and hence it is also a closed analytic subset of M .
The permissible centers of V are, by definition, the permissible centers of N ;
they have normal crossings with E in M .

We need to include the possibility that N = ∅. In this case, we postulate
the existence of a unique immersed idealistic e-space

V∅ = (M,E, ∅,L∅),

where L∅ is empty. The singular locus of V∅ is also the empty set.
The transformations of an immersed idealistic e-space V are defined from

morphisms of the ambient space (M,E). Let us precise them.
The restriction V|U to an open subset U ⊂M is given by

V|U = (U,E ∩ U,N ∩ U,L|N∩U ).

A projection on the first factor σ : M × (Cm, 0) → M defines a projection on
the first factor σ̄ : N × (Cm, 0) → N . In this way, we define the transform
V ′ = (M ′, E′, N ′,L′) of V by σ, by putting

M ′ = M × (Cm, 0), E′ = E × (Cm, 0), N ′ = N × (Cm, 0)

and we take L′ to be the transform of L by σ̄.
Let Y be a permissible center for V. Recall that we have Y ⊂ N ⊂ M .

Consider the blowing-up π : (M ′, E′) → (M,E) with center Y and denote by
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N ′ the strict transform of N . Note that (M ′, E′, N ′) is a transverse closed
ambient subspace of (M ′, E′). The restriction of π induces the blowing-up

π̄ : (N ′, E′|N ′)→ (N,E|N )

of (N,E|N ) with center Y . We define the transform V ′ of V by π, by putting
V ′ = (M ′, E′, N ′,L′), where L′ is the transform of L by π̄.

Proceeding as in the non-immersed case, we define when a test system S
over (M,E) is V-permissible and what is the transform of V by a V-permissible
test system.

We extend the definition of equivalence for idealistic spaces to the immersed
case as follows:

Definition. Consider two immersed idealistic spaces Vα and Vβ over (M,E)
of respective dimensions eα and eβ . We say that Vα and Vβ are equivalent if
they have the same permissible test systems.

Remark 6.1. Two equivalent immersed idealistic spaces

Vα = (M,E,Nα,Lα), Vβ = (M,E,Nβ ,Lβ)

have the same singular locus S = SingVα = SingVβ . The subspaces Nα and
Nβ are not necessarily equal, they can even have different dimensions, but
S ⊂ Nα ∩Nβ . In the case when N = Nα = Nβ , we have that Vα is equivalent
to Vβ if and only if the (non-immersed) idealistic spaces (N,E|N ,Lα) and
(N,E|N ,Lβ) are equivalent.

7. Idealistic flowers

Let us consider an ambient space (M,E). An immersed idealistic atlas P
over (M,E) is a finite family P = {Vα}α∈Λ such that:

(1) The Vα are immersed idealistic spaces over open sets (Mα, Eα) of
(M,E), where {(Mα, Eα)}α∈Λ is an open covering of (M,E).

(2) (Compatibility property) For any pair of indices α, β ∈ Λ, the immersed
idealistic spaces

Vαβ = Vα|Mαβ
, Vβα = Vβ |Mβα

are equivalent, where Mαβ = Mβα = Mα ∩Mβ .

Each immersed idealistic space Vα will be called an immersed idealistic chart of
P. When all the immersed idealistic charts Vα of P have the same dimension
e, we say that P is an immersed idealistic e-atlas.

An immersed idealistic e-chart over (M,E) is any e-dimensional immersed
idealistic space C of the form C = (U,U∩E,N,L), where U is an open subset of
M. We say that an immersed idealistic chart C is compatible with an immersed
idealistic atlas P if P ∪ {C} is again an immersed idealistic atlas.

Let P = {Vα}α∈Λ be an immersed idealistic atlas, where

Vα = (Mα, Eα, Nα,Lα).
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Proceeding as in the non-immersed case (see Section 5), we can define in a
coherent way the following notions concerning P:

• The singular locus SingP =
⋃

α∈Λ SingVα. It is a closed analytic
subset of M , such that Mα ∩ SingP = SingVα.
• The permissible centers Y for P. They are locally defined by the prop-
erty that Y ∩Mα is permissible for Vα.
• The P-permissible test systems over (M,E) and the transforms of P
by P-permissible test systems.

In the same way as for the case of (non-immersed) idealistic atlases, we have
the following result:

Proposition 7.1. Given two immersed idealistic atlases P1 and P2 over (M,
E), the following properties are equivalent:

(1) Any immersed idealistic chart of P2 is compatible with P1.
(2) Any immersed idealistic chart of P1 is compatible with P2.
(3) The union P1 ∪ P2 is an immersed idealistic atlas.
(4) P1 and P2 have the same permissible test systems.

Definition. Two immersed idealistic atlases P1 and P2 over (M,E) are called
to be equivalent if they have the same permissible test systems (and hence the
equivalent properties in Proposition 7.1 hold).

Definition. The equivalence classes of immersed idealistic atlases over (M,E)
are called idealistic flowers over (M,E).

The properties and concepts that are invariant by the equivalence relation of
immersed idealistic atlases define properties and concepts concerning idealistic
flowers F over (M,E). Thus, we have well-defined:

• Singular locus SingF .
• Concept of permissible centers.
• Transformations by open projections.
• Transformations by blowing-ups of permissible centers.
• Concept of F-permissible test systems.
• Transformations by F-permissible test systems.
• Existence of reduction of singularities.

7.1. Idealistic e-flowers

The immersed idealistic atlases belonging to a given idealistic flower do not
have necessarily a fixed dimension. Anyway, in order to prove the reduction of
singularities by induction on the dimension, we need also to consider idealistic
flowers of a fixed dimension. Thus, we take the following definition:

Definition. Let (M,E) be an ambient space of dimension n. Consider an
integer number 0 ≤ e ≤ n. An idealistic e-flower over (M,E) is an equivalence
class of immersed idealistic e-atlases over (M,E).
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Let us remark that the equivalence relation of immersed idealistic atlases is
the same one in both cases, but it concerns two different sets:{

immersed idealistic e-atlases
over (M,E)

}
⊂
{

immersed idealistic atlases
over (M,E)

}
.

Let F1 and F2 be idealistic flowers of respective dimensions e1 and e2 over
the same ambient space (M,E). We say that F1 and F2 are equivalent if they
are contained in a common idealistic flower F . This is the same to say that any
atlas of F1 is equivalent to any other of F2. It is also the same that asking F1

and F2 to have the same permissible test systems. Note that, when e1 = e2,
then F1 and F2 are equal or disjoint. In the particular case that e2 = e1 − 1,
we say that F2 has maximal contact with F1.

7.2. Description in terms of idealistic exponents

Let (M,E) be an ambient space. An immersed idealistic exponent over
(M,E) is a data

W = (M,E,N, E),
where (M,E,N) is a transverse closed ambient subspace of (M,E) and E is
an idealistic exponent over (N,E|N ). The singular locus SingW is given by
SingW = Sing E . The dimension of W is the dimension of N .

The immersed idealistic exponents are well-transformed by restriction to
open sets, projections over the first factor and permissible blowing-ups, where
the permissible centers are, by definition, the permissible centers for E . Thus,
the permissible test systems and the corresponding transforms are also defined.
Two immersed idealistic exponents are equivalent if they have the same per-
missible test systems.

Remark 7.2. Let us consider two immersed idealistic exponents

Wα = (M,E,Nα, Eα), Wβ = (M,E,Nβ , Eβ).
If Wα and Wβ are equivalent and Nα = Nβ , then Eα = Eβ . Nevertheless, we
can have that Wα and Wβ are equivalent with Nα ̸= Nβ . In this case, we can
assure that Sing(Wα) = Sing(Wβ) ⊂ Nα ∩Nβ .

An immersed exp-idealistic atlas is a finite family

Q = {Wα}α∈Λ, Wα = (Mα, Eα, Nα, Eα),
where the Wα are immersed idealistic exponents over (Mα, Eα), the family
{(Mα, Eα)}α∈Λ is an open covering of (M,E) and we have the usual com-
patibility condition among the Wα. When all the charts Wα have dimension
equal to e, we say that Q has dimension e; we also say that Q is an immersed
exp-idealistic e-atlas.

The singular locus, permissible centers, permissible test systems and trans-
forms by a permissible test systems are defined as usual. Two immersed exp-
idealistic atlases over (M,E) are equivalent if they have the same permissible
test systems.
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Proposition 7.3. Let (M,E) be an ambient space. There is a natural bijection
between equivalence classes of immersed exp-idealistic atlases over (M,E) and
idealistic flowers over (M,E). In the same way, there is a natural bijection
between equivalence classes of immersed exp-idealistic e-atlases over (M,E)
and idealistic e-flowers over (M,E).

Proof. Let us consider the map

Ψ :

{
immersed idealistic
atlases over (M,E)

}
→
{

immersed exp-idealistic
atlases over (M,E)

}
,

defined as follows. Take an immersed idealistic atlas P = {Vα}α∈Λ over (M,E),
where

Vα = (Mα, Eα, Nα,Lα).

The idealistic space (Nα, Eα|Nα ,Lα) defines an idealistic exponent Eα over
(Nα, Eα|Nα). We take Ψ(P) = {Wα}α∈Λ, where

Wα = (Mα, Eα, Nα, Eα).
The map Ψ is well-defined and it induces a bijection up to equivalence. The
case when the dimension is fixed in done in the same way. □

7.3. Change of codimension

Let (M,E) be an ambient space and (M,E,N) a closed transverse subspace.
Consider two immersed idealistic charts

VA = (N,E|N , A,LA), VB = (N,E|N , B,LB)

over the ambient space (N,E|N ). We can consider two new immersed idealistic
charts

V∗
A = (M,E,A,LA), V∗

B = (M,E,B,LB)

over the ambient space (M,E). We have the following property:

Proposition 7.4. The immersed idealistic charts VA and VB are equivalent if
and only if V∗

A and V∗
B are also equivalent.

We have the same result if we consider immersed exp-idealistic charts

WA = (N,E|N , A, EA), WB = (N,E|N , B, EB)
and W∗

A = (M,E,A, EA), W∗
B = (M,E,B, EB).

8. Reduction of singularities

Consider an ambient space (M,E) and let O be an object over (M,E)
belonging to one of the following classes:

• Idealistic Spaces over (M,E).
• Idealistic Atlases over (M,E).
• Idealistic Exponents over (M,E).
• Immersed Idealistic e-Spaces over (M,E).
• Immersed Idealistic e-Atlases over (M,E).
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• Idealistic e-Flowers over (M,E).

We say that there is a reduction of singularities for O if and only if there is
a morphism π : (M ′, E′) → (M,E) that is a finite composition of permissible
blowing-ups such that the transform O′ of O has empty singular locus. In view
of the description of the objects and the transformations, the object O defines
in a proper way an idealistic e-flower FO and any reduction of singularities of
FO induces a reduction of singularities of O in its own class.

Then, the main result of this notes is the following one:

Theorem 8.1. Let F be an idealistic e-flower over an ambient space (M,E).
Then, there is a reduction of singularities for F .

We will provide a proof of this result, working essentially by induction on
the dimension e of the idealistic flower F .

Part 2. Hironaka’s order

In this part we develop the definition and properties of the order of an
idealistic e-flower. We do that for idealistic spaces, idealistic atlases, immersed
idealistic e-atlases and finally for idealistic e-flowers.

The concept of “order” is important to define the so-called “adjusted” ide-
alistic e-flowers. The most important step in the proof of Theorem 8.1 consists
in proving the existence of reduction of singularities for adjusted (and reduced)
e-flowers under the induction hypothesis that there is reduction of singularities
for any (e− 1)-flower. This process is founded in the Maximal Contact Theory
[5], as we shall see in next parts.

9. Order of an idealistic space

LetM = (M,E,L) be an idealistic space, where L = {(Ij , dj)}ki=1. Consider
a point P ∈M . Following Hironaka [5], the order δPL is defined by

δPL = min

{
νP Ij
dj

; j = 1, 2, . . . , k

}
∈ Q≥0.

Note that P is a singular point if and only if δPL ≥ 1. We also use the notation
δPM = δPL, although the divisor E has no relevance in the definition of the
order. In a similar way, we define the generic order δY L along an irreducible
closed subspace Y of M .

Proposition 9.1. Consider an idealistic space M = (M,E,L) and a permis-
sible irreducible center Y ⊂ M . Let π : (M ′, E′) → (M,E) be the blowing-up
with center Y and letM′ be the transform ofM by π. We have that

(2) δD′M′ = δYM− 1,

where D′ = π−1(Y ) is the exceptional divisor of π.
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Proof. Write L = {(Ij , dj)}kj=1 and let JD′ the ideal sheaf defining the excep-

tional divisor D′. Recall that the transformed list L′ = {(I ′j , dj)}kj=1 is given
by

I ′j = J
−dj

D′ π−1(Ij), j = 1, 2, . . . , k.

Put mj = νY (Ij). The strict transform I∗j ⊂ OM ′ satisfies that

π−1(Ij) = J
mj

D′ I
∗
j , νD′(I∗j ) = 0.

We have νD′(π−1(Ij)) = mj , for all j = 1, 2, . . . , k. We conclude the equality
νD′(I ′j) = νY (Ij)− dj . Hence, we have that

νD′(I ′j)/dj = (νY (Ij)/dj)− 1, j = 1, 2, . . . , k.

Taking the minimal values, we get the equality δD′M′ = δYM− 1. □

9.1. Curve-divisor situation

In this subsection, we introduce a construction, usually called “Hironaka’s
trick”, that is useful for proving that the order is an invariant under the equiv-
alence of idealistic spaces.

A curve-divisor situation (M, X,D, P ) is given by:

(1) An idealistic spaceM = (M,E,L).
(2) A non-singular closed irreducible curve X ⊂ SingM.
(3) A non-singular closed irreducible hypersurface D ⊂ M having normal

crossings with E and with X, such that P = X ∩D (note that P is a
singular point).

Consider a curve-divisor situation (M, X,D, P ). We are going to define an
M-permissible infinite test system SM,X,D,P associated to the curve-divisor
situation.

Write SM,X,D,P = {(Yj−1, σj)}∞j=1. The morphisms σj are only of blowing-
up type and we give inductively the centers Yj−1 as follows. If j = 1, we
put

(1) Y0 = D, if D is a permissible center forM.
(2) Y0 = {P}, otherwise.

We respectively denote byM′, X ′, D′ the transform ofM, the strict transform
of X and the exceptional divisor with respect to σ1. Since δX′M′ = δXM,
the curve X ′ is in the singular locus ofM′, hence we get a new curve-divisor
situation (M′, X ′, D′, P ′), where P ′ = X ′∩D′. We proceed indefinitely in this
way.

Lemma 9.2. We have the following properties:

(1) δPM≥ δXM+ δDM.
(2) If δPM = δXM+ δDM, then δP ′M′ = δX′M′ + δD′M′.
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Proof. Let (I, d) be a marked ideal of L with δPL = νP I/d. Let us denote
m = νDI and write I = Jm

D J , where JD defines D; hence νDJ = 0. Note that
m/d ≥ δDL. On the other hand, we have

δPL = νP I/d = νPJ/d+m/d ≥ νPJ/d+ δDL.
Since X ̸⊂ D we have that νX(JD) = 0 and νXI = νXJ . Moreover, since
P ∈ X, we see that νPJ ≥ νXJ = νXI. Then, we conclude

δPL = νP I/d = νPJ/d+m/d ≥ νXI/d+ δDL ≥ δXL+ δDL.
This shows (1). Let us see (2). If the center of σ1 is D, the morphism σ1 is the
identity and we have

δP ′L′ = δPL − 1, δX′L′ = δXL, δD′L′ = δDL − 1.

Now, Statement (2) is straightforward. Assume now that σ1 is the blowing-up

with center P . Let us consider the list L̃ = {(I, d)} ⊂ L given by the only
marked ideal (I, d). We know that

δP L̃ = δPL, δX L̃ ≥ δXL, δDL̃ ≥ δDL.
By hypothesis, the equality δPL = δXL + δDL holds. Then, we have that

δP L̃ ≤ δX L̃+ δDL̃. Applying Statement (1), it follows that

δP L̃ = δX L̃+ δDL̃, δX L̃ = δXL, δDL̃ = δDL.
Now, assume that the following equality holds

(3) δP ′L̃′ = δX′L̃′ + δD′L̃′.

Let us see how to end the proof of Statement (2). Recall that

δD′L̃′ = δP L̃ − 1, δD′L′ = δPL − 1, δX′L′ = δXL, δX′L̃′ = δX L̃.

Moreover, since L̃′ ⊂ L′, we have that δP ′L′ ≤ δP ′L̃′. We conclude that

δP ′L′ ≤ δP ′L̃′

= δX′L̃′ + δD′L̃′

= δX L̃+ δP L̃ − 1

= δXL+ δPL − 1

= δX′L′ + δD′L′.

By Statement (1), we have δP ′L′ = δX′L′ + δD′L′.
Now, it is enough to show the equality in Equation (3). Following the proof

of Statement (1), the fact δP L̃ = δX L̃ + δDL̃ implies that νXJ = νPJ . That
is, the ideal J is equimultiple along X around P . Denote by J ′ the strict
transform of J by σ1. We have that νP ′J ′ ≤ νPJ . Since P ′ ∈ X ′, we also
have that νP ′J ′ ≥ νX′J ′. Combining these properties with the facts that
νX′J ′ = νXJ and νPJ = νXJ , we conclude that

νP ′J ′ = νPJ = νXJ = νX′J ′.
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Recall that the strict transform of I coincides with the strict transform of J ,
at the point P ′, since the strict transform of D does not go through P ′. Then,
we can write the controlled transform I ′ of I at P ′ as I ′ = Jm′

D′ J ′, where
m′ = νD′I ′. This implies that

d · δX′L̃′ = νX′I ′ = νX′J ′ +m′ · νX′JD′ = νX′J ′ = νP ′J ′,

since νX′JD′ = 0, in view of the fact that X ′ is not contained in D′. Finally,
we have that

δP ′L̃′ = νP ′I ′/d = νP ′J ′/d+ νD′I ′/d = δX′L̃′ + δD′L̃′.

This ends the proof. □

Remark 9.3. Assume that Mα y Mβ are two equivalent idealistic spaces
over (M,E). Assume that (Mα, X,D, P ) is a curve-divisor situation. Then
(Mβ , X,D, P ) is also a curve-divisor situation and we have that the two asso-
ciated infinite test systems coincide, that is

SMα,X,D,P = SMβ ,X,D,P .

9.2. Invariance under equivalence

In this subsection we give a proof of the following statement:

Proposition 9.4. LetMα andMβ be two equivalent idealistic spaces over the
ambient (M,E). Let S be their common singular locus. For any P ∈ S, we
have that δPMα = δPMβ.

The proof of Proposition 9.4 is based in the construction of a particular
curve-divisor situation, obtained after performing a projection on the first fac-
tor, as follows.

Take an idealistic spaceM over (M,E) and a point P ∈ SingM. Let σ1 be
the projection on the first factor

σ1 : (M1, E1) = (M × (C, 0), E × (C, 0))→ (M,E).

Denote byM1 the transform ofM by σ1 and let us put

X1 = {P} × (C, 0), D1 = M × {0}, P1 = (P, 0).

We have a curve-divisor situation (M1, X1, D1, P1). Note that

δX1
M1 = δP1

M1 = δPM≥ 1, δD1
M1 = 0.

In particular δP1
M1 = δX1

M1 + δD1
M1.

Consider the test system SM1,X1,D1,P1
= {(Yj−1, σj)}∞j=2 and denote by

(Mj , Xj , Dj , Pj) the transformed curve-divisor situations, for j ≥ 2.
Let us make now a computation of orders by an extensive application of

Proposition 9.1 and Lemma 9.2. In order to simplify notations, we will write
e = δPM = δX1

M1 and

aj = δDj
Mj , ej = δPj

Mj , j ≥ 1.
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The first remark is that e = e1 = δX1
M1 = δXj

Mj , for all j ≥ 2. We also
know that a1 = 0. By Lemma 9.2, we get the relations

(4) ej = e+ aj , j ≥ 1.

We are going to describe the sequence {aj}∞j=2 recurrently from the rational
number e ≥ 1. If j = 2, by Proposition 9.1, we have that

a2 = e− 1,

Assume j > 2. If aj ≥ 1, then Dj is contained in the singular locus ofMj and
we have Yj = Dj . In this case, we see that

(5) aj+1 = aj − 1.

If aj < 1, the divisor Dj is not in the singular locus and Yj = {Pj}. By
Proposition 9.1, we have aj+1 = ej − 1; in view of Equation (4), we get

(6) aj+1 = aj + e− 1.

Thus, the sequence {aj}∞j=2 is inductively obtained from e as follows:

a) a2 = e− 1.
b) If aj ≥ 1, then aj+1 = aj − 1.
c) If aj < 1, then aj+1 = aj + e− 1.

Since the values aj ≥ 0 are rational numbers having a common denominator,
a diophantine computation shows that there is a first index j0 ≥ 2 such that
aj0 = 0.

Now, we can conclude the proof of Proposition 9.4. SinceMα andMβ are
equivalent, we have thatMα,1 is equivalent toMβ,1 and hence the infinite test
systems SMα,1,X1,D1,P1 and SMβ,1,X1,D1,P1 coincide, in view of Remark 9.3. In
particular, we have that

aαj ≥ 1⇔ aβj ≥ 1, j ≥ 2.

In other words, the construction of the sequences {aαj } and {aβj } follows the

same steps, starting with eα = δPMα and eβ = δPMβ , respectively. We have
to prove that eα = eβ . Assume by contradiction that eα > eβ . We have that

aαj > aβj , for all j ≥ 2. Now, choosing j0 ≥ 2 such that aαj0 = 0, we conclude

that aβj0 < 0, which is impossible.

10. Order for idealistic exponents and e-flowers

Let A = {Mα}α∈Λ be an idealistic atlas over (M,E). Given a singular point
P ∈ SingA, we define the order δPA by

δPA = δPMα,

where (Mα, Eα) is the ambient space of an idealistic chartMα satisfying that
P ∈ Mα. In view of Proposition 9.4, the definition does not depend on the
particular idealistic chart Mα such that P ∈ Mα. On the other hand, since
P ∈ Sing(Mα), we have that δPA ≥ 1.



IDEALISTIC FLOWERS IN THE REDUCTION OF SINGULARITIES 379

Given an idealistic exponent E over (M,E) and a point P ∈ Sing E , the
order δPE is δPE = δPA, where A is any atlas defining E .

Consider now an immersed idealistic e-space V = (M,E,N,L) and a point
P ∈ SingV. We define the order δPV to be

δPV = δPN , N = (N,E|N ,L).
The reader can verify that the arguments in Subsections 9.1 and 9.2 work in
a similar way for immersed idealistic spaces, with fixed dimension e. More
precisely, we have:

Proposition 10.1. Let Vα and Vβ be two equivalent immersed idealistic spaces
over (M,E) of the same dimension e. For any point P in the common singular
locus SingVα = SingVβ, we have that δPVα = δPVβ.
Remark 10.2. An example that the equality of the dimension is necessary in
the statement of Proposition 10.1 is the following one. Take Vα and Vβ over
(M,E) = ((C2, 0), ∅), given by Nα = M , Nβ = (y = 0), with Lα = {Iα},
Lβ = {Iβ}, where:

Iα =
(
(y2 − x3)OC2,0, 2

)
, Iβ =

(
(x3OC,0, 2)

)
.

By Maximal Contact Theory [5], we know that Vα and Vβ are equivalent.
Nevertheless, we have that δ0Vα = 1 and δ0Vβ = 3/2.

Thus, we can define the order for immersed idealistic e-atlases and for ide-
alistic e-flowers, but this is not possible for general immersed idealistic atlases
and idealistic flowers.

Part 3. Guide for the reduction of singularities

Here we give a quick guide for the proof of the existence of reduction of
singularities for idealistic e-flowers. The original result (Theorem 3.2) we want
to prove is the following one:

Theorem 10.3. Given an ambient space (M,E), there is a reduction of sin-
gularities for any idealistic spaceM over (M,E).

This result is a consequence of the following one:

Theorem 10.4. Given an ambient space (M,E), there is a reduction of sin-
gularities for any idealistic atlas A over (M,E).

Now, Theorem 10.4 is equivalent to the next one:

Theorem 10.5. Given an ambient space (M,E), there is a reduction of sin-
gularities for any idealistic exponent E over (M,E).

We also have the immersed statements:

Theorem 10.6. Given an ambient space (M,E) and a natural number e with
1 ≤ e ≤ dimM , there is a reduction of singularities for any immersed idealistic
e-space V over (M,E).
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Theorem 10.7. Given an ambient space (M,E) and a natural number e with
1 ≤ e ≤ dimM , there is a reduction of singularities for any immersed idealistic
e-atlas P over (M,E).

Theorem 10.8 (see Theorem 8.1). Given an ambient space (M,E) and a
natural number e with 1 ≤ e ≤ dimM , there is a reduction of singularities for
any idealistic e-flower F over (M,E).

In view of the developments of the concepts in Part 1, we have the following
implications:

Th10.8 ⇔ Th10.7 ⇒ Th10.6
⇓ ⇓ ⇓

Th10.5 ⇔ Th10.4 ⇒ Th10.3

We have to prove Theorem 10.8 or, equivalently, Theorem 10.7.
Thanks to the behavior of the order presented in Part 2, we can define

adjusted idealistic e-flowers to be the ones such that the order in all the singular
points is exactly equal to one. We also consider reduced idealistic e-flowers,
given by the property that the singular locus has dimension less than or equal
to e − 2. In our general procedure, we need as well the concept of monomial
idealistic e-flower to be developed further, that implies the existence of a very
“combinatorial” reduction of singularities.

Let us see how to organize the proof of Theorem 10.8. Consider the following
statements:

RedSing(e): Idealistic e-flowers have reduction of singularities.
RedSing(monomial): Monomial idealistic t-flowers have reduction of sin-

gularities, for any t ≥ 1.
RedSing(e, adjusted): Adjusted idealistic e-flowers have reduction of sin-

gularities.
RedSing(e, adjusted-reduced): Adjusted and reduced idealistic e-flowers

have reduction of singularities.

The verification that RedSing(1) holds is straightforward. Our objective is to
prove the induction step

(7) RedSing(e− 1)⇒ RedSing(e).

We do it in several steps:

Monomial case: RedSing(monomial) holds.
Reduction to the Adjusted Case: This step corresponds to the fol-

lowing implication

(8)
RedSing(e, adjusted)
RedSing(monomial)

}
⇒ RedSing(e).

Reduction to the Adjusted-Reduced Case: This step corresponds
to the following implication

(9)
RedSing(e− 1)
RedSing(e, adjusted-reduced)

}
⇒ RedSing(e, adjusted).
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The Adjusted-Reduced Case: This step corresponds to the following
implication

(10) RedSing(e− 1)⇒ RedSing(e, adjusted-reduced).

The statement (10) is proven in terms of Maximal Contact Theory [5]. The
classical difficulty for the globalization of the maximal contact is the reason for
introducing idealistic flowers, instead of working simply with idealistic expo-
nents.

Part 4. First reductions

In this part, we prove the statements “Monomial Case”, “Reduction to the
Adjusted Case” and “Reduction to the Adjusted-Reduced Case” presented in
Part 3.

11. Monomial idealistic e-flowers

Let us consider an ambient space (M,E). We say that a sheaf Z of principal
ideals on M is logarithmic for (M,E) if it is of the form

(11) Z =
∏

D J
aD

D , aD ∈ Z≥0,

where D runs over the irreducible components of E and JD is the ideal sheaf
of D. A logarithmic idealistic space with assigned multiplicity d over (M,E) is
any idealistic space Z of the form

Z = (M,E,LZ = {(Z, d)}),
where Z is a logarithmic sheaf for (M,E).

Let (M,E,N) be a transverse ambient subspace of (M,E) and let Z be a
logarithmic sheaf. Note that we can define the restriction of LZ to N just by
taking LZ |N = {(Z|N , d)}, where Z|N is the restriction of the principal ideal
sheaf Z to N . In this way we obtain an immersed idealistic space Z|N given
by

Z|N = (M,E,N,LZ |N ).

Definition. Let P = {Vα}α∈Λ be an immersed idealistic e-atlas over (M,E),
where Vα = (Mα, Eα, Nα,Lα). We say that P is monomial, or quasi-ordinary,
if there is a logarithmic idealistic space Z over (M,E) such that, for any α ∈ Λ,
the immersed idealistic e-spaces Vα and Z|Nα

are equivalent. An idealistic e-
flower F is monomial or quasi-ordinary if it contains a monomial immersed
idealistic e-atlas.

Remark 11.1. If P is monomial, then the family PZ = {Z|Nα}α∈Λ is an im-
mersed idealistic e-atlas equivalent to P, and conversely.

The reduction of singularities of logarithmic idealistic spaces is of combina-
torial nature and well-known. It is a direct consequence of Hironaka’s Game,
solved by Spivakovsky [34]. The precise statement we need is the following one:
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Proposition 11.2. Let Z = (M,E, {(Z, d)}) be a logarithmic idealistic space
over (M,E). There is a reduction of singularities for Z obtained by the com-
position of a finite sequence of permissible blowing-ups, where the centers are
connected components of intersections of the irreducible components of the di-
visor E in the support of Z.

Proof. See, for example [30, Proposition 3]. □

Corollary 11.3. There is a reduction of singularities for any monomial ide-
alistic e-flower F .
Proof. Let Z be a logarithmic idealistic space associated to F . The blowing-
ups of the reduction of singularities of Z induce a reduction of singularities for
F as follows. Assume that Y is a permissible center for Z and let

π : (M ′, E′)→ (M,E)

be the blowing-up with center Y . Up to taking an open subset of M , we can
assume that there is a particular immersed idealistic e-space

Z|N = (M,E,N,LZ |N )

belonging to F . Since N has normal crossings with E and Y is intersection of
components of E not containing N , the restriction of π to the strict transform
N ′ of N is the blowing-up

π̄ : (N ′, E′|N ′)→ (N,E|N )

with center Y ∩N , that is permissible for (M,E,N,LZ |N ). The needed com-
mutativity properties hold and we obtain a reduction of singularities for F . □

12. Adjusted idealistic e-flowers

Let us consider an ambient space (M,E) and an idealistic e-flower F over
(M,E). We recall that F is adjusted if δPF = 1, for any P ∈ SingF .

We have the following stability result:

Proposition 12.1. Let F be an adjusted idealistic e-flower over (M,E). Con-
sider a test system S that is permissible for F and let F ′ the transform of F
by S. Then, the idealistic e-flower F ′ is adjusted.

Proof. The statement for open projections is straightforward. In the case of
permissible blowing-ups, the result is a direct consequence of the stability of the
multiplicity of an hypersurface under blowing-up with equimultiple centers. □

12.1. Logarithmic factors

Let (M,E) be an ambient space and consider an immersed idealistic e-atlas
P = {Vα}α∈Λ over (M,E), where

(12) Vα = (Mα, Eα, Nα,Lα), Lα = {(Iα,j , dαj)}kα
j=1.

Let d be a positive integer. We say that P is d-normalized if d = dαj , for any
α ∈ Λ, j = 1, 2, . . . , kα.
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Remark 12.2. Any immersed idealistic e-atlas over (M,E) is equivalent to a
normalized one, see Subsection 4.4.

Assume now that P is d-normalized. A logarithmic factor Z for P is a
logarithmic sheaf Z for (M,E) such that there is a factorization

Iα,j = Z|Nα · Jα,j
of principal ideal sheaves on Nα, for any α ∈ Λ and j = 1, 2, . . . , kα.

Let us note that there is at least one logarithmic factor given by the ideal
sheaf Z = OM , which has empty support.

Definition. Let P be a d-normalized immersed idealistic e-atlas over (M,E)
and consider a logarithmic factor Z for P. The co-factorial order µZP is given
by

µZP = max{dδPP − νPZ; P ∈ SingP}.
When SingP = ∅, we put µZP = −∞.

For any P ∈ Nα, we have that νP (Z|Nα
) = νPZ, since Nα has normal cross-

ings with E and it is not locally contained in the support of Z. In particular,
we have that

(13) dδPP − νPZ = dδPVα − νP (Z|Nα
) ∈ Z≥0,

when P ∈ SingP. The condition µZP = −∞ means exactly that SingP = ∅.
Proposition 12.3. Let P be a d-normalized immersed idealistic e-atlas over
(M,E). Assume that Z is a logarithmic factor for P such that µZP = 0. Then
P is monomial.

Proof. Denote Z = (M,E, {(Z, d)}) and for any α ∈ Λ, denote

Z|Nα
= (Mα, Eα, Nα, {(Z|Nα

, d)}).
By Remark 11.1, it is enough to prove that the family PZ = {Z|Nα}α∈Λ is an
immersed idealistic e-atlas that is equivalent to P.

Consider an immersed idealistic e-chart

Vα = (Mα, Eα, Nα,Lα = {(Iα,j , d)}kα
j=1)

belonging to P. Let us prove that Vα is equivalent to Z|Nα
. By the local

character of the equivalence, it is enough to do it locally at any point P ∈ Nα

(see Proposition 4.3).
Assume that P /∈ SingVα. There is a j0 such that

d > νP (Iα,j0) = νPZ + νPJα,j0 ≥ νPZ.

Then P /∈ SingZ|Nα and we are done.
Assume that P ∈ SingVα. Since µZP = 0, we have the equality of germs

(Iα,j0)P = (Z|Nα
)P , for an index j0. This implies that, locally at P , the

immersed idealistic spaces Vα and Z|Nα
are equivalent, see the examples with

redundant ideals in Subsection 4.4. □

Corollary 12.4. If µZP = 0, then P has a reduction of singularities.
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12.2. Adjustment by logarithmic factors

Consider a d-normalized immersed idealistic e-atlas P = {Vα}α∈Λ over
(M,E) as in Equation (12) and take a logarithmic factor Z for P. Take an
integer number m ≥ 1 with m ≥ µZP and denote by PZ,m = {VZ,m

α }α∈Λ the
family of immersed idealistic e-charts

VZ,m
α = (Mα, Eα, Nα,LZ,m

α ), LZ,m
α = Lα ∪ {(Jα,j ,m)}kα

j=1.

Recall that Iα,j = Z|Nα
Jα,j .

Remark 12.5. We have that Sing(VZ,m
α ) ⊂ Sing(Vα). The property

m > µZP
holds if and only if Sing(VZ,m

α ) = ∅, for any α ∈ Λ. In particular, if m = µZP,
there is an index α ∈ Λ such that Sing(VZ,m

α ) ̸= ∅.

The objective of this subsection is to prove the following result:

Proposition 12.6. The family PZ,m = {VZ,m
α }α∈Λ is an adjusted immersed

idealistic e-atlas over (M,E).

The fact that PZ,m is adjusted comes from the definition of µZP. It remains
to show that PZ,m is an immersed idealistic e-atlas over (M,E).

Recall the notation Mαβ = Mα ∩Mβ and denote SZ,m
α = Sing(VZ,m

α ), for
any pair of indices α, β ∈ Λ.

Lemma 12.7. Mαβ ∩ SZ,m
α = Mαβ ∩ SZ,m

β .

Proof. Consider a point P ∈Mαβ ∩ SZ,m
α . We have to show that

δP (Vβ) ≥ 1, νP (Jβ,j) ≥ m, j = 1, 2, . . . , kβ .

Since δP (Vα) ≥ 1 and δP (Vβ) = δP (Vα), then δP (Vβ) ≥ 1.
On the other hand, we have that

dδPVα − νPZ = m.

Indeed, if dδPVα− νPZ < m we get P /∈ SZ,m
α , which is not possible. Now, for

any j = 1, 2, . . . , kβ , we have

νP (Jβ,j) = νP (Iβ,j)− νPZ ≥ dδPVβ − νPZ = dδPVα − νPZ = m.

We conclude that P ∈ SZ,m
β , as desired. □

In order to prove Proposition 12.6, up to restrict ourselves to Mαβ , it is
enough to consider the particular case when

Λ = {α, β}, (M,E) = (Mα, Eα) = (Mβ , Eβ).

Let us prove that VZ,m
α and VZ,m

β are equivalent. In view of Lemma 12.7, we
have that

SZ,m = Sing(VZ,m
α ) = Sing(VZ,m

β ).
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Now, it is enough to show that this situation repeats under open projections
and permissible blowing-ups. More precisely, let

σ : (M ′, E′)→ (M,E)

be either an open projection or a blowing-up with a center Y ⊂ SZ,m that
is a non-singular closed analytic subspace of M having normal crossings with
E. We have to find a logarithmic factor Z ′ for the transform P ′ such that
µZ′P ′ ≤ m and the following commutativity property holds:

(14) (VZ,m
α )′ = (V ′

α)
Z′,m, (VZ,m

β )′ = (V ′
β)

Z′,m.

Since V ′
α and V ′

β are equivalent, the situation repeats, as desired.

The construction of Z ′ in the case of an open projection is straightforward.
In the case of a blowing-up, we take

Z ′ = Jm−d
D′ π−1Z, D′ = π−1(Y ).

This ends the proof of Proposition 12.6. □

Remark 12.8. The commutativity expressed in Equation (14) extends to d-
normalized immersed idealistic e-atlas, in the sense that we have

(15) (PZ,m)′ = (P ′)Z
′,m,

for the transforms under an open projection or a blowing-up with center that
is permissible for PZ,m.

12.3. Reduction to the adjusted case

In this subsection, we give a proof of the statement corresponding to Equa-
tion (8). We state the result as follows:

Proposition 12.9. Let F be an idealistic e-flower over the ambient space
(M,E). Assume that the following statements are true:

a) The monomial idealistic e-flowers have reduction of singularities.
b) The adjusted idealistic e-flowers have reduction of singularities.

Then F has reduction of singularities.

Proof. Take a d-normalized immersed idealistic e-atlas P belonging to F . Let
us see that P has reduction of singularities. Fix a logarithmic factor Z for P.
We do induction on the co-factorial order µZP. If µZP = 0, we are done, since
P is monomial by Proposition 12.3.

Assume that µZP = m ≥ 1. We know that PZ,m is an adjusted immersed
idealistic e-atlas over (M,E) such that

∅ ≠ Sing(PZ,m) ⊂ Sing(P).
The permissible centers for PZ,m are also permissible for P. In view of our
hypothesis, there is a sequence {πi}pi=1 of permissible blowing-ups for PZ,m,
such that

Sing
(
(PZ,m)(p)

)
= ∅.
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By the commutativity in Remark 12.8, the centers of πi are permissible for the
successive transforms of P and we have that

(PZ,m)(p) = (P(p))Z
(p),m.

Hence Sing(P(p))Z
(p),m = ∅ and thus µZ(p)P(p) < m. We end by the induction

hypothesis. □

13. Reduction to the adjusted-reduced case

Here we provide a proof of the reduction to the adjusted-reduced case, cor-
responding to Equation (9). We state the result as follows:

Proposition 13.1. Let F be an adjusted idealistic e-flower over the ambient
space (M,E). Assume that the following statements are true:

a) The idealistic (e− 1)-flowers have reduction of singularities.
b) The adjusted-reduced idealistic e-flowers have reduction of singularities.

Then F has reduction of singularities.

Let us recall that an idealistic e-flower F is called to be reduced if we have
that dimSingF ≤ e− 2. The following stability result holds:

Proposition 13.2. Let F be an idealistic e-flower over the ambient space
(M,E). Consider a permissible test system S for F and denote by F ′ the
transform of F by S. If F is adjusted and reduced, then F ′ is also adjusted
and reduced.

Proof. The result is consequence of the fact that when we blow-up a center
that is equimultiple for a hypersurface, then the exceptional divisor is not in
the locus of maximal multiplicity. We leave the details to the reader. □

Let us start the proof of Proposition 13.1. Take an adjusted idealistic e-
flower F over (M,E). If dimSingF ≤ e− 2, we are done. On the other hand
we know that dimSingF ≤ e−1, hence we can assume that dimSingF = e−1.
Let L1, L2, . . . , Ls be the irreducible components of dimension dimLi = e − 1
of SingF . We reason by induction on the number s. Consider the following
result:

Proposition 13.3. Assume that s ≥ 1. There is an open set U ⊂ M such
that U ∩ SingF = L1 and L1 is a non-singular closed analytic subset L1 ⊂M .

Proof. Take a point P ∈ L1. It is enough to show that SingF is non-singular
at P . Take an immersed idealistic e-chart

V = (U,E ∩ U,N,L), L = {(Ij , dj)}kj=1,

belonging to F , with P ∈ U . We have that νL1∩U (Ij) ≥ dj , for any index
j = 1, 2, . . . , k. Since F is adjusted, there is an index j0 such that

νP Ij0 = νL1∩UIj0 = dj0 .
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This means that L1 ∩ U is dj0-equimultiple for Ij0 . Noting that L1 ∩ U is a
hypersurface in N , we have that

Ij0 = (JL1∩U )
dj0 ,

(locally at P , that is, up to make U smaller) where JL1∩U is the ideal sheaf
of ON defining L1 ∩U . We conclude that the singular locus SingF is equal to
L1 ∩ U , near P , and it is non-singular. □

As a consequence of Proposition 13.3 and in view of the induction hypothesis
on s, we can restrict ourselves to the case when

SingF = L,

where L is a non-singular irreducible (e−1)-dimensional closed analytic subset
of M . If L has normal crossings with E, a single blowing-up with center L
makes L to disappear from the singular locus and we are done. Now, it suffices
to obtain the property that L has normal crossings with E by means of blowing-
ups with centers contained in L. This is solved in next subsection.

13.1. Normal crossings for a non-singular closed subspace

The result we present here is what we need for the end of the proof of
Proposition 13.1:

Proposition 13.4. Consider an n-dimensional ambient space (M,E) and a
closed non-singular subset L ⊂M of dimension e− 1 < n. Let us assume that
any idealistic (e−1)-flower has reduction of singularities. Then there is a finite
sequence of blowing-ups

(16) (M,E)← (M1, E1)← · · · ← (Mk, Ek)

of ambient spaces with centers contained in the successive strict transforms of
L, such that the last strict transform Lk has normal crossings with Ek.

Proof. Let us consider L as the support of a new ambient space. Write

E = E∗ ∪D ∪ F,

where F is the union of components of E containing L and the divisorD is union
of other components of E, in such a way that F ∪D has normal crossings with
L (such a D exists, but it is not necessarily unique, even if we chose a maximal
one). Let us write E∗ = ∪i∈AE

∗
i the decomposition of E∗ into its irreducible

components. For any B ⊂ A, let us denote E∗
B =

⋂
i∈B E∗

i . Consider the set

Σ = {B ⊂ A; E∗
B ∩ L ̸= ∅}.

Let s = max{#B; B ∈ Σ}, Σs = {B ∈ Σ; #B = s} and t = #Σs. If s = 0, we
are done, since then L∩E∗ = ∅. We reason by induction on the lexicographical
invariant (s, t). Take B ∈ Σs and consider the list LM,E∗,L,B of marked ideals
in L given by

LM,E∗,L,B = {(IE∗
i
|L, 1)}i∈B .
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Take the idealistic space N over (L,L ∩D) defined as

N = NM,E,E∗,L,B = (L,L ∩D,LM,E∗,L,B).

Note that SingN = E∗
B ∩ L.

Let Y be a permissible center for N . We have that:

(1) Y ⊂ L is non-singular.
(2) Y ⊂ Fi, for each irreducible component of F .
(3) Y has normal crossings with L ∩D.
(4) Y is equimultiple for IE∗ , where IE∗ is the ideal sheaf of OM defining

E∗. More precisely, we have that Y ⊂ E∗
B and for any index i ∈ A \B,

we have that E∗
i ∩ Y = ∅.

We conclude that Y is equimultiple for IF∪E∗ = IE∗IF and it has normal
crossings with D. Then, we have that Y has normal crossings with E. Thus,
we can perform the blowing-up of ambient spaces

πY : (M ′, E′)→ (M,E)

centered at Y , with E′ = (E∗)′ ∪ D̃ ∪ F ′, where D̃ = π−1
Y (D ∪ Y ) and (E∗)′,

F ′ are the respective strict transforms of E∗, F . If L′ is the strict transform of
L, the restriction

π̄Y : (L′, L′ ∩ D̃)→ (L,L ∩D),

is the blowing-up of (L,L ∩D) with center Y .
Let N ′ be the transform of N by π̄Y . If Sing(N ′) = ∅, the new inva-

riant (s′, t′) is strictly smaller than (s, t) and we are done by induction. If
Sing(N ′) ̸= ∅, then (s′, t′) = (s, t), we have that A′ = A, Σ′ = Σ and the
following commutativity property holds:

N ′ = NM ′,E′,(E∗)′,L′,B .

Now, we end by performing a reduction of singularities of N . □

Part 5. Projections of idealistic exponents

Let E be an adjusted and reduced idealistic exponent over an n-dimensional
ambient space (M,E) and consider a hypersurface (M,E,H), recall that H is
non-singular and it has normal crossings with E. In this part, we introduce a
procedure for obtaining a new idealistic exponent prH E over (H,E|H) that we
call the projection of E on (M,E,H) whose main properties are the following
ones:

• H ∩ Sing E = Sing(prH E).
• A closed analytic subset Y ⊂ H is a permissible center for prH E if and

only if it is a permissible center for E .
• (prH E)′ = prH′(E ′), for the transforms under a morphism that is either
an open projection or a blowing-up with permissible center Y for E ,
with Y ⊂ H.
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Let us note that the assignment ((M,E,H), E) 7→ prH E is necessarily unique
if it exists. Indeed, we deduce from the above properties that if we have two as-
signments pr and p̃r, then prH E = p̃rHE , since they have the same permissible
test systems.

Let us also note that (M,E,H) may be transverse or not, see the definitions
in Section 2. Thus, there is a union E∗ of irreducible components of E such
that E|H = E∗ ∩H, where E∗ is the union of the irreducible components of E
not coinciding (locally) with H.

We end this part with the construction of the projection of an idealistic
e-flower on (M,E,H) in the particular case that H is a disjoint union of irre-
ducible components of E.

Once the projections are constructed, the existence of a reduction of singu-
larities of prH E implies the existence of a morphism

σ : (M ′, E′)→ (M,E)

that is a composition of a finite sequence of permissible blowing-ups for E in
such a way that H ′ ∩ Sing E ′ = ∅, where H ′ is the strict transform of H by σ.
This is a key observation for the Maximal Contact Theory.

The projections are done with the help of projecting axes. We have built
these structures inspired in a part of the work of Panazzolo in [32].

14. Projecting axes

The construction of projecting axes is done “around H” instead of consid-
ering “the whole ambient space”. More precisely, we will consider the open set
(MH , EH) of (M,E) defined as follows. Recalling that M is a germ over the
compact set K ⊂ M , we define MH to be the germ of M on the compact set
K ∩H and EH to be the germ of E over the compact set E ∩K ∩H.

Denote by ΘM [logE∗] the sheaf of germs of vector fields over M that are
tangent to E∗. A projecting chart for (M,E,H) is a pair

c = (U, ξ),

where U is an open set of MH and ξ ∈ ΘM [logE∗](U) is a non-singular vector
field transverse to H ∩ U at every point. Two projecting charts c1 = (U1, ξ1)
and c2 = (U2, ξ2) for (M,E,H) are compatible if there is a unit u12, defined in
U12 = U1 ∩ U2, such that

ξ2|U12
= u12ξ1|U12

, ξ1|U12
(u12) = 0.

Note that we ask u12 to be a first integral of ξ1|U12 . Automatically, we have
that u12 is also a first integral of ξ2|U12

.
Given P ∈ H, there is always a projecting chart c = (U, ξ), with P ∈ U . It

is enough to take local coordinates x, z around P defined on U and adapted to
E, such that H ∩ U = (z = 0) and

ξ = ∂/∂z.
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Conversely, given a projecting chart c = (U, ξ) and a point P ∈ H ∩ U , there
are local coordinates x, z around P defined on an open set V ⊂ U that are
adapted to E, such that H ∩ U = (z = 0) and ξ = ∂/∂z.

This suggests the following definition:

Definition. A rectified projecting chart for (M,E,H) is a data (c,x, z), where
c = (U, ξ) is a projecting chart for (M,E,H) and x, z are coordinate functions
defined on U , adapted to E, such that H ∩U = (z = 0) and that ξ = ∂/∂z. A
given projecting chart c for (M,E,H) is rectifiable if there are coordinates x, z
such that (c,x, z) is a rectified projecting chart for (M,E,H).

We define a projecting atlas a for (M,E,H) to be a finite family a = {cα}α∈Λ,
such that the cα are pairwise compatible projecting charts for (M,E,H), whose
definition domains cover H; equivalently, the definition domains cover MH .

Definition. Two projecting atlases a1 and a2 of (M,E) over the hypersurface
(M,E,H) are compatible if their union a1 ∪ a2 is also a projecting atlas for
(M,E,H). The compatibility classes of projecting atlases are called projecting
axes for (M,E,H). Given a projecting axis E and a projecting chart c = (U, ξ)
for (M,E,H), we say that c belongs to E if c belongs to some of the projecting
atlases defining E.

Given a projecting atlas a, there is another compatible projecting atlas ã
such that all the charts in ã are rectifiable, by a convenient “refinement” of the
charts. In particular, there is always an atlas composed of rectifiable charts
among the atlases defining a given projecting axis.

Remark 14.1. A projecting axis for (M,E,H) is exactly the same object as a
projecting axis for (MH , EH , H).

14.1. First integrals of projecting axes

Let E be a projecting axis for (M,E,H). We denote by OMH
the sheaf of

germs of holomorphic functions of MH , that is OMH
= OM |MH

. Let us build
the sheaf of first integrals IntE of E. For each open subset V ⊂MH , we define
IntE(V ) to be the subring

IntE(V ) ⊂ OMH
(V ) = OM (V )

whose elements are the holomorphic functions h defined in V satisfying the
following equivalent properties:

a) Given a point P ∈ V , there is a projecting chart c = (U, ξ) belonging
to E such that P ∈ U ⊂ V and ξ(h|U ) = 0.

b) Given a projecting chart c = (U, ξ) belonging to E such that U ⊂ V ,
we have that ξ(h|U ) = 0.

The sheaf IntE is a subsheaf of rings of OMH
. In particular, we have that OMH

is a IntE-module.
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Remark 14.2. Let (c,x, z) be a rectified projecting chart for (M,E,H) such
that c = (U, ξ) belongs to a given projecting axis E for (M,E,H). A function
h ∈ OM (U) is a first integral for E if and only if ∂h/∂z = 0.

14.2. Local nature of projecting axes

Let c = (U, ξ) be a projecting chart for (M,E,H). The restriction c|V of c
to an open set V of MH is given in a natural way by

c|V = (U ∩ V, ξ|U∩V ).

It is a projecting chart for (V,E ∩ V,H ∩ V ).
Let c1 and c2 be two projecting charts for (M,E,H). The following proper-

ties are equivalent:

(1) The charts c1 and c2 are compatible.
(2) For any open set V ⊂MH , the restrictions c1|V and c2|V are compati-

ble.
(3) The restrictions c1|V and c2|V are compatible for the open sets V ⊂MH

belonging to an open cover of MH .

Consider a projecting atlas a = {cα}α∈Λ for (M,E,H). The restriction a|V
of a to an open set V of MH is given by

a|V = {cα|V }α∈Λ.

It is a projecting atlas for (V,E ∩ V,H ∩ V ). Moreover, if a1 and a2 are two
compatible projecting atlases for (M,E,H), their restrictions a1|V and a2|V
are also compatible. This allows us to define without ambiguity the restriction
E|V to V of a projecting axis E for (M,E,H). It is, of course, a projecting axis
for (V,E ∩ V,H ∩ V ).

The following “gluing” result, concerning the local nature of projecting axes,
follows directly from the local nature of the compatibility of charts:

Lemma 14.3. Consider an open covering {Uβ}β∈B of MH . Assume that for
each β ∈ B, there is a projecting axis Eβ for (Uβ , E ∩ Uβ , H ∩ Uβ). If the
equality

Eβ |Uβγ
= Eγ |Uβγ

, Uβγ = Uβ ∩ Uγ ,

holds for any β, γ ∈ B, there is a unique projecting axis E for (M,E,H) such
that E|Uβ

= Eβ, for all β ∈ B.

14.3. Projections on the first factor and projecting axes

Consider a projection on the first factor

σ : (M ′, E′) = (M × (Cm, 0), E × (Cm, 0))→ (M,E)

and put H ′ = σ−1(H). Note that M ′
H′ = σ−1(MH) and that (M ′, E′, H ′) is a

hypersurface of (M ′, E′). Recall that we have the functions

ωi : M
′ → (C, 0), i = 1, 2, . . . ,m,
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obtained by composition of M × (Cm, 0) → (Cm, 0) with the i-th coordinate
function of (Cm, 0).

Let c = (U, ξ) be a projecting chart for (M,E,H). The transform

σ−1c = (U ′, ξ′)

of c by σ is obtained by putting U ′ = σ−1(U) and by taking ξ′ to be the unique
vector field over U ′ satisfying

(1) (dσ) ◦ ξ′ = ξ ◦ σ. (The vector fields ξ and ξ′ are σ-related).
(2) ξ′(ωi) = 0, for all i = 1, 2, . . . ,m.

We have that σ−1c is a projecting chart for (M ′, E′, H ′). If c1 and c2 are two
compatible projecting charts, then, the transformed charts σ−1c1 and σ−1c2
are also compatible. In this way, we define the transform σ−1a of a projecting
atlas a as well as the transform σ−1E of a projecting axis E for (M,E,H). We
obtain, respectively, a projecting atlas and a projecting axis for (M ′, E′, H ′).

Remark 14.4. Let E′ = σ−1E. The sheaf of first integrals IntE′ is related with
IntE as follows. Consider an open subset V ′ ⊂ M ′

H′ . Note that V ′ is of the
form V ′ = U × (Cm, 0). A function h′ defined over V ′ is a first integral for E′

if and only if it factorizes through a first integral h of E defined in U , that is
h′ = h ◦ σ.

14.4. Blowing-up projecting axes

Before studying the transformation of a projecting axis by a blowing-up, let
us consider the following lemma:

Lemma 14.5. Let E1 and E2 be two projecting axis for (M,E,H). Assume
that there is a closed analytic subset Z ⊂ MH of codimension greater than or
equal to one, such that E1|MH\Z = E2|MH\Z . Then E1 = E2.

Proof. It is enough to show that any two projecting charts c1 = (U1, ξ1) and
c2 = (U2, ξ2) of E1 and E2, respectively, are compatible.

Write U = U1 ∩U2. If U = ∅, there is nothing to prove. Assume that U ̸= ∅
and denote ci = ci|U = (U, ξ̄i), for i = 1, 2. We need to show the existence of a
unit u ∈ OM (U) satisfying that ξ̄2 = uξ̄1, with ξ̄1(u) = 0. Consider the subset

A = {P ∈ U ; there is fP ∈ OM,P such that ξ2,P = fP ξ1,P }.
Let us see that A is a closed analytic subset of U . Recalling that ξ̄1 and ξ̄2 are
non-singular vector fields, the set A ⊂ U is defined by the equation ξ̄1∧ ξ̄2 = 0.
Hence A ⊂ U is a closed analytic subset. Let us write W = U \Z. Since c1 and
c2 are compatible charts in W , we have that W ⊂ A ⊂ U , and hence A = U .
Then, given P ∈ U , we have the relation

ξ2,P = fP ξ1,P .

Once again, since they are non-singular vector fields, we conclude that the
germs fP are unique and they are units. These germs are “glued” in a unit
u ∈ OM (U) such that uP = fP , for all P ∈ U . Hence ξ̄2 = uξ̄1.
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On the other hand, the compatibility of c1 and c2 in W implies that

ξ̄1(u) = 0, over W.

Again, since ξ̄1(u) = 0 defines a closed analytic subset of U , we have that
ξ̄1(u) = 0, in the whole U . We conclude that c1 are c2 compatible charts in U
as desired. □

Let Y be a non-singular irreducible closed analytic subset of H having nor-
mal crossings with E. Assume that the codimension of Y in H is grater than
or equal to one and thus Y does not coincide with any connected component
of H. Let us perform the blowing-up

π : (M ′, E′)→ (M,E)

centered at Y and denote by H ′ the strict transform of H by π. We have that
(M ′, E′, H ′) is a hypersurface of (M ′, E′) and π induces a blowing-up

π̄ : (H ′, E′|H′)→ (H,E|H).

Let us note that M ′
H′ ⊂ π−1(MH) and that π induces an identification between

M ′
H′ \ π−1(Y ) and π(M ′

H′) \ Y , as a consequence of the identification between
M ′ \ π−1(Y ) and M \ Y .

Proposition 14.6. Let E be a projecting axis for (M,E,H). There is a unique
projecting axis E′ for (M ′, E′, H ′) such that

E′|M ′
H′\π−1(Y ) = E|π(M ′

H′ )\Y ,

where we have taken the identification M ′ \ π−1(Y ) → M \ Y induced by the
blowing-up π.

Proof. Uniqueness is a direct consequence of Lemma 14.5. Let us see the
existence. In order to do it, we are going to prove the existence of a covering
of MH by open subsets U ⊂MH with the following property:

There is a projecting axis E′ for (U⋆, E⋆, H⋆) such that

(17) E′|U⋆
H⋆\π−1(Y ) = E|π(U⋆

H⋆ )\Y ,

where U⋆ = π−1(U) and E⋆, H⋆ are the corresponding inter-
sections of E′, H ′ with U⋆.

Assume this result is proved and take two of these open subsets Uβ and Uγ .
By invoking the uniqueness, we have the equality

E′
β |U⋆

βγ
= E′

γ |U⋆
βγ
, U⋆

βγ = U⋆
β ∩ U⋆

γ .

Now, we obtain E′ by application of the gluing Lemma 14.3.
Around each point of H, we can choose a rectified projecting chart

(c = (U, ξ),x, z)

of E with the additional condition that if Y ∩ U ̸= ∅, then
Y ∩ U = (z = 0) ∩ (xi = 0; i = 1, 2, . . . , t),
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where t ≥ 1 is the codimension of Y in H. In this way, we cover MH by
the domains of that charts. It remains to prove that given one of that charts
(c = (U, ξ),x, z), there is a projecting axis E′ for (U⋆, E⋆, H⋆) satisfying to the
property stated in Equation (17).

Let us consider U⋆
i = U⋆ \ L⋆

i , where L⋆
i is the strict transform of (xi = 0)

by π, for any i = 1, 2, . . . , t. Note that

H⋆ ⊂ U⋆
H⋆ ⊂ Ũ , where Ũ =

⋃t
i=1 U

⋆
i .

Let us write Vi = U \ (xi = 0) and W = ∪ti=1Vi. We have the equality

π(U⋆
i \ π−1(Y )) = Vi, i = 1, 2, . . . , t.

Then, we have π(Ũ \ π−1(Y )) = W . Since U⋆
H⋆ ⊂ Ũ , it is enough to prove the

existence of a projecting axis E′ defined in Ũ satisfying that

E′|Ũ\π−1(Y ) = E|W ,

where we have taken the identification Ũ\π−1(Y )→W induced by the blowing-
up π outside of π−1(Y ).

In order to obtain E′, we are going to define E′
i on U⋆

i by

(18) E′
i|U⋆

i \π−1(Y ) = E|Vi
, i = 1, 2, . . . , t.

Indeed, in view of Lemma 14.5, the property in Equation (18) implies that

E′
i|U⋆

i ∩U⋆
j
= E′

j |U⋆
i ∩U⋆

j
, i, j ∈ {1, 2, . . . , t}

and we obtain the desired E′ by gluing the E′
i, for i = 1, 2, . . . , t.

Let us define the projecting axis E′
i. Consider the vector field

ξi = xiξ,

defined in U , and the projecting chart ci = (Vi, ξi|Vi
). Since xi is a first integral

and a unit in Vi, the chart ci belongs to the axis E. Thus, the chart ci defines
exactly E|Vi . The vector field ξi lifts by π to a unique vector field ξ′i over U

⋆
i ,

that is written in appropriate coordinates as

ξ′i = ∂/∂z′,

where H⋆ ∩ U⋆
i = (z′ = 0). This allows us to define E′

i from the projecting
chart (U⋆

i , ξ
′
i). □

Definition. Let E be a projecting axis. The projecting axis E′ given in Propo-
sition 14.6 is called the transform of E by the blowing-up π.

15. Projections of idealistic spaces

Consider a hypersurface (M,E,H) of an ambient space (M,E). Let us take
an adjusted and reduced idealistic spaceM of (M,E).

In this section, we construct projections ofM over (M,E,H) associated to
projecting axes and projectable generators of the marked ideals of M. These
constructions are compatible with the equivalence of idealistic spaces, with open
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projections and with permissible blowing-ups whose centers are contained in
H. Thanks to these properties, in the next section, we will be able to build the
projection on (M,E,H) for adjusted-reduced idealistic exponents of (M,E).

15.1. Projecting systems. Local nature

Before giving the definition of projecting systems, we need some concepts
concerning only a projecting axis E for (M,E,H).

We say that a sheaf J ⊂ OMH
is an E-projectable module over MH if it is

a locally principal IntE-submodule of OMH
. This means that there is an open

covering {Uβ}β∈B of MH together with holomorphic functions Fβ ∈ OM (Uβ),
satisfying the following properties:

(1) The germ of Fβ is non-zero at each point.
(2) For each open subset V of MH and any index β ∈ B, we have

J(V ∩ Uβ) = IntE(V ∩ Uβ) · Fβ |V ∩Uβ
⊂ OM (V ∩ Uβ).

Note that, for each pair of indices β, γ ∈ B, we have that

Fγ |Uβ∩Uγ
= uβγFγ |Uβ∩Uγ

,

where uβγ ∈ IntE(Uβ ∩ Uγ) is a first integral that is also a unit; in particular,
it is also a unit in OM (Uβ ∩ Uγ).

Definition. Let us consider a locally principal ideal sheaf I ⊂ OMH
. An E-

projectable generator J of I is any E-projectable module J, with J ⊂ I, that
generates I as OMH

-ideal sheaf.

In local terms, if J is given by a family {(Uβ , Fβ)}β∈B of open sets Uβ and
functions Fβ ∈ OM (Uβ) as before, the ideal I(Uβ) ⊂ OM (Uβ) is generated by
Fβ , for each β ∈ B.

Now, we can define the projecting systems:

Definition. Let M = (M,E,L) be an adjusted-reduced idealistic space. A
projecting system S for (M, H) is a pair S = (E, J) satisfying the following
properties:

(1) E is a projecting axis for (M,E,H).
(2) If L = {(Ij , dj)}kj=1, then J is a list J = {Jj}kj=1, where each Jj is an

E-projectable generator of Ij |MH
.

Given an open set V of MH , the restriction S|V of a projecting system
S = (E, J) is naturally given by

S|V = (E|V , J|V ), J|V = {Jj |V }kj=1.

It is a projecting system for (M|V , H ∩ V ).
We have local determination and local gluing procedures for projecting sys-

tems, since the corresponding properties hold forM, E and J.
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15.2. Projections on the first factor and projecting systems

Consider a projection on the first factor

σ : (M ′, E′) = (M × (Cm, 0), E × (Cm, 0))→ (M,E)

and an idealistic space M = (M,E,L), with L = {(Ij , dj)}kj=1. Take a pro-
jecting system S = (E, J) for (M, H). The transform S′ of S by σ will be
denoted by

S′ =
(
E′, J′ = {J′

j}kj=1

)
,

where E′ is the transform of E by σ.
Let us detail which are the E′-projectable generators J′

j of I ′j . Take an open
subset U ′ of M ′

H′ . Since we are working with the germified space (Cm, 0), we
know that U ′ = U × (Cm, 0), where U ⊂ MH is an open subset. Recall that
I ′j(U

′) is given by

I ′j(U
′) = {f ◦ σ; f ∈ Ij(U)} · OM ′(U ′),

which is an ideal of the ring OM ′(U ′). On the other hand, we define

J′
j(U

′) = {f ◦ σ; f ∈ Jj(U)} · IntE′(U ′).

Since IntE′(U ′) = {h ◦ σ; h ∈ IntE(U)}, we see directly that

J′
j(U

′) = {f ◦ σ; f ∈ Jj(U)}.

In this way, we obtain the projecting system S′ for (M′, H ′), whereM′ is the
transform ofM by σ and H ′ = H × (Cm, 0).

15.3. Blowing-up projecting systems

Let Y ⊂ H be a permissible center forM. SinceM is reduced, we know that
Y has codimension greater than or equal to two in M , hence it has codimension
greater than or equal to one in H. Let us consider the blowing-up

π : (M ′, E′)→ (M,E)

centered at Y . As we know, the morphism π induces the blowing-up

π̄ : (H ′, E′|H′)→ (H,E|H)

centered at Y , where H ′ is the strict transform of H by π and the divisor E′|H′

coincides with π̄−1(E|H ∪ Y ).
Let us define the transform S′ of S by π. We put S′ = (E′, J′), where E′ is

the transform of E by π. It remains to describe J′ = {J′
j}kj=1. We consider the

morphism

σ : (M ′
H′ , E′

H′)→ (M,E)

given as composition of the open inclusion M ′
H′ ⊂ M ′ with the blowing-up

π. Let Jπ−1(Y ) be the ideal sheaf in M ′
H′ defining the exceptional divisor

π−1(Y ) ∩M ′
H′ . We denote

J π−1(Y ) = Jπ−1(Y ) ∩ IntE′.
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Noting that Jπ−1(Y ),P ′ is generated by a first integral of E′ at the points P ′ in
M ′

H′ , we see that J π−1(Y ) is an E′-projectable generator of Jπ−1(Y ). Consider
now the E-projectable generator Jj of Ij in J. Recall that

σ−1Ij = I ′jJ
dj

π−1(Y ).

Denote by σ∗Jj the sheaf of Int(E′)-modules generated by f ◦ σ, where f
varies over the sections of Jj . In terms of germs, given a point P ′ ∈ M ′

H′ and
P = σ(P ′), we have that

(σ∗Jj)P ′ = {f ◦ σ; f ∈ Jj,P } · IntE′
P ′ .

Then, we have that σ∗Jj is an E′-projectable generator of σ−1Ij . Since σ−1Ij

is divisible by J dj

π−1(Y ), then σ∗Jj is divisible by J dj

π−1(Y ). In this way, we

obtain an E′-projectable generator J′
j of I ′j given by the relation

σ∗Jj = J′
j ·J

dj

π−1(Y ).

Thus, we obtain a projecting systemS′ for (M′, H ′), whereM′ is the transform
ofM by σ and H ′ is the strict transform of H.

Remark 15.1. Let us show how these objects are described in terms of coordi-
nates. Fix two points P ∈ Y and P ′ ∈ H ′ ∩ π−1(P ). We can choose a rectified
projecting chart (c = (U, ξ),x, z) around P such that

Y ∩ U = (z = 0) ∩ (x1 = x2 = · · · = xt = 0).

Moreover, we can assume that the blowing-up π is given at P ′ in coordinates
x′, z′ by the relations x1 = x′

1, z = x′
1z

′,

xs = x′
1(x

′
s + λs), λs ∈ C, s = 2, 3, . . . , t

and xs = x′
s, for s = t + 1, t + 2, . . . , n − 1, where n = dimM . We know that

Jj = {hFj ; ∂h/∂z = 0}, where Fj generates Ij at P . The ideal I ′j is generated
at P ′ by

F ′
j = (x′

1)
−dj (Fj ◦ σ).

The transformed projecting axis is given by ∂/∂z′ in the coordinates x′, z′ and
the E′-projectable generator of I ′j is J′

j = {h′F ′
j ; ∂h

′/∂z′ = 0}.

15.4. Projected space of a projecting system

Let us consider a projecting system S = (E, J) for (M, H). In this subsec-
tion we construct an idealistic space

GM,H = (H,E|H ,N ) , N = {(Njs, dj − s)}1≤j≤k, 0≤s≤dj−1

of (H,E|H) that we call the projected space ofM by S over (M,E,H).
Let us define the ideal sheaves Njs ⊂ OH . Take a projecting chart c = (U, ξ)

belonging to the projecting axis E. For each pair j, s, let

ξs(Jj)
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be the iterated s-fold application of ξ to the E-projectable generator Jj of Ij .
Making a local computation for a section hFj of Jj , we have that

ξ(hFj) = hξFj , h ∈ IntE.

We conclude that ξs(Jj) is an E|U -projectable module. We define Njs|U∩H to
be the ideal sheaf of OH |H∩U generated by the restriction

ξs(Jj)|H∩U

of ξs(Jj) to H ∩ U . This definition is compatible with the other projecting
charts in the intersection of the domains. We define the ideal sheaves Njs by
a gluing procedure from the Njs|U∩H .

Before continuing with the properties of these objects, let us see how are the
ideals Njs in appropriated local coordinates. Consider a rectified projecting
chart (c = (U, ξ),x, z) belonging to the axis E. Assume also that the ideals
Ij |U are generated by functions Fj ∈ OM (U). We can write

(19) Fj =
∑∞

s=0 Gjs(x)z
s.

Then, each ideal sheaf Njs|H∩U is generated by Gjs(x).

Remark 15.2. The assumption that the idealistic spaceM is reduced guaranties
that not all the ideals Njs are zero. Indeed, in terms of equations, if all that
ideals are zero, we get that z = 0 must be in the singular locus.

A basic property of the projected space SM,H is the following one:

Proposition 15.3. The singular locus of SM,H is the restriction of the sin-
gular locus ofM to H, that is

Sing(SM,H) = H ∩ SingM.

Proof. Follows directly by taking local equations and coordinates. □

Remark 15.4. In the above situation, consider a non-singular closed analytic
subset Y ⊂ H. Then we have that Y has normal crossings with E if and only
if Y has normal crossings with E|H , inside H. In the case that (M,E,H) is a
transverse hypersurface, the observation is straightforward. If (M,E,H) is not
transverse, then H coincides locally with an irreducible component of E, that
is, we locally have that E = E∗ ∪H. The normal crossings property between
Y and E|H = E∗ ∩ H and the fact that Y ⊂ H assure the normal crossings
property with E.

As a consequence, the permissible centers for SM,H coincide with the per-
missible centers forM that are contained in H.

16. Commutativity and equivalence

Assume that we have a projecting system S = (E, J) for (M, H). Consider
a morphism

σ : (M ′, E′)→ (M,E)
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that is either an open projection or the blowing-up of (M,E) with center Y
permissible for M and such that Y ⊂ H. Since M is adjusted-reduced, the
codimension of Y in M is greater than or equal to two, hence its codimension in
H is greater than or equal to one. In both cases, we have induced a morphism

σ̄ : (H ′, E′|H′)→ (H,E|H),

that is an open projection or a blowing-up centered at Y , respectively. Note
that in the case of a blowing-up, the center Y is also permissible for the pro-
jected space SM,H , in view of Proposition 15.3.

Let S′ be the transform of S by σ and let (SM,H)′ be the transform by σ̄
of the projected space SM,H . Denote by G′, M′ and H ′ the transform of G,
M and the strict transform of H by σ, respectively.

Proposition 16.1. We have that (SM,H)′ = S′
M′,H′ .

Proof. We use the notations and computations done in Subsection 15.1.
Let V be a non-empty subset of MH . The commutativity property for the

restriction to V is written as

(20) SM,H |V = (S|V )M|V ,H∩V .

It follows directly from the definitions. In the case that σ is a projection on
the first factor, the commutativity property is also deduced automatically from
the definitions.

Assume that σ is a permissible blowing-up forM, centered at Y ⊂ H. The
commutativity property can be checked in local coordinates. Let us fix two
points P ∈ Y and P ′ ∈ H ′∩π−1(P ), a rectified projecting chart (c = (U, ξ),x, z)
belonging to E, centered at P , and such that

Y ∩ U = (z = 0) ∩ (x1 = x2 = · · · = xt = 0).

Moreover, let us assume without loss of generality that σ is given at P ′ in
coordinates x′, z′ as in Remark 15.1.

We know that Jj = {hFj ; ∂h/∂z = 0}, where Fj generates Ij . Write
Fj =

∑∞
s=0 Gsj(x)z

s. Since Y belongs to the singular locus of M, we can
write

Gsj(x) = (x′
1)

dj−sG′
sj(x

′),

for the indices s ≤ dj . The ideal I ′j is generated by

F ′
j = (x′

1)
−djFj(x, z) =

∑dj−1
s=0 G′

sj(x
′)(z′)s + (z′)dj F̃j .

The transform c′ of the chart c belongs to the transformed axis E′ and is
given by ∂/∂z′ in the coordinates x′, z′. The E′-projectable generator of I ′j is
J′
j = {h′F ′

j ; ∂h′/∂z′ = 0}, locally at P ′. The projected space SM,H is given
(locally) by the list

N = {(GsjOH,P , dj − s)}0≤j≤k,0≤s≤dj−1,
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and the projected space of S′
M′,H′ coincides with the transform of N and it is

given by the list

N ′ = {(G′
sjOH′,P ′ , dj − s)}0≤j≤k,0≤s≤dj−1.

Thus, we obtain the desired commutativity property. □

16.1. Basic properties of the projections

Let us summarize here the results in Proposition 15.3, Proposition 16.1 and
Remark 15.4, stated for any adjusted and reduced idealistic spaceM of (M,E)
and any hypersurface (M,E,H):

• Sing(SM,H) = H ∩ SingM.
• The permissible centers for M contained in H coincide with the per-

missible centers of SM,H .
• (SM,H)′ = S′

M′,H′ , for the transforms under open projections and
blowing-up with permissible centers.

As a first consequence of these properties we obtain the following equivalence
result:

Proposition 16.2. Assume that Mα and Mβ are two equivalent idealistic
spaces over (M,E) and let Sα and Sβ be two projecting systems for (Mα, H)

and (Mβ , H), respectively. Then Sα
Mα,H and Sβ

Mβ ,H
are equivalent idealistic

spaces over (H,E|H).

16.2. Projection of idealistic exponents

Consider an adjusted and reduced idealistic exponent E over (M,E). In this
subsection we construct an idealistic exponent prH E over (H,E|H), that we
call the projected idealistic exponent of E over (M,E,H), satisfying the three
properties stated in the beginning of this Part 5.

Take a point P ∈ H. By using suitable equations we can construct a recti-
fiable projecting chart

cP = (UP , ξP )

for (M,E,H), where P ∈ UP ⊂ MH . Reducing the size of UP , we also find
an idealistic chart UP = (UP , E ∩ UP ,LP ) of E in such a way that the marked
ideals of LP are generated by global functions that have a decomposition as
in Equation (19). Finally, using the equations, we obtain a projecting system
SP = (EP , JP ) for (UP , H ∩ UP ). Choosing a finite open covering of MH

by open subsets {Uα}α∈Λ, among the UP , we get a finite family of projecting
systems Sα for (Uα, Hα), where Hα = H∩Uα and each Uα is an idealistic chart
of E , defined in Uα.

Given two indices α, β ∈ Λ, we have that Uαβ and Uβα are equivalent,
since Uα and Uβ belong to E (we take the usual notations). Consider now the
collection of idealistic charts

Sα
Uα,Hα

= (Hα, Eα|Hα
,Nα) , α ∈ Λ
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In view of Proposition 16.2, we conclude that the family {Sα
Uα,Hα

}α∈Λ is an

idealistic atlas over (H,E|H). Even more, any other idealistic atlas obtained
by this procedure is equivalent to it. In this way we define without ambiguity
the projected idealistic exponent prH E of E over (M,E,H).

We obtain the three required properties from the case of a single idealistic
space presented in Subsection 16.1.

17. Projections of e-flowers on the divisor

Let (M,E) be an ambient space and let F be an irreducible component of
the divisor E, thus, we have a hypersurface (M,E,F ). Consider an adjusted
and reduced e-flower F over (M,E). In this section we build the projection
prF F . It will be the only idealistic (e− 1)-flower over (F,E|F ), satisfying the
three basic properties:

• Sing(prF F) = F ∩ SingF .
• The permissible centers of F contained in F are exactly the permissible
centers of prF F .
• We have the commutativity property prF ′(F ′) = (prF F)′ for the trans-
forms under an open projection or a blowing-up with a permissible
center contained in F .

The uniqueness is assured. The existence comes from the case of idealistic
exponents as we detail now. Let us consider an immersed exp-idealistic e-atlas
Q belonging to F given by

Q = {Wα}α∈Λ, Wα = (Mα, Eα, Nα, Eα).

Take an index α ∈ Λ, put Fα = F ∩Mα. Recall that Nα is transverse to F
and hence

(Nα, Eα|Nα
, Fα ∩Nα), Eα|Nα

= Eα ∩Nα,

is a hypersurface of (Nα, Eα|Nα
). Note that Fα ∩Nα is a disjoint union of ir-

reducible components of Eα|Nα . Recalling that Q is adjusted and reduced, we
can project Eα over (Nα, Eα|Nα , Fα∩Nα) to obtain an (e−1)-dimensional ide-
alistic exponent prFα∩Nα

Eα over (Fα ∩Nα, Eα|Fα∩Nα
) and hence an immersed

(e− 1)-dimensional idealistic exponent

W̃α = (Fα, Eα|Fα
, Fα ∩Nα,prFα∩Nα

Eα).

Consider the following proposition, that can be proved by a systematic use of
the three basic properties of the projections of idealistic exponents:

Proposition 17.1. The family Q̃ = {W̃α}α∈Λ is an (e − 1)-dimensional im-
mersed exp-idealistic atlas over the ambient space (F,E|F ). Moreover, the fol-
lowing properties hold:

(1) Sing(Q̃) = F ∩ Sing(Q).
(2) The permissible centers for Q̃ are exactly the permissible centers for Q

contained in F .
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(3) We have the commutativity Q̃′ = Q̃′ under open projections and
blowing-ups with permissible centers contained in F .

Now, it suffices to define prF F to be the idealistic (e−1)-flower over (F,E|F )
given by the atlas Q̃.

Part 6. Maximal contact

In this part, we end the proof of Theorem 10.8. In view of the results in
the previous parts, it is enough to prove the statement corresponding to the
adjusted-reduced case, presented in Equation (10) of Part 3. More precisely,
we have to prove the following statement:

Proposition 17.2. Assume that all the idealistic (e−1)-flowers have reduction
of singularities. Consider an adjusted and reduced idealistic e-flower F over
(M,E). Then F has reduction of singularities.

We start by recalling the following definition of maximal contact in terms of
idealistic flowers:

Definition. Let F be an idealistic e-flower over an ambient space (M,E). We
say that an idealistic (e− 1)-flower H over (M,E) has maximal contact with F
if F and H are equivalent as idealistic flowers.

Let us also recall that being equivalent means that the two idealistic flowers
F and H have the same permissible test systems.

Remark 17.3. The following ones are direct consequences of the definition:

(1) If H1 and H2 have maximal contact with F , then H1 = H2.
(2) If there is H having maximal contact with F , then F is reduced, since

the codimension of the singular locus is greater than or equal to e− 2.
(3) If there is H having maximal contact with F , then F is adjusted.

In fact, if the order at a point is greater than one, by a curve-divisor
procedure, as shown in Subsection 9.2, there is a permissible test system
S for F that gives a transform F ′ whose singular locus has codimension
n − e + 1, where n is the dimension of the ambient space (M,E). By
the maximal contact property, the sequence S is also permissible for H
and the singular locus SingH′ of the transform H′ coincides with the
singular locus of F ′. Then SingH′ has codimension n − e + 1; this is
not possible since n− e+ 1 is actually the codimension of H′.

(4) Any reduction of singularities of H induces a reduction of singularities
of F .

Thus, in order to obtain a proof of Proposition 17.2, and hence a proof of
Theorem 10.8, it is enough to prove the following statement:
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Proposition 17.4. Assume that all the idealistic (e−1)-flowers have reduction
of singularities. Consider an adjusted and reduced idealistic e-flower F over
(M,E). We can find a morphism

σ : (M ′, E′)→ (M,E),

composition of a finite sequence of permissible blowing-ups such that there is
an idealistic (e − 1)-flower H′ over (M ′, E′) having maximal contact with the
transform F ′ of F by σ.

We are going to prove Proposition 17.4 in several steps. The first step is to
show how to separate the “old components of the divisor” from the singular
locus. The second step is to find “maximal contact hypersurfaces”, obtained
from Tschirnhaus’ coordinate changes, when we have an empty divisor. In this
way, we are done in the special case when E = ∅. Thanks to the first step,
after finitely many permissible blowing-ups, we eliminate the old components
and using the hypersurfaces obtained for the case of an empty divisor, we get
the idealistic (e− 1)-flower H′ that gives maximal contact with F ′.

18. Separating old components

Here we separate “old components” of the divisor from the singular locus.
To manage the idea of “old component”, we consider splittings

E = E∗ ∪D,

where both E∗ and D are unions of disjoint sets of irreducible components of
E. The divisor E∗ will stand for the “old components”.

Assume that π : (M ′, E′) → (M,E) is the blowing-up of (M,E) with a
center Y having normal crossings with E. We know that

E′ = π−1(E ∪ Y ).

The transformed splitting E′ = E′∗ ∪D′ of E = E∗ ∪D is given by taking E′∗

to be the strict transform of E∗ by π and D′ = π−1(D ∪ Y ).
If we have an open projection σ : (M ′, E′) → (M,E), the transformed

splitting is E′ = E′∗ ∪D′, where E′∗ = σ−1(E∗) and D′ = σ−1(D).

Proposition 18.1. Consider an adjusted and reduced idealistic e-flower F over
(M,E). Take a splitting E = E∗∪D. Assume that any idealistic (e−1)-flower
has reduction of singularities. There is a composition σ : (M ′, E′) → (M,E)
of a finite sequence of permissible blowing-ups such that

E′∗ ∩ SingF ′ = ∅,

where F ′ is the transform of F by σ and E′ = E′∗ ∪ D′ is the transformed
splitting of E = E∗ ∪D by σ.

Proof. It is enough to deal with the case when E∗ = F is a single component of
the exceptional divisor. Let prF F be the projection of F on F as constructed
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in Section 17. Thanks to our hypothesis on the existence of reduction of sin-
gularities for idealistic (e− 1)-flowers, we can take a reduction of singularities
of prF F . In view of the three properties stated in Section 17, this reduction of
singularities allows us to obtain the situation F ′ ∩ SingF ′ = ∅, as desired. □

19. Maximal contact hypersurfaces

Maximal contact hypersurfaces are given by the following definition:

Definition. Let E be an idealistic exponent over (M,E) and let (M,E,H)
be a transverse hypersurface of (M,E). We say that (M,E,H) has maximal
contact with E if for any E-permissible test system S, we have the following
properties:

(1) The singular locus Sing E ′ of the transform E ′ of E by S has codimension
greater than or equal to two.

(2) Sing E ′ ⊂ H ′, where H ′ is the strict transform of H by S.

Note that the strict transform (M ′, E′, H ′) of the hypersurface (M,E,H)
under the E-permissible test system S has also maximal contact with E ′.

Remark 19.1. By a similar argument to the one in Remark 17.3, we have that
the idealistic exponent E is necessarily adjusted and reduced, otherwise there
is no maximal contact hypersurface.

Remark 19.2. Let E be an idealistic exponent over an n-dimensional ambient
space (M,E). Denote by F the idealistic n-flower over (M,E) defined by the
immersed exp-idealistic n-chart

W = (M,E,M, E).

Assume that (M,E,H) is a hypersurface of (M,E) having maximal contact
with E . We can project E onto (M,E,H) to obtain an idealistic exponent

Ẽ = prH(E)

over (H,E|H). This gives to us an immersed exp-idealistic (n− 1)-chart

W̃ = (M,E,H, Ẽ)

that defines an idealistic (n − 1)-flower F̃ over (M,E). Then F and F̃ are

equivalent idealistic flowers. In other words, we have that F̃ has maximal
contact with F .

Remark 19.3. The following one is the basic example in the Theory of Maximal
Contact. Take M = (Cn, 0), with coordinates x, z, such that

E ⊂

(
n−1∏
i=1

xi = 0

)
.
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Assume that the adjusted and reduced idealistic exponent E contains an ideal-
istic chart with a list having the marked ideal (fOCn,0, d), where ν0f = d and
f is written as

(21) f = zd +

d∑
i=2

gi(x)z
d−i.

The hypersurface of maximal contact is H = (z = 0). The proof of this
statement is founded in the classical behaviour of the Tschirnhaus form of f
given in Equation (21). More precisely, one sees immediately that the singular
locus is contained in z = 0; moreover, the Tschirnhaus form of f is stable under
open projections and permissible blowing-ups at the points of the singular locus.

19.1. Maximal contact without divisor

We recall here the basic result in the Theory of Maximal Contact:

Proposition 19.4. Let E be an adjusted and reduced idealistic exponent over
the ambient (M, ∅). For any P ∈ Sing E, there are an open set U ⊂ M with
P ∈ U and a closed hypersurface (U, ∅, H) having maximal contact with E|U .

Proof. Up to take a smaller open subset if necessary, we can assume that there
is an idealistic chart belonging to E of the form

(M, ∅,L), L = {(I, d)} ∪ {(Ij , dj)}kj=2.

such that νP I = d. In view of Weierstrass Preparation Theorem, we can choose
local coordinates x, y around P and a generator f of IP ⊂ OM,P having the
form

f = yd + g̃1(x)y
d−1 + g̃2(x)y

d−2 + · · ·+ g̃d(x).

Note that νP (g̃i) ≥ i, for i = 1, 2, . . . , d. Let us perform the coordinate change

z = y + (1/d)g̃1(x) (Tschirnhaus).

Then, we write f as f = zd + g2(x)z
d−2 + · · ·+ gd(x). Taking H = (z = 0) we

obtain the maximal contact property, in view of Remark 19.3. □

19.2. Systems of maximal contact hypersurfaces

Let (M,E) be an ambient space and let us consider a splitting E = E∗∪D of
E into two normal crossings divisors without common irreducible components.
Let us consider an adjusted and reduced idealistic e-flower F over (M,E).

A system H of maximal contact hypersurfaces for F associated to the splitting
E = E∗ ∪D is a finite family

H = {(Vα, Hα, Dα)}α∈Λ, Vα = (Mα, Eα, Nα,Lα),

satisfying the following properties:

(1) The family P = {Vα}α∈Λ is an immersed idealistic e-atlas over (M,E)
belonging to F .
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(2) For any α ∈ Λ, we have that Dα = D∩Mα and thus there is a splitting
Eα = E∗

α ∪Dα, induced by E = E∗ ∪D.
(3) Each (Nα, Dα|Nα , Hα) is a maximal contact hypersurface for the ide-

alistic space (Nα, Dα|Nα ,Lα). (Recall that Dα|Nα = Dα ∩ Nα, since
(Mα, Dα, Nα) is a transverse ambient subspace of (Mα, Dα)).

The systems of maximal contact hypersurfaces for F associated to a splitting
may be transformed by F-permissible test systems in a natural way, to obtain
a new system of maximal contact hypersurfaces for the transform of F , as-
sociated to the transformed splitting. The maximal contact hypersurfaces are
transformed by taking the strict transform and the immersed idealistic e-atlases
are transformed as we have already seen in Section 6.

Remark 19.5. Note that we take immersed idealistic spaces Vα instead of im-
mersed idealistic exponents. The reason is that an idealistic exponent over
(M,E) does not define an idealistic exponent over (M,D), since the permissi-
ble test systems are not the same ones. Nevertheless, an immersed idealistic
space over (M,E) does define an immersed idealistic space over (M,D).

Proposition 19.6. Let H be a system of maximal contact hypersurfaces for
an idealistic e-flower F over (M,E) associated to the splitting

E = E∗ ∪D, E∗ = ∅, D = E.

Let Eα be the idealistic exponent over (Nα, Eα|Nα
) defined by Lα and let Ẽα be

the projection of Eα over the hypersurface (Nα, Eα|Nα
, Hα). Then, the family

QH = {W̃α = (Mα, Eα, Hα, Ẽα)}α∈Λ

is an immersed exp-idealistic (e−1)-atlas over (M,E) that defines an idealistic
(e− 1)-flower H over (M,E) having maximal contact with F .

Proof. We know that the e-flower F is described by the immersed exp-idealistic
e-atlas Q = {Wα}α∈Λ, where Wα = (Mα, Eα, Nα, Eα). In particular, we have
the equivalence

Wα|Mαβ
∼ Wβ |Mαβ

.

In view of Remark 19.2 and Subsection 7.3, we know that

Wα ∼ W̃α, Wβ ∼ W̃β .

Making the restriction to Mαβ we conclude that W̃α|Mαβ
∼ W̃β |Mαβ

. Hence
QH is an immersed exp-idealistic (e − 1)-atlas over (M,E). Moreover, the

equivalences Wα ∼ W̃α imply that F is equivalent to H. □

20. Conclusion

Here we prove Proposition 17.4. This ends the proof of Theorem 10.8.
Let us recall that we work under the induction assumption that the idealistic

(e−1)-flowers have reduction of singularities. Consider an adjusted and reduced
idealistic e-flower F over an ambient space (M,E).
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By Proposition 19.4, there is a system H of maximal contact hypersurfaces
for F associated to the splitting E = E∗ ∪D, with D = ∅.

By Proposition 18.1, there is a composition σ : (M ′, E′)→ (M,E) of a finite
sequence of F-permissible blowing-ups such that

E′∗ ∩ SingF ′ = ∅.
Take an open subset U ⊂ M ′ containing the singular locus of F ′ such that
U ∩ E′∗ = ∅. Now, finding a maximal contact (e − 1)-flower H′ for F ′ is the
same problem as finding such a maximal contact (e−1)-flower for F ′|U . Let H′

be transformed of H by σ and consider the restriction H′|U . Since U ∩E′∗ = ∅,
we have that E′ ∩ U = D′ ∩ U . We are in the situation of Proposition 19.6,
that provides the desired idealistic (e−1)-flower of maximal contact with F ′|U .
This ends the proof. □
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