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Abstract

We introduce a numerical method which is developed to approach the solution to a nonlinear
age-structured population model with a finite life-span. The new scheme employs given
numerical approximations to the intrinsic survival probability to set a full discretization of
the problem, in which the numerical approach to the age-specific density of the population
is separated from the difficulties arising due to the singular mortality rate. Its convergence is
completely established without an explicit dependence on the asymptotic behaviour of the
natural mortality rate near the maximum age. We include a numerical experimentation that
confirms numerically the second-order convergence of the approximations provided by the
corresponding theorems.
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1 Introduction

We consider an age-structured population model with a finite life-span

ur +ug = —pla, I,(t), ) u, 0<a<as, t>0, (1)

u(O,t)=/m,3(a,l,3(t),t)u(a,t) da, t>0, 2)
0
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u(a,0) =u@), 0<a<as. 3)

Here, the argument a € [0, a;] represents age, where a; denotes the maximum age of
individuals in the population, ¢ > 0 represents time and u(a, t) gives the density function for
the age-distribution of the individuals in the population at time 7.

Equation (1) describes the balance of individuals in the population through the aging and
death processes. We consider a nonnegative mortality rate function (a, 1, (¢), t) thatis given
in a separable form as

wla, 1,(t), 1) = po(a) + wpla, 1,(t), 1), “

to discern between the natural mortality rate, 1o, depending only on age, and a bounded
mortality rate term, pp. The natural mortality rate, puo(a), is nonnegative and satisfies the
following hypothesis

/ t/Lo(s)afs = +o00. 5)
0

The function i, gives an account of the variability of the mortality rate due to seasonal factors
and the competition among individuals, as represented by the dependence on the functional

1) = / (@) u(a, 1) da, 120, ©)
0

with y,(a) > 0, a € [0, a+]. We also assume up(a,0,1) =0, a.e.a € [0, a].
For convenience, we introduce the survival functions [11]

mo(a) = exp <— /a o (s) ds), 0<a<ay, (7)
0

and

a

n(a,t)=mo(a) exp(—/ wp(s, I (t —a—+s),t —a-+s) ds), O<a<ai, t>a, (8
0

that gives the probability that an individual that was born at time ¢t — a will survive up to
time ¢ with age a. We call mg(a) as the intrinsic survival probability, and should decrease
to zero as the age increases to a; because the assumption (5). Negative values of u;, are not
excluded, they only mean that the probability of an individual to survive given by (8) might
be greater than the intrinsic survival probability (7), due to external factors.

The birth-law for individuals is given by the condition (2) with a nonnegative fertility rate
function B(a, Ig(t), t) that also depends on a functional

Ig(t) = /‘a# vg(a) u(a,t)yda, t =0, ()]
0

with yg(a) > 0, a € [0, a4], to represent again the competition. By restricting the support
of function yg(a) to an appropriate compact subinterval of [0, a;], we also model the age-
fertility windows for individuals in the population. Finally, the nonnegative function «° in (3)
describes the initial age-distribution of the individuals in the population.

On the one hand, a finite life-span age-structured population model with maximum age
a+ < oo appears biologically more realistic than models with infinite life-span. In those
models, the mortality rate function must blow-up close to a; to force that individuals die
before the maximum age (existence, uniqueness and regularity of solutions of these models
in appropriate function spaces were already considered in the monographs [11, 12]). On
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the other hand, it is usual to associate the unbounded behaviour of the mortality nearby
the maximum age to a natural age-dependent mortality term, (o (note assumption (5)), and
to isolate it from seasonal and density dependent effects on the mortality rate that can be
introduced in a bounded mortality term, /p, as in (4).

The difficulties produced in the numerical treatment of the singularity in the natural age-
dependent mortality rate were investigated in [1, 13] by assuming a specific behaviour for the
growth of the mortality in a neighbourhood of the maximum age, [a., at), which is generally
stated in the form of a negative power-law bound

mo(a) < @ a €lag,ay), a>1, 1>0, (10)
T

—a)® ’
with 0 < a, < a; and po(ax) = maxqe[o,q,] Ho(a). It is shown that the order of conver-
gence of the numerical approximations considered for the intrinsic survival probability (7)
is strongly dependent on the parameters « > 1, A > 0, that model the asymptotic behaviour
of the natural mortality, 1t0.

Consequently, the numerical solution of (1)-(3) is also affected by the unbounded nature of
the mortality. To circumvent the obstacles, some authors require a detailed knowledge of this
rate [1-10, 1417, 19, 20]. In particular, for the linear problem with ¢, = 0 and 8 = B(a),
in [2] we propose a method for the numerical solution of the problem using second-order
approximations for the intrinsic survival probability, irrespective of the particular technique
by which these estimates have been obtained. Thus, in that case, it is not necessary to assume a
specific behaviour in the asymptotic growth of 1 as, for example, in (10). A straightforward
analysis of the propagation of the quadrature errors in the discretization allows us to ensure
that the error committed by the numerical solution when approximating the grid restriction
of the exact solution goes to zero as the discretisation parameter decreases. More precisely,
it is established that the method provides second-order approximations assuming certain
acceptable regularity conditions on the unknown exact solution.

In this paper, we extend the previous approach to the nonlinear problem (1)-(3): we decou-
ple the task of obtaining estimates to the intrinsic survival probability from that of calculating
approximations to the solution of the problem. Again, having second-order approximations
to the survival function in advance will allow us to design a discretization technique that
provides numerical estimates to the population density function, with the same second-order
of convergence. In this case, we prove the second-order of convergence using a different
technique than the one used in [2] for the linear case: now it is based on the analysis of
consistence and nonlinear stability properties of the discretization.

In Section 2, we introduce the numerical procedure which is developed to approximate the
solution to problem (1)-(3). Section 3 is devoted to the complete analysis of the convergence
of this numerical method. Section 4 shows the numerical experimentation that confirms
numerically the theoretical results. Section 5 concludes.

2 Numerical approximation

In addition to the non-linearity of the model, the singularity of the natural mortality rate
1o, at the maximum age ay, is the main challenge to develop the numerical approximation
of problem (1)-(3). Our approach to the model considers a change of variable with the
relationship, assuming that g € C 1 ([0, ay)),

u(a,t) = mo(a)via,t), 0=<a < as, (11)
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and reformulates the boundary and initial value problem (1)-(3) in terms of the new dependent
variable v(a, t). Therefore, taking into account that rr(’) (a) = —po(a)mo(a), and dividing by
mo(a) # 0, function v satisfies

v +vg = —pupla, 1), )v, 0<a<a;, t>0, (12)

v(0,1) = /aT mo(a) Bla, Ig(1), 1) v(a,t) da, >0, (13)
0
u®(a)

v(@a,0) = ——, 0<a<ay, (14)
mo(a)

with nonlocal terms
ay ar
1, (1) :/0 mo(@)yp(a)v(a, t) da, Ip(t) :/o mo(a)yg(a)v(a,t) da , t > 0. (15)

Besides, in order to ensure that the function v is bounded over [0, a+) at the initial time, we
impose that

. u’a)
lim
a=ai 1o (a)

< 00. (16)

We emphasize that the unbounded natural mortality rate po only appears in the new prob-
lem (12)-(14) through the intrinsic survival probability p: in the nonlocal functional terms
1,,(t) and Ig(t) defined by (15), and which are involved in (12) and (13), respectively; in the
birth law (13); and in the new initial condition (14). Therefore, the new balance law (12) does
not longer include any singular term and, on the other hand, the new non-local terms only
incorporate the survival probability o, which is already a bounded function and does not
introduce any singularity. In conclusion, assuming (16), by discretizing problem (12)-(14),
we circumvent the difficulties coming from the singularity of the natural mortality rate when
analysing the convergence of the approximations to the solution v.

First, we discretize the age variable. For convenience, we suppose that there exists a
value for age a., 0 < a, < ay, that represents an important characteristic of the model
to be taken into account. For example, from a theoretical point of view, when a, fixes
an appropriate asymptotic growth behaviour as in (10). Also, from an experimental point
of view, when modeling the intrinsic survival probability mp, from census data: using a
piecewise polynomial function representation in the subinterval [0, a], and an appropriate
least-squares approximation using a model function for the growth of the mortality in the
subinterval [a,, a+), can be useful.

Therefore, given a positive integer J*, we define the step size (the discretization parameter)
as h = ay/J*. Then, we introduce the discrete ages aj=jh,j=0,1,...,J, where J is
the closest integer strictly less than ay/h. As aresult, aj+ = a, and 0 < ay —ay < h.

In contrast, if there is no highlighted age like a., the discretization of the age variable is as
follows: for a positive integer J, let us define & = a+/(J + 1) as the discretization parameter.
Againaj = jh,j=0,1,...,J,and thenay; = J h, satisfies 0 < ay —ay; = h.

Next, assuming that we are going to perform the numerical integration on a bounded time
interval [0, T'], T > 0, we use the same step size & for the discretization of the time variable.
Therefore, we introduce the discrete times 1" = nh,n =0,1,..., N, where N = |T/h].
We use the following vector notation: at each time level t*, n = 0, 1, ..., N, the numerical
solution is described by a (J + 1)-dimensional vector V" = (V{, V', ..., V}), where V;’
would be the numerical approximation to v(a;, t"), j = 0,1, ..., J, solution of (12)-(14).
Vector Il = (I1y, Iy, ..., I1;), with capital letters, recovers the approximations to the
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intrinsic survival vector wo = (7o (ao), mo(ai), ..., mo(ay)), in lower case. That is, IT; is an
approximation to o(a;), j = 0, 1..., J, which is obtained by approximation of 77¢ in (7)
with a numerical method, or from an appropriate modelling of this survival function.

We assume, from now on, that IT = ([1y, I1y, ..., I1y), contains positive second-order
approximations to the intrinsic survival probability of the population:

(HO) I1; >0, j=0,1,....J,and max |IT; - mo(a;)| = Oh?),ash — 0.

.....

The condition I7; > 0, j = 0,1,...,J, can be easily satisfied if these approximations
to (7) are obtained by exponentials of a quadrature rule (as in [1]), or it can be imposed
when modeling the intrinsic survival probability of the population from field data. In this
way, we separate the problem of approaching the intrinsic survival probability g, from the
approximation of the density function v.

First we rewrite the new balance law. Note that the solution of (12) satisfies, for each
t>0,a € (0,a;),andeach i > 0, such thata + h < ay,

h
v(a+h,t+h)=v(a,t) exp (—/ wo (@ +s, 1t +5),t +s)ds>. (17)
0

For practical reasons, to approximate the integrals that appear in the boundary condi-
tion (13), and in the arguments of functions 8 and p; (that is, the nonlocal terms described

in (15)), we use the same open quadrature rule as in [2]: for a vector Y = (Yo, Y1, ..., Y)),
we define
J—-1
h
(YY) =hY, +Z§ (Yjs1 +Y;) + (@t —ap) ¥y (18)

j=1

Thus, given a suitable approximation VY, to the initial condition (14), we perform the

evolution in time of the numerical method computing vl p=0,1,..., N — 1, from V",
the approximation to the solution at the previous time-step. To do so, we first calculate an
auxiliary approximation, represented by V"+1.* = (VSLH’*, Vl"+1’*, e VJ"+1’*), obtained
from V" and which is subsequently used to compute vitl oy =0,1,...,N—1.

The scheme, based on the discretization of (17) and (13), is described component-wise as
follows: forn =0,1,...,N—1,and j =0,1,...,J — 1

VIS = Viexp (—h pp (aj, Qu(IT -y, - V™), 1)), (19)
Vit = Qum - gt v, (20

h
Vj’ﬂj_-ll = VJ.” exp <_E[Mb(aj’ QT - Yu VM, zn)

+up (ajr1, Qu( -y, Syl gl ]) , 2D
V(;1+l — Qh(n . ﬂn+1 ’VIH-I). (22)
The components of vectors Y Vg ﬂ”“, and ﬂ”‘”’*, n=0,1,..., N — 1, are described,

forj=0,1,...,J,as

) =vulay, B =pBlaj, QT -yg- V', i"Hh,
p)j =vplap), BT =Plaj, QuUT -y VR, ),
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Finally, the products -y, -V"; I -y, Syl gL grEloyntl . grtle oyt Lx
m-yg- v+l oand IT - Ys - viHls n=0,1,..., N — 1, represent the element-wise
product of the corresponding vectors.

Remember that the quadrature rule (18) does not require the first component of the vector
where it is applied. Then, in the effective implementation of the method, it is unnecessary
to calculate V(;Hl’*, n=0,1,...,N — 1, (the first component of V"**1-* defined by (20)),
because it is not requiered in order to compute 9, (I - y W v#+1#) in (21), and therefore,
for obtaining V**!. However, if a quadrature rule that is not open on the left were used, it
would be mandatory to compute (20).

Finally, we describe the process to obtain the numerical approximation of the solution
to the original problem (1)-(3), by means of the numerical approach computed with the
method previously presented, for the solution to the problem (12)-(14) which appears after

the change of variable (11). Again, at each time level ", n = 0, 1, ..., N, the numerical
solution is described by a (J+1)-dimensional vector U" = (Ug, U}, ..., U}), where U”
represents the numerical approximation to u(a;,t"), j = 0,1,...,J, the values of the

solution to (1)-(3) on the established age-time meshgrid.
Therefore, the numerical procedure requieres the following steps:

o Preprocessing: Given a numerical approximation U to the initial condition (3), we

define V9 with components, for j =0,1,...,J,
uY
0_ —J
Vi = —Hj. (23)

e Time evolution: We compute at each time level " p=0,1,...N — 1, the approxi-
mation V**! of the solution to (12)-(14), by means of (19)-(22).

e Postprocessing: We obtain the approximation Ut n=0,1,... N — 1, of the solution
to the original problem (1)-(3), with components, for j =0, 1, ..., J,

n+1 __ .Lyntl
Ut =, - vt (24)

3 Convergence

In this section, we investigate the converge property of the procedure (23), (19)-(22), (24),
introduced in Section 2, that approaches the solution to the problem (1)-(3).

To this end, previously we analyze the numerical method (19)-(22) for the approximation
of the solution to (12)-(13). We emphasize that the values of the function v(a, t) within the
integrals (13) and (15), always appear as the product 7g(a) v(a, t), that is, as the values of
u(a, t) due to (11). Therefore, in the following, the discretization errors for the numerical
method (19)-(22) are analised assuming smoothness assumptions on the function u(x, t),
and some additional requirements on v(a, t). Thus, let be T > 0 the final time, and let us
suppose that

(H1) u € C*([0, a+] x [0, T]), mo € C*([0, a+)), and v(a, t) := u(a, t)/7o(a) is bounded in
[0, a+) x [0, T].

(H2) yu,yp € C%([0, a+]), are nonnegative.

(H3) B e Cz([O, at] x Dg x [0, T1), is nonnegative, where Dy is a compact neighbourghood
of
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a;
{Is),0<1 =T} = / 70(@) yp(a) v(a, 1) da, 0 < 1 < T}
0
a;
= / yg(a)u(a,t)da, 0 <t < T}.
0
(H4) up € C2([o, a+] x Dy x [0, T]), where D,, is a compact neighbourghood of

{L.),0=<t=<T}= /aTno(a)yM(a)v(a,t) da, 0 <1< T}
0

ay
= / ylt(a)u(a,t)da,OEtET}.
0

Notice that the second-order smoothness with respect to the age variable in the compact
[0, ay] (that appears in (H1) for the solution #, and in (H2)-(H4) for the data functions) is the
minimum requirement to achieve second order of convergence for the numerical quadratures
involved in obtaining the numerical approximation.

The convergence analysis will be addressed with the study of the consistency and nonlinear
stability properties of the numerical scheme. We shall employ the discretization framework
introduced by J.C. Lopez-Marcos and J.M. Sanz-Serna (see [18]), then we describe the
numerical integration adapted to it. Thus, we assume that the discretization parameter /
takes values in the set H = {h > 0|h = a,/J*, J* € N}, and for each h € H, J is
defined as the closest integer strictly lower than a;/h, and we consider the vector spaces
Xy = RITHN and )y, = R7FD x RY x (R7)V. In the case where no significant age a.
has to be taken into account, we consider H = {h > 0|h = a;/(J + 1), J € N} to define
X, and Yy,

Now, we endow both spaces with suitable norms. Note that in the definition of X}, and ),
appear Cartesian products of R L =J—1,J,N—1,s0forY = (Yo, Y1,...,YL) €
RLH! we use the discrete L~ norm

Y|oor+1 = max |Y;].
I¥llo11 = max 1Y)

.....

Taking into account that the quadrature rule (18) does not depend on Y, the first component
of vector Y = (Y, Y1, ..., Yy) € R/t we also consider the seminorm

IY|o,s+1 = max [Y;],
j=1,..,J

.....

where [Y|oo,7+1 < Yoo, 741-
In the analysis, we also use the discrete £; norm and seminorm in R/t for Y =
Yo, Y1,...,Y))

J J
Yl =Y Rl [Yh=) hlyl
=0 j=1

respectively. Now |Y|; < ||Y|1 and note that
1YIh = (J+DAalYlloo,s+1 < (at + 1) 1 Ylloo,s+1 = 2a3 Yoo, 741, (25)
and, similarly

1Yl < at [Y]eo,s+1- (26)
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Therefore, if Y = (Yo, Y1,...,Y))and Z = (Zo, Z1, ..., Zy) arein R?T! and Y - Z
represents the element-wise multiplication of the vectors, then
3 = 3 3
[Qn(Y -2)| < §h|YlZI| + ZhIYijI + §h|YJZJ| < 5 IYlloo,s+11Zl1.  (27)
j=2
As a consequence, from (26)
3
[Qn(Y -Z)| < 54 1Ylloo,s+1 |Zloo, 741, (28)
and, in particular
3
[Qn(Y -Z)| < 7 a 'Ylloo,s+1 1Zll oo, s 41- (29)
Also, from (27), we have
3
19n(Y -Z)| < 5 1Y lloo, 741 1Z]]1. (30)

Then, we define the following norm in Xj,: for Wy, = (WO, wl ..., WM e,

[Whllx, = max [[W* oo s+1-
n=0,...,N

In addition, in ), we introduce the following norm: for Z; = (ZO, Zo, Zi, R Z*N ) € Vi,

N
1Znlly, = 1Z%000.711 + 1Zollco.n + D 212 oo,
n=1

For each h € H, the element u, = (uo,ul,...,uN) € A} recovers the mesh-

grid values of the solution u to (1)-(3): that is, at each time level 1", n = 0,1,..., N,
u' = (u(ap, t"),u(ag, "), ..., u(ay, t")). In the same way, v, = (VO, vi, ..., vV e Xy,
where v"' = (v(ag, t"), v(a;, t"), ..., v(ay, ")), represents the grid restriction of the solu-
tion v to (12)-(14) at each time level ", n =0, 1, ..., N.

For h € H,let R, a positive real number, and denote by B, (vi, R;) C A}, the open ball
with center v;, and radious Rj. Then, we introduce the map @, : B, (v, Rp) C X — Vi
that describes the equations of the discretization proposed to obtain the approximation of v:
for W, = (WO, W' ..., WV) e By, (vi, R)

D, (Wp) =1y, 3D

where Z;, = (Z°, Zo, Z}k, e Zi\' ) € Y. Each component of Zj; refers to the residual
generated by each part of the discretisation when applied to an element Wy, of the space X},
to which the numerical approximation V;, belongs. Thus, Z° € R’*! refers to the residual
generated by the approximation of the initial data, that is

70 = w0 — VO, (32)

(remember that V©, is a suitable approximation to the initial condition (14)). The components
of Zg € RN, that represents the residual in the numerical boundary condition (22), are
characterized by

zott = wit — gt - g W, n=0,1,...,N — L. (33)
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Finally, forn =0, 1, ..., N — 1, vector ZZ“ e RY, which relates to the residual generated
by the discretisation (21) of the balance law (17), is described by: for j =0, 1,...,J — 1,

1 h
Z;‘ﬂ = ;A : W/’,’i—ll _ W;leXp(_EI:Mb (aj, Qh(H-)’M-W”), [n)

+up(ajsr, Qu(T -y, W), t”“)])}, (34)

where we require to compute the auxiliar vectors WHL* defined by:forj =0,1,...,J—1,

W]’.’Ll’*= W exp(—h wy (aj. Qu(IT -y, - W"), 1)), (35)

W(;’l+1,*= Qh (H . ﬂn"rl,* . Wn+1,*)’ (36)

although it should be remembered that the auxiliary value W, +1% is not necessary in the
study.

Then V;, = (VO, V!, ..., V¥) € Bu, (v, Ry), is a solution of the scheme with initial

data V°, and described by equations (19)-(22) if, and only if,
@, (Vp) =0.

First, a theorem is introduced which establishes that the operator is well-defined for the
analysis.

Theorem 1 Assume the regularity hypotheses (HI1)-(H4) on the data functions and the solu-
tion v(a, t), and the disposal of approximations to the intrinsic survival probability mo that
satisfy (HO).

Considering that Ry, = o(1), as h — 0, if W, = (WO, W' ... WN) € By, (vi, Ry)
then, for h sufficiently small, andn = 0,1, ..., N

On -y, -W") €Dy, Qul -yg-W") € Dg,
and, the auxiliar vectors W"*, n = 1,2, ..., N, defined by (35), (36), also satisfy
ol -y, W'y e D, .

Proof The definition and the convergence property of Qj, together with (29), the regularity
hypotheses assumed and the boundedness of functions, provide, forn =0,1,..., N

QW -y, - W") = (") < |Qu( -y, - (W' —¥")]
+|Qh((n - JTO)'}’M-V")| + |Qh(n0.yu.vn) _ Iﬂ(tn)|

3
= Jai 1T -y, lloo. 141 IW" = V" loo, 141

3
+5 a7y Voo s 1 1T = Tolloo, 41+ O(h?)
< CRy +0O®?). (37)

From now on, C will denote a positive constant which is independent of 4, and possibly has
different values in different places.
We can proceed in a similar way to set, forn =0,1,..., N

|QW(T -y 5 - W") = I5(t")| < C Ry + O(h?). (38)
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On the other hand, the use of (35) and (17), the Mean Value Theorem, the expression of the
error of the rectangle quadrature rule, and (37) allow us to obtain, forn =0,1,..., N — 1,
j=0,1,....,J—1

h
1
(W = oI < [W) — )] exp (—/0 wo (aj + 5, 1L,(" +9), 1" +5) ds)

n
+ 1w

exp (=h pp (aj, Qu(T -y, - W™, "))

h
- exp(—/ wo (aj+s, L (t"+s), " +s5) ds)
0

< (14Ch) W} = o]

h
+C ’/ s (aj+s, L,("+s), 1" +s) ds — huyp (aj, Qu( -y, -W"), t”)
0

< (1+Ch) [W! ="

h
+C ’/ wo (aj+s, L,@"+s), 1" +s) ds — hup (aj, 1, "), 1")
0
+Ch |y (aj, 1", 1") — pp (aj, Qu(IT -y, - W), 1")|
<A+ CH W} =i+ ChlL(") — Qu(T -y, - W]+ O(h?)
<(1+Ch) Ry +0Oh?). (39)

Then, note that it is not necessary to bound |W6"* — vg] to conclude that, for n =
1,2,...,N,

W™ — Voo s41 < (14+ Ch) Ry + O(h?). (40)
Finally, if we use (28), (29) and (40), we have, forn =1,2,..., N
|Qn(IT -y, - W"™) — [,(t")| < |Qn(T -y, - (W"" —v"))]|
+Q(UT — 7o) -y, - VI +1Qn(mo -y, - V") — 1, (t")]

3
< 5 at -y lloo.s+1 W — v s 41

3
+5 @ 17 ¥ lloo g1 1T = Tolloo, 141 + OG)
< C(+h) Ry + OH). (1)

We conclude the result taking into account that R, = o(1), as & — 0, in (37), (38)
and (41). ]

Now, we define the local discretization error as ®,(vy) € Yy, and we say that the
discretization is consistent if limj,_.¢ |9, (v1) |y, = 0. The following result establishes the
consistency of the numerical scheme defined by (31).

Theorem 2 (Consistency) Assume the regularity hypotheses (HI)-(H4) on the data func-
tions and the solution v(a, t), and the disposal of approximations to the intrinsic survival
probability mg that satisfy (HO). Then, as h — 0,

@, (Vi)lly, = V0 = Voo, s41 + Oh?). (42)
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Proof Let us denote the components of the local discretization error vector as @, (v,) =

(ZO, 70, z}k, e, Z*N).
Following the steps given in Theorem 1 to obtain (37), but taking W” = v” (that is, the
center of the ball), forn =0, 1, ..., N, we conclude that
|Qn( -y, V") = 1,(t")| = on?). 43)
In a similar way, forn =0, 1, ..., N, we can arrive at
|QWUT -y - V") — Ig(t")| = O(h?). (44)
From v" we define the auxiliar vectors v*T1* n =0,1,..., N — 1, with components:

forj=0,1...,J—1,

P =0 exp (—h pp(ag, QT -y, -V, 1),

U(V)l+l,>k = QI - ﬂn+1,* .Vn+l,>k)’

v

where B"*!* has components ,8;.‘“’* = Bla;, Qn(I - yg syl gty =01,
Then, as in Theorem 1 to get (39) but taking wrths — ynt+l# and from (43), we obtain for
n=0,1,...,N—-1,J=0,1,...,J —1,

n+1,% +1 2
Wi T — Vi =00,

and, therefore
v vt g = O?). (45)

Finally, by (45) and following Theorem 1 to set (41), again with W"* = v"* forn =
1,2,..., N, we have

|Q(IT -y, - V") — I, (") = O(h). (46)

Now, we analyze the different vectors that make up the local discretization error @, (vy,).
First, from (32),

0 0 _yo0
2% loo,s4+1 = IV" = Voo, s41-

Next remember (33), and by means of (13), the components of zy are, for n =
0,1,...,N —1,

ay
%" =/ moa) Bla, I+ ") va ") da — Qu(IT - B v,
0

here B"*! has components ﬂ;’“ = Blaj, QT - yg - v*TH,"th, j = 0,1,...J.

Also, for the sake of simplicity, we define the vector ﬂ',’“, with components (ﬁ’;“) =
j

Bla;, Ig" ), "1, j =0,1,...J,n = 0,1,..., N — 1. Then, the smoothness of the
solution v and the function f, the convergence property of Qj, inequality (29), the accu-
racy of the approximations in I, the Mean Value Theorem and the result (44), lead to, for
n=0,1,...,N —1,

lzgt| <

/ " o(a) Ba, ("), 1" v(a, ") da — Qp(mo - BT v
0

+HQnoro—m gt v - (7 - ) v
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3
=@ 185 V' oyt 1o — Moo, s+1
3
+5 @i 1V oo g1 187 = B Moo, g1 + Oh?)
< ClIg"™) — Qu -y 5 V' + O(?) = O(R?),
and then, ||zo[loo, v = O(h?).

Toend, whenn =0, 1, ..., N—1, from (34) and using (17), we can write the components

of 2/t as, for j =0,1,...,J — 1,

] h
Z;’i} = v;‘ [ exp <—/ Wb (aj + 5, L (" +5), 1" +5) ds)
0

h n n
—exXp <_§ I:Mh (aja Qh(H'yIL -V )7t )

T ((1j+1, Qh(n . }’M . V’H_l’*), l"+1)]> } .

Then, again, the boundedness of the function 1t and the solution v, the Mean Value Theorem,
the expression of the error of the trapezoidal quadrature rule, and inequalities (43) and (46)
leads to

Clh
1T < Z‘E[Mb (aj. QuT -y, V"), ") + pp (ajp1. QT -y, V') 1"H)]
h
—/ wh (aj +5, [, (" +5), 1" —l—s) ds
0

C
E |,U,]7 (aj» Qh(n : yu ) Vn)7 tn) - Kb (aj7 I,U.(tn)v Zﬂ)|

IA

C

+5 s (@jer, Qu(IT -y, -V ") — g (@, LT, o)
C|h

+- ‘5 (1o (aj. L™, ") + wp (aj1, L™, 1)

h
—/ uplaj + s, L,(t" +5), 1" + 5)ds
0

< C(1Qn -y, -v") = L,(t")| + |Qu (T -y , V") — [, (")) +O(h?)
= O(*),
Thus, |z |co.s = O(h?),0 < n < N — 1, and (42) is proved. o

Next, we introduce the stability with h-dependent thresholds. For h € H, let Rj, a real
number (the stability threshold) with 0 < R, < oo: we say that the discretization (31) is
stable for vy, restricted to the threshold Ry, if there exist two positive constants /g and S (the
stability constant) such that, for any h € H with h < hy, the open ball By, (vi, Rp) C X
is in the domain of @, and for Wy,, P, € B, (vi, Rp)

Wi —Ppllx, < SI1Pr(Wp) —PrPp)lly,.
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Theorem 3 (Stability) Assume the regularity hypotheses (HI)-(H4) on the data functions and
the solution v(a, t), and the disposal of approximations to the intrinsic survival probability
1o that satisfy (HO). Then the discretization is stable for vy with thresholds R, = R h.

Proof Since R, = Rh = o(l), as h — 0, Theorem 1 assures that @, is well-
defined over Bx, (vi, Ry), for h small enough. Then, for W), = (WO, Wi . wh)
and P, = (PO, P, ..., PY) in B, (Vi, Rp), we denote, respectively, Z, = @,(W,) =
(2°,20,ZL,...,ZY), and S;, = @, (P,) = (S°, Sp, SL, ..., SY).

First of all, we make some remarks on the notation. On the one hand, note that the
components of Zg and Sp are defined as in (33). However, in order to avoid any confusion,
we write, forn =0,1,..., N — 1,

Zgtt = Wit — 0yt - Bt W, (47)

S6l+1 — P(;H—l _ Qh(n . ‘Bi’ll:+l . P”+]), (48)

where ﬂ"ﬂ;rl and ,3’},“, represent the vectors with components defined by (ﬁ’v"f 1)_ =
J

Blaj, Qu(IT - yy - W, 1) and (B31) = Blaj, QuT -y - P17, =
J
0,1,...,J,n=0,1,..., N — 1, respectively.
On the other hand, forn =0, 1..., N — 1, we define as in (35), (36) the auxiliar vectors

W7HL# and P*+1* with components: for j = 0,1,...,J — 1,
WIEL = Wexp (=h p (aj, Qu(IT -y, - W™, 1)), (49)

W(I)1+l,* — Q,(I - ﬂI;VJrl,* ~W"+l’*),
1,
PI = Plexp (<hup (aj, QuUT -y, - P"),1")),
P0n+1,* _ Qh(n . ﬂr;)+1,>k -P”+l’*), (50)

where ﬂwl’* and ﬂ'},+]’* are the vectors with components defined by (ﬂrle-H’*). =
j

Blaj, Qu(IT -y - W), 1) and ( ',2“’*)], = Blaj, Qu( -y, - PPHL) i,

j=0,1,..., J, respectively.

We set " = W' — P, n = 0,1,...,N, and E"t1* = Wrtls _prils -
0,1,..., N — 1, and initially we are going to bound |[E"|{, and then ||[E" oo, j+1.

To this end, we obtain some preliminary bounds. From the regularity of the functions,
using the Mean Value Theorem and (30), forn =1,2,..., N, j=0,1,..., J, we have

3
(8%, — (B3| = C104T -y - BN < 5 C Iy glloc, st [ 1,
and then

I1BW — B'plloc,s+1 < C IE . D

Also, from (49), (50), if we employ the regularity hypotheses, boundedness of P, the Mean
Value Theorem and (30), forn =0,1,...,N—1,j=0,1,...,J — 1, we arrive at

n+l% n+1,% n+1,x%
|Ej+1 | = |Wj+1 o Pj+1 |

< |E}exp (=h pp (aj, Qu(T -y, - W), 1))
+IP}| |exp (=h pp (aj, Qu( -y, - W"), "))
—eXp (_h b (aj7 Qh(n : y,u : Pn)7 tn))’
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<+ ChIETI+Ch | (aj, QT -y, - W), ")

—pp (aj, Qu(IT -y, - P, 1")|
<+ Ch)|E}|+Ch|QyUT -y, -E")

3
=(A+ChIE}|+ SChIT- Yl s+ 1 IE"[I1.

Asa consequence,

J
|En-§—1,*|1 — Zh |E;:+l,*|
j=1

J
<(+Ch) Y h|E] |+ Cha; |E"|1 <1+ Ch) [E"[1.  (52)
Jj=1

For n = 0, from the definition of vectors Z° and S as in (32), we have
E' =W - P = (Z°+ V%) — (8" + V%) =20 — 8", (53)

Forn =1,2,..., N, on the one hand, the expressions (47) and (48) describing Zo and
So, respectively, bounds (30), (29), the regularity hypotheses and (51), gives

(G| = W = P 1 = 175 = SEI+ |Qu(IT - By - W") = Qy(IT - By - ")
<|Z§ — S§1 + 19nT - By, - EMN| + 190 (T - (B, — B) - P

3
< |Z8— St + S By lloo,s+1 IE" |11
3
+3 @ 1P o y11B% = Bplloo.s+1
< CIE" Iy +124 — SiI. Gd

On the other hand, from (34) that describes the components of vectors Z’;“ and SZ“,
n=20,1,..., N — 1, using the regularity hypotheses and the boundedness of P, the Mean
Value Theorem, and the bounds (30) and (27), we obtain, for j =0,1,...,J — 1

|En+1| — |Wn+1 _ P(l+1|

jH1 i+~ Pi
n+l n+1
= hIZi = Sihl

+

h
W exp (— 3 [ub (aj, Qu(I -y, - W™), ")
+ b (Clj+1» Qn -y, .Wn+1.*)!tn+1)i|)
— P ex _h ] n oy
j €XP ) 1 (aj, Qu( -y, - P"), 1"

+,LLb (aj+l7 Qh(n . yu . Pn+l,*), tn+1) i| )‘

n+1 n+1
= hlZjy = Sl

@ Springer



Journal of Scientific Computing (2025) 105:2 Page 150f29 2

h
+IEf| exp (— 5 [/Lb (aj, Qu(T -y, - W™, ")
b (@jr, QT -y, - WHHLH) 141 ])

n
+IPy|

h
eXP <_ E [/»Lb (aj, Qh(n . yu . W}’l), fn)
+up (aj+1, on - Yu ,Wn—t-l,*), tn_H) :| )

h n n
—exXp (_2 |:/'Lb(ajv Qh(H)’MP )7t )

+up (aj+17 onI - Yu- Pn-!—l,*)7 tn'H) ]) ’

< h|Zif = SEH I+ (L +Ch) |E))

h

T3 |1 (aj, Qu(IT -y, - W), 1") =y (aj, Qu(IT -y, - P"),1")|
h

+C E |Mb (aj+1, oI - Yu 'W”+1’*),t”+1)

— iy (@jg1, Qu(IT -y, - PHLH) )|
< h|ZiT] = SiT+ L+ Chy | E])|
+Ch |Qh(H . yp, En)| + Cl’l |Qh(H . y/L 'En+]’*)|

<h|Zif = SEH I+ (L +Ch) |E))

3
+5 CRIT -y ylloo.s 11 (I [y + By

Finally, by using inequality (52), we can write, forn =1,2,...,N, j=1,2,...,J,
E" < (1+Ch) [E" |+ ChIE™" )y +h|Z) - 57,

and, by a recursive reasoning, we conclude that: if 1 < j <n < N, then

n—1
E" < (A +Ch |Eg |+ Ch Y (L +Chy 7 E),
l=n—j
n
+h Y A+Chy Tz =S, (55)
I=n—j+1
butif 1 <n < j < J,then
n—1
[E" < (1+Ch"|EY_ |+ Ch Y (1+Ch" " E|,
=0
n
+h Y A+ Ch T ZE =S (56)

=1

@ Springer



2 Page160f 29 Journal of Scientific Computing (2025) 105:2

Now, we obtain the following bound of the discrete £; normof E*,n =1,2,..., N,bya
recursive way. Note that it is necessary to distinguish the case n > J, which does not involve
any component of E°, from opposite case, which does. In the following, in order to unify
both situations, we will assume that the sum having an initial index strictly greater than the
final one does not describe any summand.

From (55), (56) and (54)

J min {n—1,J} J
1Bl =Y hIE} =h|Ejl+ > hIEJI+ ) hI|E}]
j=0 j=1 j=min{n—1,J}+1
< h|Ej]
min {n—1,J}

+ Z h(14Chy|E)™

min {n—1,J} n—1

+ Z hyCh Y (A +Ch" T E ],

I=n—j

+h Z (1+Ch)n I|Zj n+l Sﬁ'—n+l|
I=n—j+1
J
+ > h(1+Ch)"|EY_,|
j=min{n—1,J}+1

J n—1
+ 0y h{ChZ(1+Ch)"_1_IIIEIII1

j=min{n—1,J}+1 =0

+h Z(1+Ch)n I|Z/ n+l Si’—n—&-ll}
=1

min {n—1,J} . .
= Y hascen{ciE Tz - sg)

j=0
J
0
+ ). ha+Ch"IEY,

Jj=min {n—1,J}+1

min {n—1,J} n—1
+ Z Ch* 3 Y a+Cch " E
l=n—j
J n—1
+ > Cr [Z(l + Ch)”‘1‘1||E’||1}
j=min{n—1,J}+1 =0
min {n—1,J} n
+ Z WY A+ TNz = Sl
I=n—j+1
J
+ ) h2{2<1+0h>" NZ) i Sﬁ-nm}
j=min {n—1,J}+1 =1
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J
= > h(1+Ch)"|EY_,|
Jj=min{n—1,J}+1
min {n—1,J}

+ Z Ch(l+Ch)/|E"™|,

n—1 J
+ Y cry S a+ o E,
[=max {n—J,0} j=n—l
min {n—1,J}

+ Z h(l+Chy 1z —s57)

+ Z h? Z a+Ccm" I|Zj n+ Sl —np
I=max {n—J,0}+1 J=nt1-1
J—n

= ). ChiE)

j=min {J—n+1,0}

n n—1 J—n+I+1
+ Y ChIE+ Y ch{ D hE,
l=max {n—J,1} [=max {n—J,0} j=1

n n J—n+l
+ > Chizh- S+ > chi > nizh-s
l=max {n—J,1} l=max {n—J,0}+1 j=1

J n n—1 J
< > ChIEV+> ChIE N +Y Ch{> h|E
j=0 =1 1=0 j=1
n n J
+ZCh|Zé—S6|+ZCh Zh|zj—s§|

n—1

<cC Zh|E°|+Ch ZME’u] +Ch(Th) Y [E],

j=0 =1 1=0

+C (nh) max |z0 SO|+Ch(Jh)Z||Zl S oo
=1

As a conclusion, forn =1,2,..., N,
n N
IE" Iy < Ch Y IE [+ CIE%|l + 1Zo — Solleoy + C Y h 11 Z% = Shllos.  (57)
=0 =1

and, for & sufficiently small, by means of the Gronwall discrete lemma in (57), and due to (53)
and the relation (25) between the two norms being used, forn =0, 1, ..., N, we arrive at

N
IE" Iy < CIE%[l1 + C 1Zo — Solleon + C Y A1 ZL = Shlioo.s
=1
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N
< C 2% = S0, s 41 + 1Zo = Sollcoy + Y 1IZL = S llco.s
=1
= C 1 Zn —Silly,- (58)

Next, we establish a similar bound of the discrete Lo, norm of E*, n =0,1,..., N. On
the one hand, at the left boundary grid point we employ (58) in (54) to also conclude that,
forn=1,2,...,N

|Egl < CIIE" ||y + |Z5 — S5
< CI|Zp — Sully, + 1Zo — Sollco,n < C lIZy, — Sylly,- 59

On the other hand, we consider the inner grid points. If 1 < j <n < N, using (55), (59),
and (58), we arrive at

n—1 n
|Ef < CIEg /|+C > hlE N +C > hizh =S,
I=n—j l=n—j+1
N
< ClZn—Snlly, + C T W) |Zy = Slly, +C Y _hIIZL = SLlloc.s.
=1

Now, if 1 <n < j < J, using (56), (53) and (58),

n—1 n

|Ef < CIEY |+ C Y hIENN +C Y hiZ: =S,
=0 =1

N
< CIZ° =Sl s1+ C T M) |1Zi = Silly, +C Y _h|IZ, = Sllloc.s-
=1

In any case, forn =1,2,..., N, j=1,2,...,J, we can write
|E7] < CIZp — Shlly,. (60)
In conclusion, from (59) and (60), n =0, 1, ..., N, it yields
IE" loo,s+1 < C IZp, — Silly;,

that proofs the stability. O

Finally, we compare the solution of the differential problem with its numerical approxi-
mation. To this end, we define the global discretization error as

e, =v, — V€A,

and we say that the discretization is convergent if there exists 1o > 0 such that for each
h € H, with h < hg, the numerical method has a solution Vj, and

lim |le =0.
lim ey .z,

To derive the existence and convergence of numerical solutions of (19)-(22) to the solution
of problem (12)-(14), we use the following result of the general discretization framework
introduced in [18]:
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Theorem 4 (J.C. Lopez-Marcos & J.M. Sanz-Serna, 1985) Assume that the discretization
@, is consistent and stable for vy, restricted to the threshold Ry. If @}, is continuous in
B, (Vi, Rp) and |@,(vi) |y, = o(Rp) as h — 0, then

1. for h sufficiently small, the discrete equations ®5,(Vy) = 0 posses a unique solution in
B, (Vi, Rp),
2. as h — O, the numerical solutions converge, and ||e, || x, = OPr(Vi)ly,)-

Then, from this result, the convergence of the numerical solution provided by (19)-(22) is
directly obtained by means of the consistency and stability results (Theorem 2 and Theorem 3,
respectively).

Theorem 5 (Convergence of v) Assume the regularity hypotheses (HI)-(H4) on the data
functions and the solution v(a, t), and the disposal of approximations to the intrinsic survival
probability mr that satisfy (HO). Considering that the numerical initial condition V° is chosen
such that, as h — 0

VO =V lloo.s41 = 0(h), (61)

then, for h sufficiently small, there exists a unique solution Vj, € By, (v, R h) of equa-
tions (19)-(22) and, as h — 0,

IVh = Vil = OUV? = V0lso,s41 + 1. (62)

Remark 1 In particular, if VO is the grid restriction vV of the initial condition (14), then the
scheme (19)-(22) is second order accurate for approximating v.

Now, we present the convergence theorem of the approximations given by (19)-(24) to
the solution u(a, t) to problem (1)-(3).

Theorem 6 (Convergence of u) Assume the regularity hypotheses (HI)-(H4) on the data
functions and the solutions u(a, t) and v(a, t), and the disposal of approximations II to the
intrinsic survival probability 7 that satisfy (HO). Considering that the initial condition u°
and its numerical approximation U® are chosen such that, as h — 0

hu 00 —u°
H-Jl’() II

=o(h), (63)

o |

00,J+1 00,J+1

then, for h sufficiently small, there exists a unique solution Uy, € X, of equations (19)-(24)
and, as h — 0,
v’

U, — —of|=-=
1Up —aplx, (‘H o

+h*), (64)
00, J+1

where the product and the quotient of vectors must be considered in a componentwise sense.

Proof Quotients in (63) are well defined due to (HO) and the fact that the only point in which
the intrinsic survival probability vanishes, the maximum age a+, is not a grid node.

Now, we check (61). From the definition of the initial conditions (23) and (14), we obtain
the following bound for j =0, 1, ..., J,

U9 —ul(ay)
1;

u®(aj)
I mo(aj)

[IT; — mo(a;)l.

0
ST K A7)
J J I1; mo(a;)
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Thus, from hypothesis (HO) and (63), we conclude that, as & — 0,
VO = V0lloo, s 41 = o(h).

Then, on the one hand, Theorem 5 ensures the existence of a unique solution V; €
Bx, (vi, R h) of equations (19)-(22) and the behaviour of the error described in (62).

On the other hand, equations (24) and (11) allow us to arrive, forn = 1,2,..., N,
j=0,1,...,J,at

U = ujl = 1T; V] = mola) Vil < [T 1V} = v}l + 10} 11T = mo(a))l.  (63)
which we combine with (62) and hypothesis (HO) to conclude (64). ]

Remark 2 The same analysis gives second order of convergence if we further demand con-
ditions on the initial data stronger than (63): for example, assuming that, as 4 — 0,

‘ 0 00— u

u
II- m I

We would like to note that the first condition in (66) (and then, in (63)) imposes a specific
decay of the initial data of the problem near the maximum age, and it depends not only on the
size of the intrinsic survival probability (as in (16)), but also on the size of its approximation.
This restriction is easily to satisfy if we consider an initial condition x° with compact support
inside [0, ay).

On the other hand, the second condition in (66) (and in (63)) establishes the degree of
accuracy of the numerical initial data to the theoretical one, with respect to the size of the
approximation to the intrinsic survival probability. This restriction is trivially achieved if, for
example, we start the numerical method with the grid restriction of the theoretical initial data

u®.

= O(h?). (66)

—ow. |

o0, J+1 o0, J+1

4 Numerical results

In this section we corroborate the convergence results, previously demonstrated, through rep-
resentative numerical simulations. To this end, we consider different test problems involving
some of the vital parameters that have already been introduced in [15]. First of all, itis assumed
that the vital functions depend on the density through the total size of the population

ar
p(t) = / u(a,t) da, t>0,
0

that is, the weight functions in (6) and (9), are y,(a) = yg(a) = 1.

For simplicity, a constant fertility rate is chosen S (a, p, t) = B, and the bounded compo-
nent of the age-dependent mortality rate in (4) is considered to depend solely on population
size up(a, p,t) = up(p). In such a case, it is known that the exact solution to (1)-(3) has
the separable expression

u(a,t) =B pt)mola)e %, 0<a<ays, t >0, (67)

where g is the intrinsic survival probability (7), depending on the unbounded mortality rate
1o considered in (4). On the other hand, the value of the parameter o in (67) satisfies the
nonlinear equation

B /‘01- wo(a)e °“da = 1. (63)
0
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Therefore, in order to obtain the expression of the solution to the model, chosen a maximum
age ay, a natural mortality rate uo (and then, the corresponding intrinsic survival probability
10), and a value of the constant fertility rate 8, then the corresponding value of the parameter
o is computed by solving (68). Note that if

B /uT no(a)da > 1,
0

then there exists a unique o > 0 that satisfies (68).
In the numerical experiments, the bounded mortality rate is contemplated as in [15]:
up(p) = p. In such a case, the total population is

o po
po+ (o — po)e!’

p(t) = t >0, (69)
where pg represents the initial total population. Therefore, a preset value of the total popu-
lation pg, provides the total size population at each time level from (69) to arrive, finally, to
u(a, t) in (67), the exact solution to (1)-(3) with initial value

u’(a) = Bpomo(@) e, 0<a <a. (70)

In order to check the validity of the convergence Theorem 6, it is necessary to assume
that the hypotheses about the initial data are fulfilled. But, it is not clear how the initial
condition (70) satisfies the first hypothesis in (63). However, for ¢ > 0, if we consider a
sufficiently large maximum age, the function u%(a) /7o(a), and its derivatives up to a certain
order, take very small values just before as. Therefore, if we truncate °, nullifying it near
the maximum age (that is, we construct a function with compact support strictly contained
inside [0, a+)), then we obtain an initial condition that trivially verifies such hypothesis and,
moreover, it can be accepted as a sufficiently smooth function, at least numerically up to
a certain degree of precision in its computational representation. Even more, the choice of
the grid restriction of this compact support function, as initial data of the numerical method,
would avoid the possible difficulties that the calculation of the quotient (23) entails. With
this in mind, for the numerical experiments to be presented here we have found that it is
appropriate to assume a; = 10.

With respect to the natural mortality rate, and the relevance of using adequate approx-
imations to it fulfilling (HO), the following representative case, that is paradigmatic in the
numerical solution of finite life-span age-structured population models (see [13, 15], for
example), has been chosen:

A
mola) = m, 0<a<as, (71)

with A > 0 and o > 1. For this function, the explicit expression of the intrinsic survival
probability is easily obtained

A 1 1 .
eXpy T @ a1 T [ ifa>1,
wo(a) = ¢ ' ay 0<a<ai (72)

A
(1—1> , ifa =1,
a;

Finally, in the experiments, we set the constant fertility rate = 4 and the initial population
po=1.
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Fig. 1 Numerical errors involved in the simulation along the time interval [0, 1], for the natural mortality rate
1
nola) = ﬁ Line plotted in the lower right-hand corner represents slope 2
ay —a

We have carried out simulations with the numerical scheme introduced in Section 2 over
the time interval [0, 1]. Since the exact solution is known, we are able to show quantitatively
the efficiency of the method.

Note that the natural mortality rate (71) does not incorporate an age a, specifying a
particular behaviour near the maximum age, therefore, given a positive integer J, we define
the step size as h = a+/(J + 1).

In order to achieve approximations to the intrinsic survival probability ¢, associated to
the mortality function (71), of which we know exactly how accurate they are, we consider
the numerical method introduced in [1], that approximates the integral in (7) by means of the
composite trapezoidal quadrature rule over an age grid.

Foravalue > 0 ofthe step size, we denote the size of the global error in the approximation
to the intrinsic survival probability as ez, = |[Il — mollco,s+1 (remember that vector m
collects the exact values of the intrinsic survival probability over the age grid, and IT their
numerical approximations); the size of the global error in the approximation to the density
function as e, ;, = max,—o,.. N [|[U" —0"| 0, 7+1 (nOoW, at each time level n,n =0, 1,... N,
u” contains the grid values of the exact solution (67) with ¢ satisfying (68) and p defined
by (69), and U” the numerical counterparts computed with the previously discussed numerical
procedure (19)-(24)); and the size of the global error of the solution after the change of variable
as ey = max=o,.. N V" = V'[loo, s +1.

We start the experimentation with the natural mortality rate (71) for ¢ > 1. In this case,
it is known that the numerical approximations to the survival probability offered by the
numerical method in [1] are of second order for A > 0. Here we present the results obtained
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Fig.2 Numerical errors involved in the simulation along the time interval [0, 1], for the natural mortality rate

nola) = Line plotted in the lower right-hand corner represents slope 2

ar—a’

with A = 1 and « = 3: the numerical solution of the nonlinear equation (68) provides the
value 0 = 3.99891639334478.

Figure 1 shows, in logarithmic scale, the different errors involved in the simulation for the
values of the step size & = 10/1250, 10/2500, 10/5000, 10/10000, 10/20000, 10/40000,
10/80000 (in the rest of the efficiency comparisons, the same values of the step size h
are always considered). Dashed line corresponds to the errors ey j, dash-dotted line to the
errors ey j, and dotted line to e, ; (this same way of representing the errors is used in the
following graphs). Notice that these last two errors coincide in the simulation, and that this
figure shows the expected second order of convergence in the all the different processes (as
it is confirmed by the solid line plotted in the lower right-hand corner which represents the
quadratic behaviour).

The next case corresponds to the natural mortality function (71) for « = 1. Now, it is
known that the numerical method in [1] provides approximations of second order when
A > 2. However, the order of convergence does deteriorate when 0 < A < 2: in such a
case, simulations show that the effective order of convergence is only A. Just these same
conclusions are obtained for the numerical technique proposed in [13] for this mortality rate.
Then, numerical experiments would address the role of precision in estimating the values
of (72) on the general process of approximating the population density function, by taken
different values of A.

Firstly, we take A = 2 for which second-order approximations to the survival probability
are guaranteed. Now, according to (68), the value of the parameter in the exact solution is
o = 3.79473725889754. The results are in Figure 2, and the conclusion is just the same as in
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Fig.3 Numerical errors involved in the simulation along the time interval [0, 1], for the natural mortality rate

1

o(a) = —— . Lines plotted in the lower right-hand corner represents, from top to bottom, slopes 2 and 1,
ay —a

respectively

the previous experiment: second order in all the numerical approximations, and coincidence
of the error in the approach of the density solutions, before and after the change of variable.

Now we will address the question of how the loss of accuracy in the estimation of the
survival probability can affect the overall approximation process. For example, this case can
be represented by A = 1, where now o = 3.89736659610103. The results are depicted in
Figure 3. It is known that the numerical approximation to (72), offered by [1], is only first
order as & decreases: this is corroborated by the linear slope that shows this error (dashed
line). On the other hand, the approximation to the solution of the modified problem after the
change of variable is, nonetheless, second order (dash-dotted line), which seems consistent
with the thesis of Theorem 5 (convergence of v), due to the choice of the truncated initial
data. However, despite the poor approximation in g, the error in the density function of the
original problem is, still, second order (dotted line). Note that, this behaviour observed does
not agree with that presented for the linear case in [2], although for a different test problem:
there, e 5 and ¢, j, showed only first order although e, ;, exhibited second order.

Moreover, we have observed this same behaviour for other values of 0 < A < 2, that cause
a deterioration in the order of approximation to the survival probability. However, it does not
seem to affect the effective order of the general approximation process to the density function.
For example, similar observations can be made when A = 0.5 (now o = 3.94868278711609):
Figure 4 shows that the order of convergence in the approximation of g is 0.5, but the order
of convergence in the approximation of u (and v) is still 2.
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0.5, respectively

This discrepancy in the order of convergence shown in the global process with respect to
the linear case, suggests that this situation is only justified by the nature of the simulation
carried out here. So we have tried to understand this unexpected behaviour by Figure 5,
that represents the different terms in inequality (65) for A = 0.5, at the final time 7 = 1.
The left column of pictures describes the age distribution of the errors, for the step sizes
h = 10/1250 (dotted line) and & = 10/12500 (dash-dotted line): in the density solution u
to the original problem (just, the left-hand side of (65)); in the solution v to the modified
problem; and in the intrinsic part of the survival probability mg (these last two on the right-
hand side of (65)), respectively. The right column of pictures presents: the age-distribution
of the computed approximation to the survival probability IT; and function v (again, both
two on the right-hand side of (65)), respectively.

First of all, note that the age distributions of the error in # and in v are quite similar (first
and second pictures on the left): in both cases, the maximum error is reached in births, and the
distance between the errors obtained with the two considered values of £, certifies the second
order of these approximations. Therefore, on the one hand, the error in v multiplied by the
bounded size of the approximation IT to the survival probability (second row of pictures in
Figure 5) gives second order terms in the estimate of the error in u given by (65). In addition,
note that for newborns, the value of computed survival probability is equal to 1.

On the other hand, the last term on the right-hand size of (65), represents the age-
distribution of the error in the approximation to 7, multiplied by the bounded size of the
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Left: age distribution of the errors in u, v and g, respectively. Right: age distribution of the approximation
IT and the exact function v, respectively
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solution v. The convergence order in the approximation of the survival probability is known
to deteriorate near the maximum age, which is where its maximum value is reached but, at
the end of the age interval, the solution to the problem obtained after the change of variable
is practically zero (see the third row of pictures in Figure 5). As a consequence, the product
vanishes near a;, where the orden could be affected, keeping the second order of convergence
certified at the beginning of the interval.

5 Conclusions

Mathematical models that describe population dynamics usually employ physiological age to
structure the individuals in the population. In this context, age-structured population models
with a finite life-span present a strong biological meaning. In addition, nonlinear models
increase this significance because they consider the influence of the environment on the
population through the dependence of the vital rates on functionals of the population density.
However, the more realistic a model is, the more difficult it is to study. Thus, an analytical
expression of the solution is not attainable in general nonlinear age-structured population
problems, and the use of numerical techniques is an affordable manner to address the solution
to these models.

In this paper, we have introduced a new procedure for the numerical approximation to the
solution to (1)-(3). Convergence proofs of such approaches should circumvent the difficulties
caused by the singularity of the mortality rate near the finite maximum age. By separating
the numerical approximation of the intrinsic survival probability from the approximation to
the age-dependent density, we can establish convergence of the numerical solution without
an explicit dependence on the asymptotic growth behaviour of the natural mortality rate as
in previous works. For this purpose, we reformulate the model problem (1)-(3) in terms of
the age-dependent density function for the population rescaled with the intrinsic survival
probability. This new variable is solution of an age-structured population model in which
the effects of the singular natural mortality rate are limited through its influence on the
intrinsic survival probability. By full discretization of this new problem (12)-(14), using
given appropriate approximations to the intrinsic survival probability, we get a completely
explicit scheme that arrives at the numerical solution to (1)-(3), after a preprocessing to obtain
the new initial condition on the age grid and a postprocessing of the results achieved in the
time evolution. Furthermore, we should point out that the numerical scheme is ready to use
with given approximations to the intrinsic survival probability instead to a known expression
of the natural mortality rate function.

This new numerical method has been completely analyzed under convenient regularity
hypotheses on the data functions involved. For this purpose, we have studied its consistency
and nonlinear stability properties to address its convergence in the following way. First, we
have studied the convergence of the time evolution approximation of the solution to (12)-(14)
(to this end, we have employed the discretization framework given in [18]) and next, we have
extended this convergence result to the approach given to the solution to (1)-(3).

We have also provided a complete and representative numerical experimentation that
corroborates the convergence results. We have observed that, even though the order of the
approximation to the survival probability deteriorates, we recover the second-order of conver-
gence to the age-dependent density function for the population u(a, t), due to the fact that the
approximations to the age-dependent density function scaled with the survival probability,
v(a, t), are decreasing to zero when the age approaches to the maximum age.
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