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Abstract

We present MRSeqStudio, a new all-in-one web-based tool for MRI sequence
development and simulation, with the physics-based simulator KomaMRI run-
ning at the back-end and our own sequence designer at the front-end. It combines
accessibility, interactivity and technical flexibility, within an environment suit-
able for both education and research. Our tool provides MR sequence design and
simulation as a service, with no local installation needed by the user; alterna-
tively, the code is publicly available on GitHub, for users who wish to deploy the
application on their own server.
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1 Introduction

Pulse sequence design enables the development of novel magnetic resonance imaging
(MRI) acquisition protocols —as well as the optimization of those already existing—
for reducing scan time, improving or achieving new image contrasts or eliminating
artifacts. Complementarily, simulation provides the ground to test these sequences
without the need to access a physical scanner; it also provides the capability to ana-
lyze specific phenomena in the acquisition process (e.g., off-resonance effects) and to
synthesize images for further usage, such as training of learning models or creation
of signal dictionaries [1]. Moreover, simulation serves as a powerful resource for edu-
cation and training [2]. The coordination of both activities, namely, sequence design
and simulation, is essential to fully harnessing the potential of MRI technology.

Originally, sequence design relied on vendor-specific frameworks, which were only
available to scanner manufacturers [3, 4] or to associated research institutions. In
response to this, open-source initiatives for sequence design [3–9] have emerged in
recent years. Some of them also include a web interface that provides easier access,
and has led to coining the term sequence as a service [4]. As for sequence exchange,
Pulseq [10, 11] has become the de facto standard in the field.

A number of MRI simulators have been released, either with simple simula-
tion engines based on evaluating the analytical expressions of the most common
sequences [2, 12], or with more involved physics-based engines. About the latter, open-
source tools such as JEMRIS [13], MRiLab [14, 15], KomaMRI [1], and CMRsim [16]
are well-known. Proprietary options have also been reported, such as BlochSolver [17]
or Corsmed, which is an evolution of MRISIMUL [18, 19] and coreMRI [20]. About the
open-source simulators, JEMRIS, CMRsim and KomaMRI provide support for com-
plex motion, cardiovascular MR (CMR), and MR angiography (MRA) simulations.
KomaMRI stands out in terms of performance [21]; this is due to the fact that CMR-
sim is written in Python and the original JEMRIS lacks GPU support; KomaMRI,
however, is written in Julia and benefits from its vendor-agnostic GPU support. More-
over, a recent GPU-compatible extension of JEMRIS does not seem to be competitive
with KomaMRI [22].

As previously stated, the coordination of sequence design and simulation seems
mandatory. However, software tools in which these two activities are integrated is
scarce. Actually, most of the pulse design tools enumerated above do not have direct
interfaces to MRI simulators but rely on Pulseq as an intermediate step. An exception
to this seems to be CAMRIE [23, 24], presented as a comprehensive cloud-compatible
simulation pipeline. However, it is not publicly available, since it uses a modified
non-public version of KomaMRI and, as described in [24], the project remains under
development. Complementarily, [9] also reports a connection with a simulation engine
but the simulator itself is not clearly identified.

This paper introduces a new web-based tool, referred to as MRSeqStudio, that
bridges the gap between sequence design and MRI simulation, with KomaMRI run-
ning at the back-end and our own sequence designer at the front-end. It aims to
combine accessibility and interactivity with technical flexibility, offering an environ-
ment suitable for both education and research. Graphical capabilities of KomaMRI
running in the back-end are displayed in the front-end with no loss of interactivity.
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Sequence design is accompanied with different viewers (sequence, slice selection and
simulation results). Global variables can be arbitrarily defined by the user and then
referenced within the configuration of individual sequence blocks, allowing high-level
parameters such as TE, TR, or FOV to be defined once and automatically propagate
to all dependent blocks in the sequence. Overall, our tool provides MR sequence design
and simulation as a service: it requires no local installation, and offers an end-to-end
workflow in which pulse sequences can be designed in the browser, simulated in the
server —i.e., the cloud—, and stored together with their corresponding results.

2 Design and Implementation

2.1 Design objectives

Our main objective is to build an MRI sequence editor with an integrated simulator
that is easy to use for prospective users and achieves high physical accuracy and
competitive simulation times with respect to the state of the art in the open source.
Specifically, our aim is to provide the community with an application with the following
characteristics:

Block-by-block sequence design: blocks are defined as RF pulses, gradients, delays or
readout windows. Each block has its own parameter set according to its class. By
freely arranging these blocks, the user is able to build complex MRI sequences bottom-
up. Blocks can be added, modified, moved and deleted by using the keyboard or the
mouse. Blocks can also be grouped into composite blocks which behave like regular
blocks, thus achieving an arbitrary grade of complexity while maintaining the ease of
use that blocks provide.
Parseable user-defined global variables: Users may define global variables, which can
subsequently be referenced and manipulated throughout the editor. For example, one
could set variables A = 45 and B = 30 and then set the flip angle of an RF pulse to
the value A+B.
Interactive diagnostics panels: as the user composes arbitrarily complex sequences by
combining different blocks at will, the resulting sequence is displayed (by pressing a
button) in a time sequence diagram visualizer and a 3D slice viewer. The selected —
i. e., simulated— slice is displayed in a third view pane as well. The user can select
between an immediate slice visualization and a realistic volume rendering via the
KomaMRI simulator at the back-end.

2.2 Functional Design

The general operation of the application is illustrated in Fig. 1 and is based on a
client-server architecture, specifically, a REST architecture. The front-end runs in the
browser, where user interactions generate HTTP requests that are sent to the server.
This server, acting as an intermediary between the client and back-end resources —
such as the MRI simulator, database, or front-end files— uses a REST API. It follows
the typical request-response model: clients send requests, and the server processes
them and returns appropriate responses.
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Fig. 1: General operation of the web application. The web browser is responsible
for both rendering the front-end and acting as an HTTP client to communicate
with the server. The HTTP server, in turn, provides a REST API to the web
browser for accessing the back-end functionalities. Blue arrows represent client-
side requests; green arrows represent server responses.

Graphical Sequence Editor

The editor contains drop-down menus for file handling —creation, loading, and
saving—, as well as for plotting functionalities, and panels providing a) a schematic
overview of the sequence, b) predefined blocks that can be freely added to the
sequence, c) block groups management, d) selected block parameters, e) scanner
parameters, f) user-defined global variables, g) an editable text field where the user
can input a description for the sequence, and h) phantom selection and simulation
launcher. Qt has been chosen as the core framework for this part of the work for its
ability to create cross-platform GUI with a native appearance and usability. Compil-
ing to WebAssembly enables the execution of Qt (C++) applications within a web
browser [25].

Sequence Diagram Viewer

This module consists of a single panel displaying the sequence diagram generated by
KomaMRI. On the client side, a JSON file containing the complete sequence data
from the GUI is generated and sent to the REST server via a POST request. These
request flows are represented with blue arrows in Fig. 1. On the server side, KomaMRI
processes the request and generates an interactive HTML plot using PlotlyJS.jl. This
HTML file is sent back as the server’s response, which the front-end embeds into the
sequence diagram panel. This response flow is depicted with green arrows in Fig. 1,
completing the communication cycle and ensuring seamless integration of the sequence
visualization.
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3D Slice Viewer

The 3D visualization module consists of a single panel displaying the phantom volume
loaded from a NIfTI file, along with the slice selected by the MRI sequence, which
is also part of that volume. The visualization is achieved using three orthogonal slice
planes1, as this reduces the computational load on the client side by avoiding render-
ing the full volume. Additionally, the slice selected by the MRI sequence is shown as
another slice plane, which results in four planes being displayed in total: three orthog-
onal planes plus the selected one. The implementation of this module is based on the
vtk.js library, which provides efficient in-browser rendering.

Simulation Result Viewer

Fig. 1 can also be used as a reference for understanding this part of the system, as
both the sequence viewer and the simulation results viewer are entirely analogous. The
only difference is that, in this case, the server must first receive not only the sequence
information but also the phantom and the scanner data, enabling it to perform the
simulation and return the corresponding results. These results are provided as an
HTML file which contains the plot generated by KomaMRIPlots.jl.

2.3 Back-end Module and front-end integration

The back-end of the application consists of an HTTP server and additional processes
responsible for generating the necessary data. The HTTP server acts as an intermedi-
ary between the front-end and the rest of the back-end. It receives requests from the
client, forwards them to the appropriate internal components, and returns the gener-
ated results. Notably, the entire back-end module has been implemented in Julia, and
its source files can be found in the /backend directory of the repository2. The appli-
cation is designed so that all repository files, including both back-end and front-end
components, reside on the server machine. The client, i.e., the end user, only requires
a web browser to access and use all functionalities.

For the design of the HTTP server, a REST API has been defined to handle
incoming HTTP requests from clients. In this architecture, the REST API and the
HTTP server are unified in the same process. Once the HTTP request reaches the
API, it directly calls Julia functions to interact with the back-end resources, bypassing
HTTP for internal processing. This approach ensures that communication with the
back-end occurs efficiently within the server process, without needing additional HTTP
calls. The implemented methods are documented3 and categorized into three sections:
web content rendering, simulation, and plotting.

The client needs to process the response content, ensuring appropriate actions
are taken based on the data received. When necessary, the information should be
displayed on the screen in the correct format. For example, when a simulation is
ongoing, progress updates should be displayed, and upon completion, the result should
be shown in a meaningful way to the user.

1As outlined in the viewer developed by [2], this approach follows a similar methodology.
2See https://github.com/pvillacorta/MRSeqStudio/tree/master/backend.
3API documentation available in: https://petstore.swagger.io/?url=https://raw.githubusercontent.com/

pvillacorta/MRSeqStudio/refs/heads/master/docs/api.yaml.
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3 Results

3.1 Application overview. GUI and Features

Fig. 2 shows the main interface of the application4, which occupies the entire available
screen space and adapts to the browser window size. Thanks to this responsive design,
the application can be executed seamlessly on mobile device browsers, as illustrated in
Fig. 3. The layout is organized into multiple panels that ensure a clear separation of
functionalities. Panels A–G are dedicated to sequence design. In panel A, the sequence
is constructed my means of blocks, which are placed sequentially and can be freely
rearranged through drag-and-drop operations. These blocks can be also wrapped into
groups that allow repetitions and enable the user to emulate, for instance, the set of
sequence events occurring during a TR. Panel B provides a menu with buttons for
different block types; clicking one inserts the corresponding block into panel A. Panel
C stores the groups that, once created, can be replicated and instantiated within the
sequence. Panel D displays the configuration menu and adjustable parameters which
correspond to the block selected in Panel A. Panel E is used to define the parameters
of the MRI scanner on which the sequence is to be executed; these include, among
others, the main magnetic field strength B0 and the maximum values for the RF
pulse amplitude, gradient strength, and slew rate supported by the system. Panel F
provides a lightweight programming environment where global variables can be defined
as either numerical values or mathematical expressions. Such variables can be used to
control block parameters and ensure that modifications to high-level settings —such
as TE, TR or FOV— automatically propagate without the need to manually adjust
individual blocks. Panel G allows the user to define a sequence description in plain
text format. Panel H is used to select the anatomical model —i.e., the phantom— for
visualization and simulation. The “Simulate” button can then be used to launch the
back-end simulation using the sequence currently being developed in the interface and
the chosen phantom. Panels I–K serve as interactive visualization modules, and display,
respectively, the sequence temporal diagram, the phantom, and the MRI simulation
output. Specifically, the phantom viewer offers two visualization modes: a lightweight
representation based on three orthogonal slices, and a volume-rendering mode in which
the individual spins composing the phantom can be displayed. The former mode also
allows the user to observe the specific slice selected by the sequence (see Fig. 2), and
the latter enables the visualization of phantom motion or blood flow if present. Panel
L is a menu bar that provides file handling for loading and saving sequence files, as
well as a menu to display the sequence diagram in Panel I. Finally, button M opens
the user panel, which allows managing the current session, logging out, or accessing
user information, stored sequences, and results from previous simulations.

In addition to the main interface, the application includes dedicated panels for
complementary tasks. A results panel (Fig. 4) allows each user to access and review
previously generated simulations. For administrators, a dedicated panel (Fig. 5) pro-
vides tools for user management, usage statistics, and inspection of stored sequences
and results, organized across three tabs.

4Available at https://mrseqstudio.lpi.tel.uva.es.
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Fig. 2: Application main layout, which is divided into panels that ensure a clear sepa-
ration of functionalities. The example shown corresponds to the design and simulation
of a GE-EPI sequence on a 3D brain phantom.

3.2 User Workflow and Examples

The application is intended to accommodate different types of users, ranging from
radiographers to sequence programmers and MRI researchers. Depending on the user
profile, the workflow slightly differs. For radiographers, the typical approach consists
of loading pre-defined sequences and adjusting global parameters (such as TE, TR,
or FOV) before running a simulation. All of the examples presented in this paper fall
under this usage profile. By contrast, researchers and sequence programmers can design
sequences from scratch by building them block by block, defining custom variables,
and creating reusable groups.

EPI

One of the simplest use cases is the loading and adjustment of a single-shot GE-EPI
sequence. The interface shown in Fig. 2 illustrates this process through the concatena-
tion of four blocks: the Ex block implements a sinc-shaped RF pulse with a frequency
offset of –20 kHz and a simultaneous slice-select gradient in z. This offset shifts the
excited slice downward along the z-axis, so that its center is no longer located at the
origin; the Dephase block adds a negative z gradient immediately after the RF pulse
(i.e., a post-excitation dephasing [26]); the Delay block introduces a 1 ms delay; and
the predefined EPI ACQ block performs a 100×100 point EPI acquisition, fully cover-
ing k-space. In the global variables panel, in addition to the default variable gamma,
the variables A and N are defined. These variables control, respectively, the amplitude
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(a) (b) (c) (d)

Fig. 3: Screenshots of the application running in a mobile browser. The example
corresponds to the design and simulation of a GRE-EPI sequence. The slice-selection
gradient applied along the x-axis produces a sagittal slice on the 3D brain phantom.
(a) Sequence editor. (b) Sequence diagram visualizer. (c) 3D Phantom visualizer. (d)
Simulation result.

of the z gradients in both the Ex and Dephase blocks, and the number of k-space
lines and points per line which are sampled within the EPI ACQ block. Simulation
is then carried out over a 3D brain phantom. The Supplementary Video S1 further
demonstrates this use case.

Spin Echo

Another use case is the loading and adjustment of a spin echo sequence. Fig. 6 shows
the application GUI with the corresponding block arrangement. The first key aspect
to highlight is the presence of a block group called TR, which contains all blocks that
repeat every TR. The number of repetitions of this block has been set to N matrix =
100, a value that has also been assigned to the Samples field of the Readout block.
This results in a 100 × 100 k-space matrix. The two Ex blocks represent the 90º and
180º RF pulses. The first Dephase block applies gradients in x and y to position
the readout pointer at the top-right corner of k-space, and in z to compensate for
the effect of the slice-selection gradient. The second and third Dephase blocks act
as a crusher gradient pair straddling the 180º refocusing pulse [27]. The Readout

block acquires a single k-space line of 100 points while simultaneously applying a
frequency-encoding gradient along the x direction. Finally, the Delay blocks introduce
timing delays to ensure compliance with the predefined TE and TR values. In this
case, multiple global variables have been defined and referenced within each block’s
configuration. The right panel of Fig. 6 shows simulation results of the spin-echo
sequence for three experiments with different TE and TR values. These variations

8
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Fig. 4: Simulation results interface. The panel shows the history of simulations con-
ducted by an specific user. These simulation results can be downloaded or deleted.

Fig. 5: Administrator panel of the application, which provides tools for user and
resource management organized across three tabs. The first tab (left) enables CRUD
operations (“Create, Read, Update, Delete”) for users. The second tab (top right)
allows inspection of sequences and simulation results generated by all users. The third
tab (bottom right) displays usage statistics, such as the number of sequences used per
day, simulations performed, and related metrics.

alter the image contrast, and enable the acquisition of T1, T2, or PD-weighted images.
This example is illustrated in Supplementary Video S2.

3.3 Motion, CMR and MRA Simulation

It is possible to perform simulations over dynamic phantoms, thanks to recent
improvements in KomaMRI [21]. This functionality enables the design and testing of
motion-related sequences —such as phase contrast and time of flight—, as well as the
assessment of motion-induced artifacts when conventional sequences are applied.

9
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Fig. 6: Application GUI displaying the design of a spin-echo sequence. The sequence
is organized into a block group that repeats every TR, along with RF, dephasing,
crusher, readout, and delay blocks. Four block configuration panels are shown. The
right panel presents the results of three simulation experiments in which TE and TR
values were varied.

To illustrate this capability, we consider a cylindrical phantom with fluid flowing
inside. Both the cylinder wall and the flowing interior were assigned identical T1, T2,
and PD, so no intrinsic tissue contrast is present. Then, two different sequences were
designed and simulated within the application, selecting the exact same axial slice.
The first was an EPI acquisition (Fig. 7a), which produced images where the static
cylinder wall and the lumen appeared with equal intensities. The second was a bSSFP
acquisition (Fig. 7b), in which the lumen appeared brighter than the wall due to the
time-of-flight effect [28]. The illustrative Video S3 accompanies this example.

3.4 Performance

Benchmarks were conducted separately for the tasks executed in the front-end and
those performed in the back-end. For the front-end, the initial page (Fig. 2) loads
in approximately 3 seconds, most of which are spent downloading the compiled
WebAssembly (.wasm) file of the sequence editor. Regarding phantom visualization,
the vtk.js slice-based viewer runs entirely in the front-end, while the volume-rendering
viewer is computed in the back-end. Both processes thus run in parallel, with times
depending on phantom size and complexity. For a 2D brain phantom, slice rendering
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Fig. 7: Simulation of an axial slice of a cylindrical phantom with flow inside. (a) EPI
sequence, showing no contrast between static wall and flowing interior. (b) bSSFP
sequence, where the lumen appears brighter due to the time-of-flight effect.

takes about 2 seconds and volume rendering about 150 ms; for a 3D brain phantom,
these times increase to 10 seconds and 1.5 seconds, respectively. For back-end simula-
tions, while more detailed benchmarking has already been made [1, 21], the simple 2D
EPI sequence of Fig. 2 takes approximately 1 second end-to-end —from the moment
the simulation is launched in the front-end until the results are displayed back in the
interface— when executed on a CPU-only server with an AMD Ryzen 7 5800X 8-core
3.8 GHz processor.

All these performance measurements are strongly influenced by multiple factors,
including client and server specifications, and network speed and bandwidth.
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4 Discussion

This application constitutes an all-in-one environment for MRI sequence development
and simulation. Unlike existing approaches that require switching between differ-
ent software tools for sequence programming, visualization, and MRI simulation, our
platform integrates this complete pipeline in a single environment.

The application runs entirely in the web browser and requires no local installations.
Trivial operations, such as configuring blocks or loading/saving sequence files, are exe-
cuted directly in the client, ensuring immediate interactivity. In practice, the initial
page loading and phantom viewer rendering only take a few seconds, and once every-
thing is loaded, interactions with the interface are immediate and fully responsive.
MRI simulations are performed in the KomaMRI-powered back-end, which is physics-
based for accuracy and GPU-compatible for accelerated performance; simulations
also run correctly on CPU-only servers, albeit more slowly. As described else-
where [1, 21], KomaMRI overcomes the main physics-based MR simulators available
in the public-domain.

Another distinctive feature of our platform is its support for motion-inclusive
simulations. Thanks to a recent enhancement to KomaMRI [21], arbitrary phantom
motion can be defined and simulated. This functionality has been integrated into the
web application, allowing users to load dynamic phantoms and observe the effects of
motion on MRI acquisitions, as illustrated in the time-of-flight experiment. Building
on these capabilities, additional features are planned; first, the ability to create and
configure phantom motion directly within the web interface, since currently only pre-
defined dynamic phantoms5 can be loaded. Then, we also plan to include a cine cardiac
viewer, as well as specific reconstruction methods and phase image viewers for MRA
acquisitions.

The tool provides a fully integrated MRI test environment that gives rise to the
aforementioned concept of sequence design and simulation as a service. Users can
store sequences and simulation results in the cloud, associated with their account,
and access them seamlessly at any time. Related improvements include flexible execu-
tion on GPU or CPU depending on user privileges (e.g., premium vs. standard) and
enhanced user management through database support. Future updates will also allow
users to adjust the phantom complexity —mainly the number of spins— directly from
the web interface, optimizing simulations for available computational resources.

The results presented in this paper illustrate three examples aligned with a
radiographer’s workflow, based on loading predefined sequences and adjusting global
parameters. Additionally, the application is fully compatible with research-oriented
use cases, where sequences can be built from scratch and customized. Although its
full-scale educational or research deployment is pending, it has already been tested
in pilot scenarios by members of the MRI community; a preliminary version was pre-
sented at the ISMRM Iberian Chapter 2025 [29], where it received the best poster
award. This recognition underscores the strong interest from the MRI community and
the potential of the platform to support both education and research.

5Dynamic phantoms can be created and configured in KomaMRI, as described in https://juliahealth.
org/KomaMRI.jl/stable/explanation/2-motion/.
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All the code for both the front-end and back-end is publicly available on GitHub6.
Complete installation instructions, including prerequisites and compilation guidelines,
are provided for users who wish to deploy the application on their own server.

5 Conclusion

We have presented a web-based application that unifies the entire pipeline of pulse
sequence design and MRI simulation within a single environment. By combining
an interactive graphical interface with the physics-based KomaMRI back-end, the
platform provides a responsive, user-friendly experience while delivering accurate,
cloud-powered simulations. The tool is intended for a broad spectrum of users, rang-
ing from radiographers to MRI researchers. Moreover, the implemented MRI sequence
design and simulation as a service framework includes support for motion-inclusive
simulations. Overall, the platform constitutes a versatile, accessible, and extensible
resource that lowers the entry barrier to MRI simulation while opening new opportu-
nities for teaching, testing, and research in MR technology. The application is under
continuous development, with ongoing improvements —such as enhanced motion han-
dling, cloud resource management, and broader sequence compatibility— that will
further expand its capabilities.

Supplementary information

Additional supporting material may be found online in the Supporting Information
tab for this article.

• Video S1: EPI sequence simulation experiment. A GE-EPI sequence is loaded into
the application GUI and some of its parameters are modified. Then, simulation is
launched and the result is plotted within the “Results” panel.

• Video S2: Spin Echo simulation experiment. A SE sequence is loaded into the GUI
and three consecutive simulations are conducted, with varying TE and TR values.

• Video S3: Time-of-flight experiment. Two different sequences —a GE-EPI and a
bSSFP— are consecutively loaded and simulated over a cylindrical phantom with
flow inside.
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Application for Pulse Sequence Development and Simulation . In: ISMRM Iberian
Chapter Annual Meeting 2025. ISMRM, Barcelona, Spain (2025)

17

https://doi.org/10.1007/s10334-025-01281-z
https://doi.org/10.1007/s10334-025-01281-z
https://archive.ismrm.org/2020/1037.html
https://archive.ismrm.org/2020/1037.html
https://archive.ismrm.org/2025/0943.html
https://archive.ismrm.org/2025/0943.html
https://doi.org/10.1145/3140587.3062363
https://doi.org/10.1148/radiographics.15.2.7761648
https://doi.org/10.1148/radiographics.15.2.7761648

	Introduction
	Design and Implementation
	Design objectives
	Functional Design
	Graphical Sequence Editor
	Sequence Diagram Viewer
	3D Slice Viewer
	Simulation Result Viewer


	Back-end Module and front-end integration

	Results
	Application overview. GUI and Features
	User Workflow and Examples
	EPI
	Spin Echo


	Motion, CMR and MRA Simulation
	Performance

	Discussion
	Conclusion

