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Resumen

En este Trabajo de Fin de Grado se aborda el reconocimiento de la actividad humana (HAR) a partir
de datos de acelerémetro y giroscopio procedentes del dataset WISDM. Tras una amplia fase de pre-
procesado y limpieza de senales, se extraen caracteristicas en el dominio del tiempo (media, percentiles,
curtosis, autocorrelacion, etc.) y en el dominio de la frecuencia (frecuencias dominantes, area bajo la
curva espectral, estadisticas de amplitud). Se comparan tres familias de modelos: Random Forest, SVM
con kernel RBF y una arquitectura LSTM de dos capas, tanto en tareas multiclasificacion de 13 activi-
dades como en un escenario binario (“caminar” vs. “no caminar”). Para los enfoques clésicos se evaltian
estrategias “multiclass” y “ensemble” One-vs-Rest; para la LSTM se disenan dos versiones (multiclase
con softmax y binaria con sigmoide). La evaluacion, basada en accuracy, precision, recall y Fl-score en
validacién cruzada por usuario, muestra que en multiclasificacion Random Forest estandarizado lidera el
rendimiento (aproximadamente 84 % de accuracy), mientras que en la tarea binaria la SVM-RBF alcanza
el mejor desempeno (92 % de aciertos). Finalmente, se discuten posibles extensiones: explorar CNN /Trans-
former, ajustar arquitecturas recurrentes (GRU, atenciéon), combinar HAR con identificacion de usuario
por marcha y desplegar la soluciéon en aplicaciones moéviles, tanto en tiempo real como en informes diarios.



Abstract

Human Activity Recognition (HAR) based on mobile sensors has become a critical component in
health monitoring, sports analytics, and context-aware services. In this project, we use the WISDM acce-
lerometer and gyroscope dataset to design a complete HAR pipeline. After signal cleaning and temporal
segmentation into overlapping windows, we compute statistical features in the time domain (e.g., mean,
percentiles, kurtosis, autocorrelation peaks) and in the frequency domain (e.g., dominant frequencies,
spectral area, amplitude statistics). We evaluate three model families—Random Forest, Radial Basis Fun-
ction SVM, and a two-layer LSTM—on both a 13-class multiclass problem and a binary “walking vs.
non-walking” task. Classical classifiers are tested under multiclass and One-vs-Rest ensemble schemes,
while the LSTM is implemented with softmax and sigmoid output layers. Using user-wise cross-validation
and metrics including accuracy, precision, recall, and F1l-score, we find that Random Forest achieves the
highest multiclass accuracy (approximately 84 %), whereas the standardized RBF SVM leads in the bi-
nary task with approximately 92 % accuracy. We conclude with future directions: incorporating CNNs or
Transformer-based encoders, experimenting with GRU and attention mechanisms, combining HAR, with
gait-based user identification, and deploying real-time and daily-summary applications on mobile devices.
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CAPITULO 1. INTRODUCCION

Capitulo 1

Introduccion

1.1. Contexto

A lo largo de las ultimas décadas, gracias al rapido avance que ha habido en la tecnologia, se ha dado
lugar a la aparicién de una gran variedad de dispositivos electréonicos, que cuentan, entre otras carac-
teristicas, con la capacidad de monitorizar de manera continua multiples aspectos del comportamiento
humano. Este fenémeno ha dado lugar a un campo de investigacién en auge: el Reconocimiento de
la Actividad Humana (HAR, Human Activity Recognition), el cual tiene como objetivo desarrollar
sistemas computacionales inteligentes capaces de identificar y clasificar las actividades fisicas realizadas
por una persona, a partir de los datos recogidos por sensores como el acelerémetro o el giroscopio.

En este contexto, los denominados dispositivos ponibles o wearables (tales como relojes inteligentes,
pulseras de actividad, teléfonos moviles o incluso ropa con sensores integrados) han adquirido un papel
fundamental. Estos dispositivos, que ya forman parte del dia a dia de millones de personas, no solo
permiten monitorizar parametros fisiolégicos o contextuales del portador, sino que, ademas, son capaces
de generar grandes volumenes de datos que, si se procesan y se analizan de forma correcta, pueden ser
empleados en tareas de clasificacion automatica de actividades, monitorizaciéon de salud, asistencia médica
remota o mejora del rendimiento fisico y deportivo, entre otras muchas aplicaciones.

Esta investigacion se sitia en esta linea de trabajo, tomando como punto de partida el uso de sensores
embedidos en smartwatches para la recogida de datos de movimiento de personas durante la realizacién de
ciertas actividades. Concretamente, se utilizan las medidas en los tres ejes (X, Y, Z) del acelerometro y del
giroscopio, asi como el médulo de las tres mediciones, con el objetivo de analizar patrones de movimiento
que permitan inferir, mediante técnicas de inteligencia artificial, qué actividad esta realizando un individuo
en cada instante de tiempo.

1.2. Motivacion

La motivaciéon principal que impulsa este trabajo es el interés por aplicar técnicas de aprendizaje
automatico al analisis de datos recogidos por sensores, con el fin de desarrollar modelos predictivos que
permitan automatizar tares de reconocimiento de actividad en entornos reales. Esta linea de investigacion
no solo resulta estimulante desde el punto de vista académico y tecnologico, sino que también ofrece un
amplio abanico de aplicaciones préacticas con un impacto potencial considerable en al calidad de vida de
las personas.



1.3. OBJETIVOS

El reconocimiento de la actividad humana encuentra especial relevancia en disciplinas como la me-
dicina personalizada, la rehabilitacién fisica, el envejecimiento activo, la monitorizaciéon de personas con
enfermedades neurodegenerativas, la interaccién natural con dispositivos, la seguridad laboral, e incluso
la industria del entretenimiento y el bienestar. En todos estos ambitos, la capacidad de identificar auto-
méaticamente patrones de comportamiento puede suponer una mejora significativa en la eficiencia de los
sistemas, la autonomia de los usuarios y la calidad de los servicios prestados.

Ademas, el estudios del HAR resulta especialmente atractivo por la interdisciplinariedad que implica,
combinando conocimientos de ciencias de la computacién, ingenieria biomédica, estadistica, tratamiento
de senales y diseno de interfaces. A ello se suma la existencia de bases de datos publicas, como WISDM [I],
que permiten reproducir y comparar resultados en condiciones controladas, fomentando asi la investigacién
abierta y replicable.

1.3. Objetivos

El objetivo general de este Trabajo de Fin de Grado consiste en desarrollar una solucién basada en
inteligencia artificial que permita reconocer distintas actividades humanas a partir de datos recogidos
por sensores instalados en dispositivos ponibles. Para ello, se utilizara la base de datos WISDM y se
implementaran diferentes técnicas de clasificacion, evaluando su rendimiento y su robustez.

A partir de este planteamiento general, se han definido los siguientes objetivos especificos:

= Analizar en profundidad el problema del reconocimiento de la actividad humana, sus implicaciones
y sus desafios actuales.

= Seleccionar y explorar una base de datos publica y estandarizada que contenga datos representativos
y correctamente etiquetados de distintas actividades humanas

= Aplicar y comparar distintos modelos de clasificacion, desde modelos tradicionales como Random
Forest y SVM hasta redes neuronales recurrentes como LSTM.

= Disenlar y ejecutar una estrategia experimental adecuada, que incluya el preprocesamiento de los
datos, la validacion cruzada de los modelos y la evaluacién mediante métricas estandar.

= Analizar los resultados obtenidos y discutir posibles mejores y lineas de trabajo futuras.

A lo largo del desarrollo de esta investigacion, todos los objetivos han sido abordados de manera
rigurosa. Se han llevado a cabo numerosos experimentos que han permitido comparar modelos, evaluar
su capacidad de generalizacién y obtener conclusiones fundamentales sobre su aplicabilidad.

1.4. Estructura de la memoria

La memoria se organiza en seis capitulos que recogen de manera sistemética las distintas fases del
trabajo realizado:

= El Capitulo 1 introduce el contexto, la motivacién, los objetivos y la estructura general del trabajo.

= En el Capitulo 2 se presenta el estado del arte sobre el reconocimiento de la actividad huma-
na, incluyendo una revision de las principales técnicas, modelos y bases de datos utilizados en la
literatura.
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= El Capitulo 3 describe la metodologia empleada, tanto la metodologia de investigacion por la que se
optd como la metodologia de trabajo empleada. En este capitulo también se incluira la planificacion
del trabajo, la cual va acorde a la metodologia de trabajo que se sigui6.

= El Capitulo 4 recoge la experimentacién principal sobre el reconocimiento multicategoria de activi-
dades, con tres experimentos progresivos: el primero utilizando todas las clases que se encuentran en
la base de datos, el segundo eliminando clases problematicas, y el tercero empleando redes LSTM.

= El Capitulo 5 aborda la experimentaciéon especifica sobre la detecciéon binaria de la actividad
“andar”, motivada por su relevancia en las lineas de investigaciéon asociadas al grupo de trabajo.

= Finalmente, el Capitulo 6 expone las conclusiones del estudio y propone diversas lineas futuras de
trabajo que podrian ampliar y enriquecer los resultados obtenidos.



Capitulo 2

Conceptos teodricos

2.1. Reconocimiento de la Actividad Humana y Biometria

El Reconocimiento de la Actividad Humana (HAR, Human Activity Recognition) es una dis-
ciplina que tiene como objetivo desarrollar sistemas capaces de identificar, clasificar y predecir acciones
humanas a partir de datos recogidos por sensores [2]. En concreto, los sensores de inercia, como aceleré-
metros y giroscopios, habitualmente integrados en dispositivos ponibles (wearables), han sido objeto de
miltiples estudios a lo largo de las ultimas décadas, principalmente debido a su bajo coste, su portabilidad
y su precision para registrar el movimiento corporal.

La biometria, por otro lado, tiene como objetivo identificar autométicamente a las personas utili-
zando como referencia sus rasgos tanto fisicos como conductuales. En el ambito del Reconocimiento de
la Actividad Humana, estas dos areas se unen, ya que a la hora de reconocer patrones de movimiento
se pueden sacar conclusiones tanto sobre la actividad que se esta realizando, como sobre la informacién
biométrica del usuario, tales como su identidad, su estilo de vida o incluso sefiales sobre su salud.

2.1.1. Introduccién al Reconocimiento de la Actividad Human (HAR)

Con el objetivo de comprender adecuadamente en que consiste el HAR, es importante saber distinguir
los conceptos de accién y actividad [3]:

= Accién: movimiento breve y elemental del cuerpo, como puede ser mover un brazo, girar la cabeza
o pulsar un botén.

= Actividad: secuencia de acciones organizadas que conforman una tarea funcional, como caminar o
saltar.

Dentro del concepto de actividad, en la literatura especializada se realiza habitualmente una clasifica-
cion en funcion del nivel de complejidad [4]:

= Gestos o transiciones: son movimientos breves que indican un cambio de actividad o postura.

= Actividades basicas: comportamientos simples y repetitivos, como estar de pie, correr o escribir.

» Actividades complejas: combinaciones de varias acciones o actividades, que pueden incluir varias
actividades o contextos, como pueden ser cocinar o trabajar en equipo para completar una tarea.
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CAPITULO 2. CONCEPTOS TEORICOS

Desde el punto de vista formal, el HAR se puedo considerar como una tarea de segmentaciéon y
clasificaciéon de datos. El objetivo es extraer datos de movimiento mediante sensores a lo largo de un
periodo de tiempo, etiquetarlos con la actividad correspondiente y ser capaz de analizar las distintas
caracteristicas que se puedan apreciar en los datos. En gran parte de los estudios realizados, el enfoque
que se ha utilizado para analizar estos datos es dividirlos en ventanas temporales de tamano fijo,
etiquetandolos con la actividad predominante en ese intervalo [5]. De esta manera, el problema pasa a
convertirse en una tarea de clasificacién supervisada, donde cada muestra se compone por una ventana y
la salida es una clase de actividad.

2.1.2. Tipos de sistemas HAR segtn el origen de los datos

La arquitectura de un sistema HAR depende en gran mediada del tipo de sensores que se hayan
utilizado para registrar las sefiales. En funcién de si los sensores estan integrados en dispositivos ubicados
en el entorno o llevados por el propio usuario, se reconocen dos enfoques principales: HAR mediante
sensores externos y HAR mediante dispositivos ponibles (wearables) [6].

HAR mediante sensores externos

Los sistemas HAR que emplean el uso de sensores ubicados en el entorno se suelen basar en el recono-
cimiento basado en la visién, utilizando cadmaras con el objetivo de capturar y analizar los movimientos
corporales de los usuarios [7]. Este tipo de aproximacion es comun en campos como la videovigilancia o
monitorizacién clinica.

Otra alternativa relacionada es el reconocimiento basado en objetos. En este enfoque se trata de
analizar las interacciones que tienen los usuarios con los distintos elementos del entorno, como cubiertos,
herramientas o muebles.

Sin embargo, el uso de estos sensores puede conllevar limitaciones importantes, ya que requiero de una
infraestructura costosa, ademas de que pueden generar problemas de privacidad. Ademaés, se ha compro-
bado en diferentes estudios que su capacidad para generalizar en situaciones reales y no supervisadas es
reducida.

HAR mediante dispositivos ponibles (wearables)

Los dispositivos ponibles ofrecen una alternativa mas flexible y econémica frente a los sensores externos.
Esto se debe a que estos dispositivos (relojes inteligentes o sensores corporales entre otros) son capaces
de registrar los movimientos y senales fisiologicas del usuario sin necesidad de infraestructura adicional.

La mayoria de los sistemas HAR se apoyan en sensores como:
» Acelerémetros o giroscopios [5]: capturan aceleraciones lineales y angulares, fundamentales para
distinguir actividades basadas en movimiento.

» Sensores ambientales [8]: recogen informacion contextual como la luz, la temperatura o la ubica-
cion.

» Sensores fisiologicos [§|: monitorizan variables fisiologicas del usuarios, como el ritmo cardiaco,
que pueden llegar a aportar datos adicionales tutiles para determinadas aplicaciones.

11
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El principal beneficio de los dispositivos ponibles es que posibilitan la recogida de datos en entornos
naturales no supervisados, facilitando una monitorizacién continua y realista del comportamiento humano,
contribuyendo de esta manera a la expansion del HAR a escenarios cotidianos.

2.1.3. Estrategias de diseno para un sistema HAR

Una vez han quedado definidos los sensores y los entornos de recogida de datos, es necesario disenar la
arquitectura del sistema HAR. Para ello, existen principalmente dos enfoques: modelado dirigido por
conocimiento y modelado dirigido por datos [3].

Modelado dirigido por conocimiento

En este enfoque, se parte de una representacion de las actividades basada en reglas, ontologias o
descripciones semanticas. Por ello, es necesaria la participacion de expertos que definan manualmente
cual es el comportamiento esperado en cada actividad. Debido a esto, su capacidad para adaptarse a
nuevos escenarios puede verse limitada.

Modelado dirigido por datos

Este es el enfoque mas extendido actualmente. En este enfoque, el sistema aprende a reconocer patrones
directamente a partir de conjuntos de datos etiquetados. Esta aproximacion ofrece una gran flexibilidad,
aunque exige una cantidad significativa de datos bien etiquetados.

2.2. Modelos de clasificacién y técnicas utilizadas

Tras el procesamiento de los seniales temporales en ventanas (Apartado el HAR pasa a conver-
tirse en un problema de clasificacion supervisada. A lo largo de este trabajo se han utilizado diferentes
algoritmos de aprendizaje automatico que permiten asignar etiquetas de actividad a las ventanas de entra-
da. Estos algoritmos son: Random Forest, Support Vector Machine (SVM) y Long Short-Term
Memory (LSTM). Se pasa a realizar una breve descripcion de cada uno.

2.2.1. Random Forest

El modelo Random Forest [9] pertenece a la familia de los métodos de ensamblado (ensemble), los
cuales se caracterizan por combinar miltiples clasificadores individuales con el objetivo de mejorar la
generalizacion del sistema. En concreto, consiste en la construccién de un conjunto de arboles de decisién,
cada uno entrenado con una muestra aleatoria del conjunto de datos. Cada uno de ellos realiza una
prediccién individual dados los datos de entrada y la prediccidon final del modelo se decide mediante
votacién mayoritaria entre todos los arboles.

En la Figura se puede ver un esquema del funcionamiento interno de un modelo Random Forest.
Cada arbol de decision funciona como un clasificador jerarquico que evaliia secuencialmente condiciones
sobre las variables de entrada. De esta manera, se va navegando a través de las ramas del arbol hasta
finalizar el camino en una hoja, la cual esta etiquetada con una clase (actividad), que seré la prediccion
de ese arbol individual para los datos de entrada. Una vez todos los arboles hayan realizado este proceso,
se elegira la clase mas votada como prediccion final del modelo. Gracias al uso de multiples arboles, con

12



CAPITULO 2. CONCEPTOS TEORICOS

distintos subconjuntos de caracteristicas, este modelo reduce la varianza y evita el sobreajuste que podria
producirse con un tnico arbol.

Instance

Random Forest ,,ff”’ [ \

Tree-1 Tree-n

Class-A Clalss-ﬂ Class-B
| ‘ Majority-Voting ‘

Final-Class

Figura 2.1: Funcionamiento interno Random Forest

2.2.2. Support Vector Machine (SVM)

Este modelo se basa en la identificacién de un hiperplano 6ptimo que separe los datos de distintas
clases, con el objetivo de maximizar el margen entre los ejemplo mas cercanos de cada clase, denominados
vectores de soporte. En la Figura 2.2 se puede ver un ejemplo de division de datos mediante un
hiperplano generado por un modelo SVM.
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Figura 2.2: Separacion de clases mediante SVM

En caso de que los datos no sean linealmente separables, SVM permite aplicar funciones de transfor-
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macién conocidas como kernels, que proyectan los datos originales en espacios de mayor dimensién donde
si que exista la posibilidad de separarlos mediante un hiperplano. Esta capacidad de manejar relaciones
no lineales entre caracteristicas convierte a SVM en un modelo particularmente adecuado para problemas
complejos como el HAR, donde las actividades no siempre si distinguen por patrones lineales evidentes.

Uno de los kernels més empleados en la practica, y el que se ha utilizado en este trabajo, es el kernel
de base radial (RBF) (Ecuacion , también conocido como kernel gaussiano. Este kernel mide la
similitud entre dos muestras segin su distancia euclidea. Por tanto, dos puntos cercanos en el espacio
original tendran una similitud cercana a 1, mientras que puntos distantes tendran un valor cercano a 0,
haciendo que el modelo sea capaz de aprender fronteras de decisién altamente no lineales.

K(z,2') = exp (<Al — 2'|?) (2.1)

2.2.3. Redes Neuronales Recurrentes LSTM

Estas redes estan disenadas especialmente para procesar secuencias de datos, lo que las hace muy
utiles cuando la informacién temporal y la dependencia entre elementos consecutivos es critica.

Con la intencién de superar el problema que presentaban las RNN (Recurrent Neural Networks)
tradicionales con el desvanecimiento o explosién del gradiente durante el entrenamiento surgieron las redes
Long Short-Term Memory (LSTM), las cuales incorporan mecanismos de control internos denominados
puertas. Hay tres: de entrada, de olvido y de salida (Figura Estas puertas permiten a la red
mantener, actualizar o descartar informaciéon de la memoria a lo largo de la secuencia, lo que permite
detectar patrones temporales complejos como los que se pueden encontrar en las actividades humanas.
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Figura 2.3: Separacion de clases mediante SVM

Internamente cada unidad LSTM recibe una entrada en cada instante de tiempo, la combina con el
estado interno anterior y decide que parte de la informacién es necesario conservar y que parte olvidar.
Gracias a esto, las LSTM son capaces de aprender estructuras dindmicas en las senales sensoriales, como
la repeticién ritmica al caminar o realizar una actividad.

En las arquitecturas se suelen combinar varios médulos LSTM en serie para mejorar la eficiencia del
modelo. Esto, sin embargo, puede causar un sobreajuste, lo cual compromete la capacidad del modelo para
generalizar a datos no vistos. Con el objetivo de mitigar este problema se emplea la técnica de dropout
[10], la cual consiste en desactivar aleatoriamente un porcentaje de neuronas durante el entrenamiento,
forzando al modelo a no depender excesivamente de rutas especificas en la red.

Una vez la secuencia ha sido procesada por todos los médulos LSTM, es necesario transformar la
salida en una prediccién sobre las clases disponibles. Para ello, se emplean una o varias capas densas
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que actian como clasificador final. Estas capas tienen como funcién transformar el vector de activaciones
que tiene como salida el médulo LSTM en una distribucion de probabilidad sobre las clases posibles. La
clase predicha es aquella con la mayor probabilidad asociada. En la Figura[6.7]se puede ver la arquitectura
empleada en este trabajo, la cual combina multiples médulos LSTM con dropout y capas densas.
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Capitulo 3

Estado del arte

3.1. Enfoques Investigativos y Técnicas Empleadas

La investigacion de modelos aplicados al HAR ha pasado por el uso de algoritmos clésicos de apren-
dizaje automaético, como Random Forest, Support Vector Machines (SVM) o k-Nearest Neighbors, hasta
soluciones méas avanzadas fundamentadas en aprendizaje profundo, destacando el uso de redes neurona-
les recurrentes (RNN) y arquitecturas convolucionales (CNN) [II]. Estos tltimos son capaces de extraer
caracteristicas temporales y espaciales directamente de los datos crudos, eliminando en muchas casos la
necesidad de aplicar métodos matematicos y estadisticos para realizar esta extraccion.

En los estudios realizados por Kwapisz et al. (2010) [5] se utilizaron por primera vez los acelerometros
integrados en teléfonos moéviles con el objetivo de reconocer actividades cotidianas, obteniendo tasas de
precision superiores al 90 %. Posteriormente, Teng et al. (2020) [12] demostraron como redes convolucio-
nales optimizadas mediante técnicas de pérdida local pueden mejorar significativamente la clasificacién
de actividades en comparaciéon con métodos tradicionales.

En una revision reciente, Zhang et al. (2021) [I3] analizaron los principales avances en el campo
del HAR con sensores ponibles, destacando el papel de las arquitecturas hibridas que combinan capas
convolucionales con mecanismos de atenciéon, asi como el uso de datos multicanal y multimodales.

3.2. Campos de Aplicaciéon

El reconocimiento automatico de la actividad humana presenta un amplio abanico de aplicaciones
potenciales, entre las que destacan:

» Medicina y Salud Publica [I4]: Deteccion de caidas, seguimiento de rutinas de ejercicio, moni-
torizacion remota de pacientes con enfermedades cronicas o neurodegenerativas.

» Asistencia a personas mayores [15]: Monitorizacién no invasiva de habitos de vida para facilitar
la autonomia en el hogar.

» Seguridad y Prevencion [16]: Identificacion de comportamientos anémalos en entornos laborales
o industriales.

» Interaccion Hombre-Maquina [17]: Interfaces inteligentes capaces de adaptarse a la actividad o
intencion del usuario.
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» Deporte y Fitness [I8|: Mejora del rendimiento fisico y deteccién de patrones de entrenamiento
a través del analisis del movimiento.

3.3. Resultados Precedentes

A lo largo de los tltimos anos, diferentes estudios han mostrado resultados prometedores al aplicar
técnicas de clasificacion sobre datos de sensores inerciales (Tabla [3.1):

Kwapisz et al. [5]: utilizando la base WISDM y modelos como perceptron multicapa, lograron una
precision del 91.7 % en la clasificacion de actividades como caminar, estar de pie o sentarse.

Teng et al. [12]: emplearon CNNs con pérdida local y alcanzaron mejoras sustanciales respecto a
modelos tradicionales en bases como UCI HAR y WISDM, llegando a alcanzar una tasa de acierto
del 98.82 %.

Zhang et al. [13]: su revision sisteméatica de multiples modelos de redes neuronales recurrentes
identifico que las mejores precisiones en entornos controlados superan el 95 %, aunque se enfatiza la
necesidad de validar en contextos reales y heterogéneos.

Zhou et al. [19]: abordaron la implementacion de modelos de reconocimiento de actividad humana
en dispositivos de recursos limitados mediante técnicas de TinyML, obteniendo una precisiéon del
98.24 % utilizando el modelo DeepConv LSTM.

Sharen et al. [20]: disefiaron el modelo de aprendizaje profundo WISNet, basado en una red
convolucional 1D-CNN especializada en clasificar actividades humanas complejas, alcanzando una
tasa de acierto del 96.41 %.

Jameer y Syed [2]]: desarrollaron un modelo hibrido que combina DCNN (Deep Convolutional
Neural Network) con LSTM (Long Short-Term Memory), alcanzando tasas de acierto del 99.94 %.

Akter et al. [22]: propusieron un modelo basado en redes convolucionales profundas CNN con
modulos de atencion CBAM, orientado al reconocimiento de actividades humanas a partir de es-
pectrogramas generados a partir de senales crudas, consiguiente una precision del 93.89 %.

Tabla 3.1: Resultados de distintos modelos de HAR sobre la base de datos WISDM

Articulo Modelo utilizado Base de da- | Resultado
tos obtenido

Kwapisz et al. [5] Perceptron multicapa (MLP) | WISDM 91.7 %

Teng et al. [12] CNN con pérdida local WISDM, UCI | 98.82 %
HAR

Zhang et al. [13]

Revisiéon de modelos RNN
(LSTM, GRU, etc.)

WISDM (entre
otros)

>95 % en en-
tornos contro-
lados

gramas

Zhou et al. [19] DeepConv LSTM (TinyML) | WISDM 98.24 %
Sharen et al. [20] WISNet (1D-CNN) WISDM 96.41 %
Jameer y Syed [21] DCNN + LSTM WISDM 99.94 %
Akter et al. [22] CNN con CBAM y espectro- | WISDM 93.89 %
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3.4. Sintesis del estado del arte

La literatura actual demuestra que el reconocimiento de la actividad humana mediante dispositivos
ponibles es una linea de investigacién consolidada en expansién, sustentada en avances tanto en sensores
como en algoritmos de clasificaciéon. La tendencia apunta hacia la adopcién de modelos complejos, capaces
de manejar condiciones reales de uso, pero ain persisten desafios relacionados con la generalizacion, la
eficiencia computacional y la interpretacion de los modelos. Este trabajo se posiciona dentro de la corriente
investigativa, proponiendo un enfoque experimental que combina métodos tradicionales y redes neuronales
avanzadas para abordar el HAR con datos reales.
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Capitulo 4

Metodologias y planificacion

Para garantizar el correcto desarrollo de un proyecto, es necesario definir desde el inicio cual es el
enfoque que se quiere seguir a lo largo del mismo. En esta seccidon se explicardn cuales han sido las
metodologias utilizadas, tanto en la investigaciéon como en el seguimiento del trabajo, y se expondré un
analisis de los posibles riesgos, partes interesadas y costos del proyecto

4.1. Metodologia de Investigacion

4.1.1. Introducciéon a la Metodologia CRISP-DM

En esta investigacion se ha adoptado la metodologia CRISP-DM [23] (Cross-Industry Standard Pro-
cess for Data Mining) como marco estructural para el desarrollo del proyecto. CRISP-DM es una meto-
dologia ampliamente reconocida en el &mbito de la mineria de datos y la ciencia de datos, proporcionando
un enfoque sistemético y estructurado para la realizaciéon de proyectos de analisis de datos.

4.1.2. Fases de la metodologia CRISP-DM

La metodologia CRISP-DM se estructura en seis fases principales (Figura[4.1)), las cuales estén inter-
relacionadas de manera iterativa de la siguiente manera:

Business Data
Understanding Understanding
Data
Preparation
Modeling

=

Figura 4.1: Esquema general del proceso CRISP-DM.
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1. Comprension del negocio: En esta fase inicial, se define el objetivo principal del proyecto desde
una perspectiva de negocio, determinando los requerimientos, criterios de éxito y posibles restric-
ciones. El conocimiento profundo del problema permite orientar adecuadamente todas las etapas
posteriores.

2. Comprension de los Datos: Consiste en recopilar, describir y explorar los datos disponibles,
evaluando su calidad y comprendiendo las relaciones subyacentes entre variables. Esta fase es esen-
cial para detectar inconsistencias, valores atipicos y estructuras relevantes que puedan influir en el
modelado.

3. Preparacion de los datos: En esta fase se realiza la transformaciéon de los datos en un formato
adecuado para el modelo. Incluye la limpieza, selecciéon de atributos relevantes, generacién de nuevas
variables y, en su caso, el tratamiento de valores ausentes o inconsistentes.

4. Modelado: Se aplican algoritmos de mineria de datos o aprendizaje automéatico sobre los datos
preparados. La seleccion del modelo adecuado, asi como el ajuste de sus pardmetros, es un proceso
iterativo que requiere conocimientos técnicos y comprension del comportamiento de los datos.

5. Evaluacion: Los modelos desarrollados se evalian no solo en funciéon de métricas cuantitativas
como la precisiéon o la Fl-score, sino que también se tiene en consideraciéon su utilidad practica y
alineacion con los objetivos de negocio definidos inicialmente.

6. Despliegue Finalmente, el modelo validado se implementa en un entorno operativo. Esta fase puede
abarcar desde un informe técnico hasta la integraciéon de un sistema automatizado que permita el
uso efectivo de los resultados obtenidos.

Uno de los aspectos mas distintivos y valiosos de la metodologia CRISP-DM es su naturaleza iterativa,
que la diferencia de otros enfoques mas lineales o secuenciales. Este caracter iterativo implica que el
proceso no transcurre de manera estrictamente unidireccional desde la comprensiéon del negocio hasta
el despliegue final, sino que las fases pueden ser revisitadas tantas veces como sea necesario, en funcién
de los descubrimientos, dificultades o necesidades emergentes que se presenten durante el desarrollo del
proyecto.

Como puede apreciarse en la Figura las fases del modelo no estan aisladas entre si, sino que
mantienen conexiones bidireccionales que permiten retroalimentar continuamente el proceso. Este enfoque
flexible y ciclico proporciona una gran capacidad de adaptacién a contextos reales, donde las condiciones
de trabajo, los datos disponibles y los objetivos pueden evolucionar a lo largo del tiempo. Ademas, fomenta
una mejora continua en la calidad de los resultados, al permitir ajustar y optimizar el analisis conforme
se avanza en el conocimiento del problema y de los datos.

4.1.3. Aplicacion de CRISP-DM en el proyecto

La estructura de este Trabajo de Fin de Grado refleja una aplicacion de la metodologia CRISP-DM:

= En los capitulos iniciales se realiza la comprensiéon del problema y se plantean los objetivos de
la investigacion

= Durante la experimentacién, se realiza una exploracién y preparaciéon de los datos, incluyendo
segmentacion temporal y extraccion de caracteristicas (Seccion [6.2.1)).

= Se implementan y comparan varios modelos de clasificacién, adaptados a las caracteristicas del
problema y de los datos.
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= Se lleva a cabo una evaluacidén de los resultados de cada modelo en cada experimento mediante
meétricas apropiadas.

» Finalmente, se discuten las posibilidades de integracion de los modelos en aplicaciones précticas,
orientado hacia futuras lineas de despliegue, como integracion de los modelos en aplicaciones moéviles
o elaboracién de memorias de investigacion.

4.2. Metodologia de Trabajo

El desarrollo de este Trabajo de Fin de Grado se ha realizado siguiendo un enfoque basado en meto-
dologias agiles, enfoque que ha sido ampliamente adoptado en entornos de trabajo colaborativos y en
proyectos de innovacion tecnologica. A diferencia de los modelos tradicionales de gestion de proyectos, las
metodologias agiles se caracterizan principalmente por la gran flexibilidad que aportan al flujo de trabajo
del equipo, asi como por su orientacién a resultados iterativos y su capacidad de adaptacién continua en
funcion de cuéles son los avances que se van obteniendo y los obstaculos que se pueden encontrar a lo
largo del proceso de desarrollo.

4.2.1. Metodologia Scrum

Una de las metodologia agiles mas representativas y extendidas es la metodologia Scrum [24], un
marco de trabajo especialmente disenado para optimizar la entrega de valor en equipos que desarrollan
productos complejos. La metodologia Scrum propone dividir el trabajo en ciclos temporales cortos y
definidos denominados sprints, en los que se planifica, ejecuta y revisa el progreso de forma sistematica.
Durante cada sprint, el equipo se retne de forma regular para evaluar lo realizado, reajustar prioridades y
planificar los pasos a seguir en los siguientes sprints, favoreciendo de esta manera un desarrollo adaptativo e
iterativo, ademas de una mejora continua con respecto a los resultados obtenidos [25]. Este modelo resulta
especialmente adecuado para proyectos donde no es posible definir desde el inicio todas las tareas, como
sucede de forma habitual en trabajos de investigaciéon o desarrollo experimental.

Existen numerosas metodologias agiles, pero la metodologia SCRUM destaca sobre las demas debido
a las siguientes caracteristicas:

= Inclusion del cliente en el flujo del trabajo: el propio cliente forma parte del equipo, por lo
que permite mantener una comunicaciéon constante, haciendo que los malentendidos con respecto a
detalles del proyecto ocurren con menos frecuencia, y por consiguiente aumentando la satisfaccién
del cliente.

s Claridad en la planificacién: Los sprints estan definidos de manera precisa, con objetivos con-
cretos y plazos establecidos, lo que contribuye a una gestiéon mas eficiente del tiempo y los recursos.

= Flexibilidad controlada: La capacidad de adaptaciéon ante posibles cambios en los requisitos es
uno de los mayores atractivos de esta metodologia. Sin embargo, una vez iniciado un sprint, los
requerimientos se consolidan y no se modifican hasta su finalizacién.

= Sinergia del equipo: Cada integrante del proyecto desempenia un rol fundamental, promoviendo un
flujo constante de informaciéon y fomentando la cooperaciéon entre todos los participantes implicados.
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4.2.2. Artefactos SCRUM

Con el objetivo de alinear el conocimiento de todos los integrantes del equipo SCRUM, es necesario
definir una serie de artefactos que engloben la informacion clave del proyecto [26]:

s Product Backlog: Es una lista ordenada que contiene todo lo que se conoce que es necesario incluir
en el producto, en funcion del objetivo del mismo. Esta lista estd en constante evolucién y nunca
se considera finalizada, ya que se adapta de forma continua a los cambios en las necesidades y
prioridades.

= Sprint Backlog: Es el conjunto de elementos seleccionados del Product Backlog que el equipo se
compromete a completar durante un sprint especifico. Una vez que se ha creado, ningtin miembro
externo al equipo de desarrollo puede modificarla; tinicamente los desarrolladores pueden anadir,
modificar o eliminar tareas segiin sea necesario.

= Potentially Releasable Product Increment: Al finalizar cada sprint, el equipo genera un incre-
mento del producto que es potencialmente entregable. Esto implica que cumple con la Definition of
Done (definicion de terminado) previamente acordada. Por ejemplo, un incremento puede conside-
rarse entregable si ha sido completamente probado y aprobado para su liberacion.

= Product Goal: El Product Goal es una declaraciéon escrita que define un objetivo intermedio claro
y compartido hacia el que se orienta el desarrollo del producto. Este objetivo gufa la priorizacién
del Product Backlog y proporciona un marco de referencia para la toma de decisiones. A diferencia
de la visiéon del producto, que representa un estado deseado a largo plazo y de caracter evolutivo,
el Product Goal es méas concreto, medible y enfocado en resultados alcanzables en un horizonte
temporal mas cercano. [27]

4.2.3. Equipo SCRUM

La metodologia Scrum se basa en la colaboracion de diferentes roles bien definidos, cada uno con res-
ponsabilidades especificas que contribuyen al éxito del equipo y del producto. A continuacién, se describen
los tres roles principales: Product Owner, Scrum Master y Developers. [28]

Product Owner

El Product Owner (Propietario del producto) es el responsable de maximizar el valor del producto
generado por el equipo Scrum [29]. Este rol representa la voz del cliente y acttia como enlace entre los
stakeholders y el equipo de desarrollo.

» Tareas principales:

Establecer objetivos del producto.

e Mantener el Product Backlog actualizado y ordenado.

Alinear los objetivos de los sprints con los desarrolladores.

Participar activamente en el descubrimiento de producto y en la elaboracién de estrategias y
hojas de ruta.

e Medir el valor entregado mediante indicadores clave de rendimiento (KPIs).

El Product Owner siempre tiene la tltima palabra en cuanto a decisiones estratégicas y tacticas
sobre el producto se refiere. Es la persona que decide que caracteristicas son necesarias desarrollar,
en que orden se debe seguir y para quien van a estar desarrolladas.
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Developers

Los Developers (Desarrolladores) son los encargados de construir los incrementos funcionales del
producto [30]. Este grupo es autoorganizado y multidisciplinar, con todas las habilidades necesarias para
entregar valor en cada iteracion.

s Tareas principales:
e Transformar los elementos priorizados del Product Backlog en incrementos de producto funcio-
nales y entregables.
o Gestionar el Sprint Backlog.
e Participar en las reuniones diarias (Daily Scrum).
e Colaborar en la consecucion de los objetivos del sprint.

Este rol cuenta con la capacidad de decidir de forma auténoma cémo se va a abordar el trabajo
técnico y organizativo necesario para alcanzar los objetivos del sprint.

Scrum Master

El Scrum Master es el facilitador del equipo Scrum. Su rol principal es asegurarse de que el equipo
entienda y aplique correctamente el marco de trabajo Scrum, eliminando impedimentos y promoviendo
la mejora continua [31].

» Tareas principales:

e Facilitar reuniones, conversaciones y dinamicas de mejora.

e Asegurar que el equipo y el Product Owner comprenden correctamente el Product Backlog.

Eliminar obstaculos que impidan el avance del equipo.

Impulsar la autoorganizaciéon y multifuncionalidad del equipo.
e Promover la adopcion de Scrum en toda la organizacion.
e Actuar como mentor y agente de cambio organizacional.
Este rol no toma decisiones dentro del marco del producto ni del marco técnico, pero también tiene

una gran relevancia ya que es el que se encarga de garantizar el cumplimiento del marco Scrum,
impulsando el correcto desarrollo del proyecto.

4.2.4. Partes interesadas

Las partes interesadas del proyecto, también denominados Stakeholders, son toda aquella persona que
haya tenido un rol fundamental a lo largo del desarrollo del proyecto:

= Tutores académicos: acttian como supervisores del proyecto, verificando los progresos obtenidos en
cada sprint y valorando el resultado final del trabajo. Ademas, ofrecen retroalimentacion constructiva
orientada a la resolucién de los diversos problemas que puedan surgir durante el desarrollo del
proyecto.

= Usuarios finales: personas o instituciones que utilizaran el producto desarrollado a lo largo del
proyecto. Algunos de los roles que entran dentro de este tipo de usuarios son los siguientes:
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Semana 1 Semana 2 Semana 3 Semana4 Semana 5 Semana 6 Semana 7 Semana 8 Semana9 | Semana 10

Actividades
Estudio y planteamiento del problema
Preparacién de los datos
Creacion y optimizacion de los modelos \ | | \
Analisis de los resultados |

Leyenda
I ricio cetproyecto Experimento 1_[JJl[experimento2 Experimento3 [ Experimento final

Figura 4.2: Diagrama de Gantt con la planificacion final del proyecto

e Profesionales sanitarios: Médicos, fisioterapeutas y terapeutas ocupacionales que utilizan
los datos de actividad para evaluar el progreso de tratamientos, detectar comportamientos
anémalos o prevenir caidas.

e Entrenadores y preparadores fisicos: Interesados en analizar patrones de movimiento para
optimizar el rendimiento deportivo o prevenir lesiones mediante el seguimiento detallado de
rutinas de entrenamiento.

e Instituciones publicas y organismos de salud: Interesados en usar estos sistemas para
el seguimiento poblacional, promociéon de habitos saludables o prevencién de enfermedades
cronicas a través del analisis de actividad fisica.

4.2.5. Adaptaciéon de la metodologia

En el marco de este proyecto, el rol de Developer ha sido tomado por el alumno, ya que es la persona
encargada de realizar los incrementos alineados con los objetivos propuestos. Por otro lado, los tutores del
proyecto tomaron los roles de Product OQwner y Scrum Master. Esto es debido a que ellos son las personas
que establecian los incrementos a realizar, que condiciones habia que cumplir y en que orden tenfan que
realizarse.

La planificacién de las tareas concretas a realizar no se definié de forma cerrada desde el inicio, sino que
se fue definiendo progresivamente a lo largo del tiempo en funcién de lo objetivos que se iban alcanzando
v los hallazgos obtenidos a lo largo de cada fase del proceso.

El proyecto se dividio en sprints de una semana de duracion. Al inicio de cada sprint se realizaba una
reunion con los tutores del proyecto, en las que se revisaban los avances conseguidos, se discutian cuales
habian sido los obstéculos encontrados y se establecian las metas para la siguiente semana. Este enfoque
ha permitido mantener una comunicaciéon fluida, ha asegurado un seguimiento constante y ha facilitado
la toma de decisiones de manera fundamentada y colaborativa. Gracias a esta estructura, ha sido posible
priorizar tareas, redistribuir esfuerzos y mejorar la calidad de las entregas de forma iterativa, manteniendo
en todo momento la alineacién con los objetivos del trabajo.

4.2.6. Planificacién y seguimiento del proyecto

En la Tabla se observa la distribucion inicial de los sprints a lo largo del proyecto, asi como sus
fechas de inicio y de fin. Se muestra la planificacién de los sprints relacionados con el desarrollo del proyecto
(Del Sprint Inicial al Sprint 9) y la del sprint de redaccion de la memoria (Sprint Final). Se planifico que
cada sprint supusiese una carga lectiva de entre 25 y 30 horas, por lo que se estiman 27.5 horas de trabajo
por cada sprint. Para el Sprint Inicial, al ser el primero y tratarse de labores de investigacién, se estima
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una duracion de 25 horas. Por tanto, la estimacién de la duraciéon del proyecto dada la planificacion inicial
es de 300 horas.

En la Figura [£.2]se puede observar el diagrama de Gantt que muestra la distribucion final del trabajo
y de la realizacién de tareas de desarrollo a lo largo de los primeros diez sprints, separada en experimentos
que se explicaran con detalle en el Apartado [6.6] Sin embargo, en la planificacion inicial se infraestimo la
duracién que iba a tener la redaccién de la memoria. Debido a esto y a factores laborales que impidieron
que el alumno pudiese continuar con la carga lectiva semanal que estaba planificada, esta dltima tarea se
prolong6 hasta el 15/06,/2025.

Observando el diagrama se puede ver claramente la aplicaciéon de la metodologia CRISP-DM, donde
tras realizar una iteracion completa de la experimentacion (preparacion de datos, creacion de modelos y
analisis de resultados), se volvia al primer paso en una nueva iteraciéon con el objetivo de explorar nuevas
soluciones, asi como la aplicacion de la metodologia Scrum, donde cada semana se realizaba una reunién
con los tutores del proyecto, se observaba cuales habian sido los avances realizados a lo largo de la semana
y se definian los objetivos a cumplir para la siguiente.

Tabla 4.1: Planificacion inicial del calendario

Sprint Fecha de inicio Fecha de finalizacién Carga lectiva planificada (h)
Sprint Inicial 21/02/2025 28/02/2025 25.0
Sprint 1 28,/02/2025 07/03/2025 27.5
Sprint 2 07/03,/2025 14/03/2025 27.5
Sprint 3 14/03/2025 21/03,/2025 27.5
Sprint 4 21/03/2025 28/03/2025 27.5
Sprint 5 28/03/2025 04,/04/2025 27.5
Sprint 6 04,/04,/2025 11/04/2025 27.5
Sprint 7 11/04/2025 18/04/2025 27.5
Sprint 8 18/04/2025 25/04/2025 27.5
Sprint 9 25/04/2025 02/05/2025 27.5
Sprint Final 02/05/2025 09/05/2025 27.5
300.0

Alineado con la planificacién inicial, se cumplieron las estimaciones de carga lectiva para los primeros
diez sprints (25 horas para el Sprint inicial, 27.5 horas para los sprints del Sprint 1 al Sprint 9). De esta
manera se puede determinar que cada fase de la experimentacion (Apartado tuvo una carga lectiva de
entre 27.5 y 82.5 horas, en funcion de la complejidad del mismo. Sin embargo, la duraciéon de la redacciéon
de la memoria del proyecto (Sprint Final) se ampli6 hasta un total de 40 horas de trabajo superando
la cantidad de tiempo planificada. Por tanto se estima que se emplearon un total de 312.5 horas en la
realizacion de este Trabajo de Fin de Grado.

4.3. Analisis de riesgos del proyecto

En la Tabla [£2] se detallan los principales riesgos identificados durante el desarrollo del proyecto,
siguiendo la metodologia de evaluacion de riesgos recomendada por INCIBE [32]. Para cada riesgo se
define:

» Probabilidad (P): probabilidad de que el riesgo se materialice. Baja (1), 0
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» Impacto (I): gravedad del impacto que supondria si sucediese. Baja (1), 0

» Nivel de Riesgo (NR): célculo final de la gravedad del riesgo. Se calcula multiplicando la pro-
babilidad por el impacto del riesgo.

9).

Y Ba’JO (2)’ Y

Tabla 4.2: Anélisis de riesgos asociados al desarrollo del proyecto

Riesgo P|I NR Salvaguardas

Imposibilidad del alumno de Planificar con un margen de tiempo

continuar con la planificacion adecuado.

del trabajo por enfermedad o

razones externas

Retrasos en la planificacion Empleo de metodologias agiles para di-
vidir el proyecto en entregas parciales
para llevar una monitorizacién de los
avances

Pérdida o corrupcion de datos | 1 Uso de control de versiones (Git), co-

durante el preprocesado pias de seguridad periédicas, separa-
cion de datos originales y transforma-
dos.

Subestimacion del tiempo ne- Planificacion por sprints, estimaciones

cesario para entrenar y eva- realistas con margen, entrenamiento

luar modelos parcial para pruebas previas. Conside-
rar la opcién de pedir maquinas vir-
tuales con acceso a entornos de compu-
tacion mas potentes.

Incompatibilidades  técnicas Uso de entornos virtuales (conda/-

con librerias o entornos venv), documentacion de dependencias
y pruebas de compatibilidad tempra-
nas.

Dificultad en la interpretacion | 1 2 (Bajo) | Uso de métricas adecuadas (precision,

de resultados por métricas mal recall, F1), y andlisis por clase, con vi-

elegidas sualizaciones como matrices de confu-
sion.

Retrasos por dificultad de | 1 Revision previa de documentacion,

comprension  del  dataset analisis exploratorio al inicio del pro-

WISDM yecto, v segmentacion iterativa.

4.4. FEstimacion de costes

o Muy alto

Como parte final de la planificacion, es necesario hacer una estimacién del presupuesto que es necesario
para desarrollar el proyecto. Este presupuesto iria destinado a suplir los costes materiales y de personal.

Costes materiales

= Ordenador para realizar el desarrollo: 38.71€

» Conexion a internet y suministro eléctrico: 20€/mes (50 € total)
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Coste material estimado: 88.71 €

El ordenador utilizado para realizar el proyecto esta valorado en aproximadamente 549 €. Estimando
una vida util de 3 afios, la amortizaciéon semanal seria de 3.52€. Teniendo en cuenta que la planificacién
inicial estima 11 semanas de desarrollo, la amortizaciéon corresponde a 38.71 €.

Costes de personal

Para desarrollar el proyecto, se requeriria de la contratacién de los profesionales definidos en la Ta-
bla . Para determinar los sueldos que percibirian estos trabajadores se utilizo la pagina [33] para buscar
los sueldos por hora en las provincias de Valladolid y Madrid.

En este caso, el alumno desarrollara el proyecto, por lo que no sera necesario suplir el coste de personal.

Por tanto, todo el coste del proyecto recae en el coste del material, estableciéndose en un total aproximado
de 88.71€

Rol Horas estimadas | Tarifa/hora (€) | Subtotal (€)
Data Scientist 180 18 3240
Ingeniero de Software 60 14 840
Project Manager 70 19 1330
Técnico de QA / validacion 15 26 390
Total estimado 300 5800

Tabla 4.3: Estimacion de costes de personal
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Capitulo 5

Desarrollo software

En este capitulo se detallaran las distintas etapas del desarrollo del software del proyecto, desde el
analisis de requisitos y el diseno del sistema hasta las pruebas realizadas.

5.1. Analisis de requisitos

En esta fase se definen los requisitos funcionales y no funcionales del sistema. Los principales requisitos
funcionales son:

= RF01. Base de datos: El sistema usara la base de datos WISDM para realizar los experimentos
de HAR.

= RF02. Preprocesado: El sistema leera los datos, realizando procesos de limpieza y transformaciéon
necesarios.

= RF03. Modelos: El sistema aplicara y probaré distintos tipos de clasificadores.

= RF04. Clasificacion: El sistema sera capaz de reconocer actividades humanas a partir de sefiales
obtenidas por sensores inerciales integrados en dispositivos ponibles.

Por otro lado, entre los requisitos no funcionales se encuentran los siguientes:

= RNF01. Rendimiento: el sistema debe ser capaz de realizar predicciones con una latencia acep-
table para su posible integracion futura en dispositivos moéviles.

= RNFO02. Escalabilidad: el sistema debe estar preparado para adaptarse a diferentes voliimenes de
datos y actividades.

= RNF03. Reproducibilidad: el proceso debe ser totalmente replicable para garantizar la validez

de los resultados obtenidos.

También se definieron una serie de requisitos técnicos en cuanto a las herramientas que se iban a
utilizar, como el uso de Python como lenguaje de programacién o el empleo de Jupyter Notebooks
como entorno interactivo para el desarrollo y ejecuciéon del cédigo.
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entrada e  salida entrada °
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Figura 5.1: Diseno y flujo del sistema
5.2. Diseno del sistema

El diseno del sistema se estructuré en modulos funcionales claramente diferenciados, siguiendo un
enfoque modular y reutilizable (Figura [5.1]). El disefio se compone de los siguientes partes:

= Médulo de preprocesamiento: se encarga de la carga, limpieza, segmentaciéon y normalizacién
de los datos sensoriales crudos.

= Moédulo de extraccion de caracteristicas: se encarga de extraer las caracteristicas en el dominio
del tiempo y de la frecuencia de las ventanas (Apartado [6.2.1)).

= Moédulo de entrenamiento de modelos: incluye la selecciéon de modelo, su configuraciéon, entre-
namiento, validacién cruzada y generacién de resultados.

= Moédulo de visualizacion: permite representar graficamente los resultados y el comportamiento
del modelo.

5.3. Tecnologias utilizadas

Durante el desarrollo del proyecto se han empleado diversas tecnologias que han facilitado tanto la
programacion como la ejecucion, organizacion y documentacion del trabajo. A lo largo de esta seccion se
detallan las herramientas y entornos més relevantes, asi como las razones de su elecciéon y sus funciones
especificas dentro del proyecto.
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Python

Python ha sido el lenguaje de programaciéon principal utilizado a lo largo del proyecto. Su eleccién
se debe a multiples factores: es un lenguaje de alto nivel, interpretado, con una sintaxis clara y legible,
y una comunidad de desarrollo muy activa, especialmente en el d&mbito de la inteligencia artificial y
el aprendizaje automatico. Python proporciona una gran cantidad de bibliotecas especializadas, lo que
permite desarrollar soluciones complejas de manera eficiente y modular.

Entre las principales bibliotecas utilizadas se encuentran:

» Scikit-learn (sklearn): Biblioteca fundamental para tareas de aprendizaje automatico tradicional,
como clasificacién, regresion y reduccién de dimensionalidad. En este proyecto se ha utilizado para
la implementaciéon de modelos clésicos como SVM y Random Forest, asi como para la evaluacién
mediante métricas como la tasa de aciertos o la precision.

s Keras y TensorFlow: Frameworks orientados al desarrollo de redes neuronales profundas. Keras
proporciona una interfaz de alto nivel para construir modelos de forma sencilla y legible, mientras
que TensorFlow actiia como backend para realizar operaciones mateméticas y de entrenamiento de
forma eficiente, incluso en GPU. Han sido utilizadas especialmente para definir y entrenar redes
LSTM.

= NumPy y Pandas: Herramientas esenciales para la manipulacién y analisis de datos. NumPy
permite trabajar con arreglos multidimensionales y realizar operaciones vectorizadas, mientras que
Pandas facilita el tratamiento de estructuras tabulares mediante dataframes, lo que resulta ttil para
la organizaciéon de ventanas de datos y etiquetas.

= Matplotlib y Seaborn: Bibliotecas empleadas para la generacion de graficos y visualizaciéon de
resultados. Se han utilizado principalmente para representar la evolucion del rendimiento del modelo

Visual Studio Code (VSCode)

Visual Studio Code ha sido el entorno de desarrollo integrado (IDE) elegido para la escritura del
c6digo fuente. VSCode es un editor ligero pero muy potente, con soporte para multiples lenguajes de
programaciéon y una amplia gama de extensiones. Su integracién con entornos virtuales de Python, su
sistema de autocompletado inteligente (IntelliSense), y la facilidad para depurar scripts han hecho de él
una herramienta eficaz para la edicion modular del c6digo del proyecto.

Jupyter Notebook

Jupyter Notebook ha sido el entorno principal para la ejecucién y experimentacion interactiva del
c6digo. Su estructura basada en celdas permite ejecutar fragmentos de codigo de forma independiente,
visualizar resultados de inmediato y combinar codigo, texto, ecuaciones y graficos en un mismo documento.
Esto ha facilitado la documentacion del proceso experimental, la visualizacion de resultados intermedios,
v la realizaciéon de pruebas répidas sin necesidad de ejecutar scripts completos.

GitHub

GitHub ha sido la plataforma empleada para el control de versiones y el almacenamiento remoto del
cddigo. A través del sistema de control de versiones Git, se ha llevado a cabo un seguimiento detallado de
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los cambios realizados en el proyecto, lo que ha permitido mantener una estructura organizada del codigo,
revertir cambios en caso de errores, y garantizar la trazabilidad del trabajo.

5.4. Pruebas

A lo largo de las distintas fases presentes en el desarrollo del proyecto ha sido necesario realizar
diferentes pruebas para garantizar que la salida de cada uno de los médulos se correspondia con la salida
esperada, con el objetivo de garantizar la consistencia de los resultados finales del modelo.

Preprocesamiento de los datos

Durante la etapa de preprocesamiento de los datos se hicieron una serie de comprobaciones para
garantizar que los datos estaban limpios tras la ejecuciéon del proceso:

= Comprobacion de valores de tiempo negativos: en los datos crudos existian casos en los
que el timestamp calculado para una medicién era negativo, por lo que era necesario eliminar estas
mediciones. Tras hacerlo, se comprob6 que la columna timestamp en los datos de salida no contenian
valores negativos.

= Normalizacién: los datos originales fueron transformados mediante un proceso de normalizacion,
por lo que posteriormente se comprobd que la distribuciéon de los nuevos datos se adecuaba a la
esperada mediante la visualizacién de métricas estadisticas.

= Balance del conjunto de datos: al haber eliminado ciertas mediciones con timestamp negativo,
fue necesario comprobar que la distribucién de mediciones por persona y por clase seguian siendo
las mismas que en el conjunto original, con el objetivo de garantizar que el conjunto de datos seguia
balanceado.

Extraccion de caracteristicas

Tras haber preprocesado los datos, se segmentaron en ventanas de tiempo (Apartado [6.2.1) y se
extrajeron una serie de caracteristicas en en el dominio del tiempo y de la frecuencia. En esta fase fue
necesario hacer una serie de comprobaciones para garantizar su correcto funcionamiento:

= Segmentacién de datos: como los valores de tamafnio de ventana y porcentaje de solapamiento se
establecieron de antemano, fue posible calcular cual era el nimero de ventanas que se esperaba tener
tras la segmentacion de los datos. Por tanto, se segmentaron los datos en ventanas y se comprobdé
que el namero de ventanas coincidia con el esperado.

» Extraccion de caracteristicas: también fue necesario comprobar que las caracteristicas de cada
ventana se estaban extrayendo de forma correcta, por lo que se escogieron ventanas de ejemplo al
azar y se comprob6 que los valores coincidian con los calculos de las caracteristicas en los datos sin
segmentar.

Entrenamiento del modelo

En esta fase fue necesario realizar comprobaciones con respecto a los datos de entrada de los modelos
v los resultados de los mismos.

31



5.4. PRUEBAS

» Validaciéon cruzada: para separar los datos en entrenamiento y prueba en cada iteracién de la
validacion cruzada fue necesario crear una funcién que escogiese a un subconjunto de usuarios como
subconjunto de prueba. Por tanto, se validé mediante impresiones por pantalla que los usuarios que
se estaban escogiendo en cada iteraciéon eran los esperados.

= Comprobacion de resultados por subconjunto: para comprobar que la validacion cruzada
funcionaba correctamente, se fue imprimiendo por pantalla los resultados del modelo para cada
iteracion.

Visualizacion de los resultados

Tras tener los resultados de los modelos, el dltimo paso es visualizarlos para poder compararlos. Con
el objetivo de asegurar que las graficas eran correctas, se comprob6 de forma visual que los valores de las
barras del grafico de cada actividad coincidian con el valor de la métrica para dicha actividad.
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Capitulo 6

Experimentacion

En esté seccion se explicara con detalle cuales han sido las principales lineas de trabajo que se han ido
siguiendo a lo largo de la etapa de desarrollo, las cuales han estado alineadas con las metodologias que se
explicaron en la seccién correspondiente. Las partes en la que se dividi6 la experimentacién y que seran
explicadas con detalle a lo largo de la seccién son las siguientes:

1. Sprint inicial (Apartado : en esta primera fase se defini6 el objetivo del proyecto, se estudiaron
trabajos pasados en el mismo campo de investigacién y se concretaron aspectos relevantes en cuanto
al desarrollo del proyecto, como son la base de datos a utilizar, modelos, estrategias de clasificacion,
técnicas de evaluacién y técnicas de separacién de datos.

2. Experimento 1: Random Forest y SVM Radial (Apartado : con los fundamentos del
campo asentados, se comenz6 el primer experimento. En este se transformaron del datos crudos
en ventanas de caracteristicas (Apartado , se entrenaron modelos de Random Forest y SVM
Radial con dichas ventanas y se analizaron los resultados.

3. Experimento 2: Ajuste de datos (Apartado : en vista de los resultados del Experimento 1,
se vio que habia actividades que estaban perjudicando gravemente el rendimiento del modelo para
el resto de actividades, por lo que se estudié que se podia hacer para solucionar esto, decidiéndose
finalmente la eliminacion de estas actividades del conjunto de datos.

4. Experimento 3: Long Short-Term Memory (LSTM) (Apartado[6.4): tras la implementacion
de los modelos previamente mencionados, se optd por desarrollar un modelo neuronal recurrente,
en concreto el LSTM. Para ello, era necesario hacer nuevamente un tratamiento de datos, juntando
ventanas contiguas temporalmente para hallar dependencias temporales entre ventanas.

5. Experimento Final: Clasificador Binario de “Andar” (Apartado : los trabajos del grupo
de investigacion en el que se realizo este Trabajo de Fin de Grado estan enfocados, fundamental-
mente, al reconocimiento biométrico de personas. En concreto, una de las vias es usar la forma de
andar, capturada mediante ponibles o wearables. Alineado con esos trabajos, se realiz6 un ultimo
experimento donde el objetivo era distinguir si la actividad que realizaba el usuario era andar o no,
es decir, realizar una clasificacion binaria entra la actividad “Andar” y el resto.
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6.1. Sprint inicial
Al comienzo del proyecto, los tutores del trabajo presentaron la idea principal:

“Reconocimiento de la actividad humana mediante el uso de sensores integrados en dispositivos
ponibles.”

Con la idea ya presentada, el primer sprint consistié en un periodo de investigaciéon sobre el campo
a trabajar, donde, tras observar los diferentes trabajos y articulos que se habian realizado en el area, se
concretaron los siguientes factores relevantes:

Qué base de datos se iba a utilizar para entrenar a los modelos.

= Qué modelos se iban a usar para predecir las actividades, asi como las estrategias que se iban a
emplear para aplicar estos modelos.

= Qué métricas de evaluaciéon se iban a utilizar para medir la eficiencia de los modelos.

= Qué técnicas de separacion de datos se iba a utilizar para decidir que datos se usan para
entrenamiento y cuales para prueba.

6.1.1. Base de datos: WISDM

Los trabajos del grupo de investigacion en el que se desarrolld este proyecto se centran en el estudio
de datos tomados desde ponibles y relojes inteligentes (wearables), por lo que era necesario seleccionar
una base de datos que contase con mediciones tomadas desde estos dispositivos. Tras un proceso de in-
vestigacion, se determiné que la base de datos que més encajaba en el proyecto que queriamos realizar
era WISDM [5] [34]. Esta base de datos cuenta con las mediciones inerciales de 51 personas diferen-
tes, realizando un total de 18 actividades distintas en periodos de aproximadamente 3 minutos seguidos

(Tabla [6.1).

En la base de datos se pueden encontrar datos tomados por los sensores acelerémetro y giroscopio,
tanto de un teléfono como de un smartwatch. Cada medicién cuenta con un identificador de usuario, un
identificador de actividad, un timestamp, y las mediciones de los ejes X, Y y Z de cada sensor (Tabla|6.2)).

Tabla 6.1: Resumen de la informaciéon del dataset

Item Valor

Namero de sujetos 51

Numero de actividades 18

Minutos recolectados por actividad 3

Frecuencia del sensor 20Hz

Teléfono maévil utilizado Google Nexus 5/5x o Samsung Galaxy S5
Smartwatch utilizado LG G Watch

Numero total de mediciones 15630426
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Tabla 6.2: Definicion de los campos del dataset

Campo Descripcion

Subject-id Tipo: Identificador numérico simbdolico.
Identifica de forma tnica al sujeto.
Rango: 1600-1650.

Codigo de actividad  Tipo: Letra simbolica.
Identifica a una actividad especifica como una de las listadas en la
tabla @
Rango: A-S (no hay “N”).

Timestamp Tipo: Integer.
Time stamp de Linux.

X Tipo: Numérico: real.
Valor del sensor para el eje X. Puede ser positivo o negativo.

y Igual que “x” pero para el eje Y.

z Igual que “x” pero para el eje Z.

Las 18 actividades que se encuentran representadas en esta base de datos se pueden ver en la Tabla
Cada actividad tiene asociada una letra de la A a la S (no hay N). Estas actividades se pueden
clasificar en:

= Actividades no orientadas a las manos: andar, correr, subir escaleras, estar de pie, estar sentado,
patear una pelota.

» Actividades orientadas a las manos (general): botar un balén, jugar al pilla-pilla, escribir con teclado,
escribir a mano, aplaudir, cepillarse los dientes, doblar la ropa

» Actividades orientadas a las manos (comer): comer pasta, comer sopa, comer un sandwich, comer

patatas fritas, beber.

Como se puede observar en la Tabla[6.4] el conjunto de datos esta balanceado, ya que todas las clases
tiene en torno a un 5.5 % de aparicion, lo cual favorecera al tratamiento de los datos y al entrenamiento
de los modelos.

Para el desarrollo de este proyecto, nos centraremos en el uso de los datos recogidos por el acelerémetro
del smartwatch.
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Tabla 6.3: Las 18 actividades representadas en el dataset

Actividad

Caodigo

Walking
Jogging
Stairs
Sitting
Standing
Typing

Brushing Teeth

Eating Soup
Eating Chips
Eating Pasta

Drinking from Cup
Eating Sandwich

Kicking (Soccer Ball)

Playing Catch w/Tennis Ball

Dribbling (Basketball)

Writing
Clapping

Folding Clothes

NILOUIUOEr N —~IDQHEHUQW»

Tabla 6.4: Distribucién por clase de las mediciones del dataset

Teléfono

Smartwatch

Actividad Total Clase %
Acelerébmetro Giroscopio Acelerébmetro Giroscopio
Walking 279,817 203,919 210,495 192,531 886,762 5.7%
Jogging 268,409 200,252 205,787 187,833 862,281 5.5%
Stairs 255,645 197,857 207,312 180,416 841,230 5.4%
Sitting 264,592 202,370 213,018 195,050 875,030 5.6 %
Standing 269,604 202,351 216,529 194,103 882,587 5.6 %
Typing 246,356 194,540 205,137 187,175 833,208 5.3%
Brush Teeth 269,609 202,622 208,720 190,759 871,710 5.6 %
Eat Soup 270,756 202,408 209,483 187,057 869,704 5.6 %
Eat Chips 261,360 197,905 210,048 192,085 861,398 5.5%
Eat Pasta 249,793 197,844 203,112 189,609 840,358 5.4%
Drinking 285,190 202,395 215,879 197,917 901,381 5.8%
Eat Sandwich 265,781 197,915 203,684 190,191 857,571 5.5%
Kicking 278,766 202,625 209,491 191,535 882,417 5.6 %
Catch 272,219 198,756 210,107 187,684 868,766 5.6 %
Dribbling 272,730 202,331 212,810 194,845 882,716 5.6 %
Writing 260,497 197,894 215,365 197,403 871,159 5.6 %
Clapping 268,065 202,330 208,734 190,776 869,905 5.6 %
Fold Clothes 265,214 202,321 211,335 193,373 872,243 5.6 %
Total 4,804,403 3,608,635 3,777,046 3,440,342 15,630,426 100 %
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6.1.2. Seleccion de modelos

Debido a la naturaleza iterativa del proyecto, era necesario seleccionar unos modelo iniciales con los
que empezar a trabajar, a los cuales se les fueron afladiendo més a lo largo del desarrollo del mismo.

Tras revisar la literatura relacionada y observar que tipos de modelos se habian utilizado previamente
para esta base de datos, se decidio que los modelos iniciales serian Random Forest y SVM (Support
Vector Machine) con kernel radial [5] [35] [36]. Las razones por las que se escogieron estos modelos frente
a otros que también se encontraban presentes es una gran cantidad de articulos, como Regresion Logistica
o Perceptron Multicapa, fueron las siguientes:

1. Buenos resultados: estos dos modelos presentaban unos resultados significativamente mejores al
resto de los modelos en una amplia variedad de articulos.

2. Funcionamiento interno: al ser los modelos en los que se basaria inicialmente el proyecto, se
buscaron modelos con diferentes logicas de entrenamiento y clasificacion:

= Random Forest es un método de ensemble basado en la construcciéon de multiples arboles de
confusion, donde las predicciones se hacen evaluando un subconjunto de variables aleatorias en
cada arbol y por votacién mayoritaria.

= Support Vector Machine con kernel Radial, por otro lado, es un moédelo basado en
distancias, donde se busca un hiperplano que maximice el margen de separacién entre clases en
el espacio de caracteristicas. Se seleccioné el kernel radial ya que este tiene una gran capacidad
para capturar relaciones no lineales, lo cual favorece enormemente a la clasificaciéon de datos
de movimiento humano, ya que estos suelen presentar fronteras de decision muy complejas en
el espacio original de caracteristicas.

Posteriormente se anadiria a estos el modelo LSTM (Long Short-Term Memory) el cual utiliza la
dependencia temporal entre muestras para hacer las clasificaciones.

6.1.3. Estrategia de entrenamiento y clasificaciéon

Como se ha podido observar en la descripcion de la base de datos WISDM, hay un total de 18
actividades, por tanto la clase puede tomar 18 valores distintos. Debido a esto, se plante6 inicialmente
utilizar dos estrategias diferentes para la clasificacién de los datos:

= Método Multiclase: este consistiria en pasar los datos al modelo sin hacer ninguna modificacién
previa sobre la clase. En este caso habria un tinico modelo el cual clasificaria cada instancia en una
clase concreta, contando con tantas salidos como clases existan.

= Método Ensemble: en este caso, para cada tipo de modelo, se entrenarian un total de 18 ins-
tancias distintas, uno para cada actividad del conjunto de datos; cada instancia se entrana para
distinguir entra una actividad y el resto. Cada modelo se encargaria de predecir, para cada entrada,
la probabilidad de pertenecer a la actividad asociada. Tras esta predicciéon, se escogeria la clase con
mayor probabilidad y se le asignaria como prediccién a la entrada correspondiente.
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6.1.4.

Métodologia de evaluacion

Para poder evaluar el rendimiento de los clasificadores, se emplearéin las siguientes métricas adaptadas
a la clasificacion multinomial [37]:

Tasa de acierto: mide la proporciéon de instancias correctamente predichas sobre el total de las

predicciones.
TP+TN
Tasa de acierto = 6.1
e TP Y TN+ FP+ FN (6.)

Precision: mide el namero de instancias correctamente predichas de cada clase con respecto a todas
las instancias predichas como de esa clase.

. Ipe
Precision, = ————— 6.2
© tpe+ fpe (6.2)
1 < tp
Precision = — — . 6.3
total =~ (; tpe + fpc> (6.3)

Recall (sensibilidad): mide el ntimero de instancias correctamente clasificadas de cada clase sobre
el total de instancias reales de dicha clase.

tpe
Recall, = — ¢ 6.4
e tpe + fne (64)
1 ¢ tp
Recallypal = — e . 6.5
eca total C (CZI tpc—l-fnc> < )

F1-score: media armoénica entre precision y recall, ponderada por la frecuencia de cada clase:

[ EC: 9 ( ne ) Precisiéon,. x Recall, (6.6)
1 N/ Precision, + Recall, '

c=

Donde:

C es el numero de clases del dataset.

tp. es la tasa de verdaderos positivos de la clase cy TP = chzl tp. es la tasa de verdaderos positivos
total.

fpe es la tasa de falsos positivos de la clase ¢y FP = Zle fpe es la tasa de falsos positivos total.

C

tn. es la tasa de verdaderos negativos de la clase ¢ y TN = ), tn. es la tasa de verdaderos

negativos total.

fne es la tasa de falsos negativos de la clase cy FN = chzl fne es la tasa de falsos negativos total.

6.1.5. Estrategia de particionado de datos

Dada la naturaleza de los datos, se utilizara una estrategia de validacién cruzada de 10 subconjuntos
(folds), donde para cada iteracion, se seleccionaran los datos de 5 usuarios (empezando desde el primero y
en orden) como conjunto de prueba, y los otros 46 restantes como conjunto de entrenamiento. La medida
final de error serd la media de la obtenida en cada fold o subconjunto.
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CAPITULO 6. EXPERIMENTACION

6.2. Experimento 1: Random Forest y SVM Radial

Con todos los requisitos previos cumplidos, en este primer experimento se definiré la forma en la que se
trataran los datos (separacion por ventanas) se crearan los modelos inicialmente seleccionados (Random
Forest y SVM Radial) y se analizaran los resultados de cara a los experimentos posteriores.

6.2.1. Preparacion de los datos

Los datos crudos del conjunto de datos WISDM representan las mediciones de los sensores de movi-
miento de un smartwatch para los ejes X, Y y Z, de una persona en un instante de tiempo realizando una
actividad concreta. Con estos datos es especialmente complicado determinar que actividad esta realizando
una persona, ya que solo cuenta con la informacién de un instante de tiempo. Por tanto, nuestro objetivo
es transformar los datos de manera que representen la informacién de un periodo mas amplio de tiempo,
lo cual habilita a la deteccién de una activad concreto.

Una técnica ampliamente utilizada en el &mbito del Reconocimiento de la Actividad Humana, y que
es el que se va a utilizar en el desarrollo de este proyecto, es la divisiéon de datos en ventanas temporales

(Figura [38].

' W

All windows from one time series

Figura 6.1: Concepto de divisiéon por ventanas

Una ventana es una agrupacién de N muestras consecutivas, donde N vendra definido por el tamano
de ventana. En este caso, no se define directamente el niimero de muestras, sino el intervalo temporal de
la ventana. Estas ventanas se iran deslizando desde el comienzo de la muestra hasta el final, separando de
esta manera todos los datos en ventanas. A su vez, las ventanas adyacentes se solaparan en un porcentaje
de solapamiento, el cual es también un pardmetro del preprocesamiento. De esta forma, dos ventanas
contiguas compartiran una fracciéon de las mediciones contenidas. Por ejemplo, si se selecciona un tamafo
de ventana de diez segundos, la primera ventana estaréd compuesta por las mediciones con timestamp del
segundo cero al diez. Si el porcentaje de solapamiento es de cinco, entonces la segunda ventana seran las
instancias del segundo cinco al quince, y asi sucesivamente. De esta manera se tiene, por un lado, una
evolucidén mas suavizada de la sefial entre ventanas, y por otro, se logra tener un ntimero mas alto de ellas
para entrenar y probar el sistema. Estas ventanas serén los datos que sirvan como entrada a los modelos.

Para este primer experimento definiremos estos parametros de la siguiente manera:
= Tamano de ventana: 10 segundos. Basandonos en la experiencia del grupo y en otros estudios
[39], este tamafio de ventana es el que mejores resultados da.

» Porcentaje de solapamiento: 50 % (5 segundos). Este es el solapamiento habitual en este tipo
de sistemas [40].
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6.2. EXPERIMENTO 1: RANDOM FOREST Y SVM RADIAL

Tras la divisiéon de los datos en ventanas, es necesario adecuarlos como entrada a los modelos de
aprendizaje automatico. Para ello, serd necesario extraer una serie de caracteristicas de cada uno de los
ejes. En este caso, se extraeran caracteristicas asociadas al dominio del tiempo y al dominio de la
frecuencia.

Ademas de las medidas correspondientes a los ejes X, Y y Z, se incorporara una variable adicional: la
magnitud o modulo del vector tridimensional (Ecuacion|6.7). De esta manera, en cada ventana contaremos
tanto con informacion individual de cada eje como con informacion integrada de los tres.

M= T T 2 (6.7)

Para caracterizar la sefial en el dominio de frecuencia, aplicamos la Transformada Réapida de Fourier
(FFT) a cada ventana de datos:

- 2Tk n

N-1
X[k =) an]e? N (6.8)
n=0
Las caracteristicas extraidas en cada ventana para los ejex X, Y, Z y M son las siguientes:

= Dominio del tiempo

e Media: valor medio de la senal en la ventana.

e Mediana: valor central ordenado de la senal.

e Maximo: valor maximo observado.

e Minimo: valor minimo observado.

e Desviacion estandar: dispersion de la senal alrededor de la media.

e Rango: diferencia entre el méximo y el minimo.

e Curtosis: momento de orden 4 que indica la presencia de picos o colas pesadas.
e Percentil 25 / 75: valores bajo los cuales se sittian el 25% / 75 % de los datos.
e Asimetria (skewness): grado de sesgo de la distribucion de la senal.

e Periodo (autocorrelacion): desfase donde la autocorrelacion es méaxima.

e Valor de autocorrelacion: magnitud de la autocorrelacion en dicho desfase.
= Dominio de la frecuencia

e Frecuencia dominante 1: frecuencia con mayor energia espectral.

e Amplitud dominante 1: amplitud en la frecuencia dominante 1.

e Frecuencia dominante 2: segunda frecuencia més energética.

e Amplitud dominante 2: amplitud en la frecuencia dominante 2.

e AUC: area bajo la curva espectral.

e Media de amplitudes: valor medio de las amplitudes del espectro.

e Mediana de amplitudes: valor central de las amplitudes.

e Desviacion estandar de amplitudes: dispersion de las amplitudes.

e Rango de amplitudes: diferencia entre amplitud maxima y minima.

e Curtosis de amplitudes: momento 4 de la distribucién de amplitudes.
e Percentil 25 / 75 de amplitudes: cuartiles de la distribucion de amplitudes.

e Asimetria de amplitudes: sesgo de la distribuciéon de amplitudes.
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CAPITULO 6. EXPERIMENTACION

6.2.2. Creacidén y optimizacién de modelos

En el Experimento 1 se implementaron y ajustaron dos clasificadores de referencia:

Random Forest

Random Forest es un ensamble de N arboles de decision entrenados mediante muestreo bootstrap
y seleccion aleatoria de subconjuntos de caracteristicas en cada particion. Para el clasificador Random
Forest se emplearon los siguientes hiperparametros:

» n_estimators = 200: ntiimero de arboles en el ensamble.
» max_depth = None: profundidad maxima ilimitada para cada arbol.

» max_features — log2: ntimero de caracteristicas considerado en cada division = log,(p), donde p
es el total de variables.

= min samples split = 2: nimero minimo de muestras necesarias para dividir un nodo.

= min samples leaf = 2: nimero minimo de muestras que debe tener cada hoja.

Dado que los modelos basados en arboles de decisién son invariantes a la escala de las caracteristicas ya
que internamente solo comparan 6rdenes de magnitud para decidir umbrales, no se aplic6 normalizacién
ni estandarizacion a los datos [41].

Support Vector Machine con kernel RBF

La SVM con funcion de base radial emplea el kernel para proyectar los datos en un espacio de alta
dimensién donde se maximiza el margen de separacién entre clases, pudiendo de esta manera aproximarse
més a las fronteras no lineales que existen en el espacio de caracteristicas.

Para el clasificador SVM-RBF se emplearon los siguientes hiperparametros:

= C = 1.0: coeficiente de regularizacion, controla el equilibrio entre margen amplio y errores de clasi-
ficacion.

= kernel = ’rbf’: funcién de base radial para manejar separaciones no lineales.

por defecto.

= gamma = ’scale’: coeficiente del kernel RBF, igual a — featurelsXVar( 59

Para garantizar que todas las caracteristicas contribuyan de forma equilibrada al calculo de distancias,
se emple6 estandarizacion (z-score) de cada variable antes del entrenamiento [42].

Clasificacion Multiclase vs Ensemble

Como se establecid en el sprint inicial, se utilizardn dos estrategias distintas para el entrenamiento y
la clasificacién de cada modelo:
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6.2. EXPERIMENTO 1: RANDOM FOREST Y SVM RADIAL

= Multiclase: el modelo tomara como clase las 18 actividades del conjunto de datos, y dard como
salida la actividad predicha.

= Ensemble: en este caso, la clasificacidon se hara mediante un conjunto de clasificadores binarios aso-
ciados a cada actividad del conjunto de datos. Para realizar esto se utilizo la estrategia OneVsRest,
que consiste en lo siguiente:

1. Para cada clase ¢ € {1,...,C} se entrena un clasificador binario M, que distingue “clase ¢”
frente a “no-clase ¢”.

2. En la fase de inferencia, cada M. devuelve una puntuacion o probabilidad s.(x) de que la
muestra x pertenezca a la clase c.

3. La etiqueta final se asigna como:

y = ar max Sq(x).
y ch{l,...,C} C( )

6.2.3. Resultados y Analisis

En la Tabla se muestran los resultados obtenidos. De lo mostrado en la tabla se puede concluir:
= La diferencia entre utilizar la clasificacion Multiclase y la clasificacion por Ensemble es muy pequena,
aunque en todos los casos la clasificacion por Ensemble da resultados ligeramente mejores.

= SVM-RBF funciona mucho mejor con datos estandarizados, llegando a aumentar en un 10 % todas
las métricas frente a su version con los datos sin estandarizar.

= Ambos modelos obtienen resultados similares bajo las condiciones de este experimento.
= Kl modelo que ha obtenido mejores puntuaciones en todas las métricas es el Random Forest con

clasificacion por Ensemble, llegando a obtener un 73.9 % de tasa de aciertos.

Tabla 6.5: Resultados obtenidos en el experimento 1

Modelo Tasa Aciertos Recall Precision F1-Score
RandomForest Multiclase 0.7352  0.7352 0.7526 0.7340
RandomForest Ensemble 0.7390 0.7391 0.7550 0.7362
SVMRadial Multiclase 0.5806  0.5807 0.6016 0.5762
SVMRadial Ensemble 0.6270  0.6266 0.6290 0.6117
SVMRadial Multiclase Standard 0.7276  0.7273 0.7440 0.7260
SVMRadial Ensemble Standard 0.7289  0.7288 0.7430 0.7263

Al hacer el desglose de tasa de aciertos por cada actividad, representado en la Figura [6.2] podemos
observar que las actividades en las que los modelos se han confundido mas veces son tanto estar sentado
como las orientadas a las manos, en concreto a las relacionadas con comer. Esto se debe principalmente
a la naturaleza caotica que tienen estas actividades. Cuando se esté realizando una actividad que no
estd orientada a las manos como puede ser andar o correr, las manos se mueven de forma automética,
llegando a trazar un patrén que puede ser detectable por el modelo. Sin embargo, cuando la actividad
esta relacionada con el movimiento de las manos, esta suele presentar movimientos bruscos, sin un patrén
definido, ya que al no estar moviendo el resto del cuerpo las manos se convierten en nuestra forma de
expresion y se tienden a hacer muchos movimientos irregulares con ellas.
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Esta teoria se refuerza cuando observamos la matriz de confusion del modelo RandomForest  Multiclase,
representada en la Figura [6.3] Las filas indican la actividad real, mientras que las columnas indican la
actividad predicha. Cada valor indica el ntimero de veces que la actividad de la fila ha sido predicha como
la actividad de la columna.

En este caso, los rectangulos azules estan remarcando las actividades orientadas a las manos, las cuales
habfan obtenido un rendimiento muy bajo en todos los modelos. Si se observa la intersecciéon entre ambos
rectangulos, se puede observar que la principal razén del bajo rendimiento de los modelos para estas
actividades es que, en muchas ocasiones, son incapaces de distinguir entre las distintas actividades de
comer, acumulandose casi el 18 % de los errores totales del modelo en esa interseccion.

El caso en el que mas se puede ver es en la actividad de comer un sandwich, donde tan solo un 24.2 %
de las veces se predijo correctamente la actividad, mientras que en un 55.93 % de las veces se le asigno
erréneamente otra actividad de comer distinta.

Tras la extracciéon de estas conclusiones, el objetivo del siguiente experimento sera investigar como
solucionar este problema con las actividades de comer para mejorar el rendimiento de los modelos.
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Figura 6.2: Tasa de aciertos por actividad en el experimento 1

6.3. Experimento 2: Ajuste de datos

Los resultados del Experimento 1 permitieron extraer la conclusiéon de que existia un problema entorno
a la clasificaciéon de las actividades orientadas a las manos relacionadas con comer, ya que, debido a la
naturaleza caotica del movimiento de las manos durante estas actividades, los modelos tenfan muchas
dificultados a la hora de predecir que tipo de actividad relacionada con comer se estaba realizando.

Por consiguiente, este segundo experimento trataré de buscar una manera de solventar este problema,
experimentando con distintas transformaciones de datos y analizando los resultados de los modelos.
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Figura 6.3: Matriz de confusion RandomForest Multiclase en el experimento 1

6.3.1. Preparacion de los datos

Con el objetivo de mejorar la eficiencia de los modelos, en este experimento se exploraran multiples
estrategias de tratamiento de datos.

Analizando el objetivo de este proyecto con los tutores, se llegd a la conclusiéon de que no era de alta
importancia el poder predecir las distintas actividades de comer por separado. Por tanto, se optd por
investigar las siguientes alternativas:

= Eliminar los datos de las actividades de comer: al no ser de alta relevancia para el proyecto,
eliminarlas podria ayudar a mejorar la capacidad de predicciéon de los modelos en actividades que si
consideran importantes. Este cambio, al reducir el ntimero de ventanas, ayudaria a reducir el coste
computacional de los modelos, el cual estaba siendo bastante elevado.

= Agrupar las actividades en una sola actividad “Comer”: esta soluciéon permitiria seguir
teniendo en cuenta todo el conjunto de datos, reduciendo los errores que se podian generar entre las
diversas actividades de comer.

Eliminacion de las actividades de comer

En este caso, la transformacién de datos consistiria en descartar las ventanas las cuales tuviesen
como codigo de actividad un codigo asociado a las actividades de comer. Como el conjunto de datos ya
estaba balanceado desde un inicio, al eliminar estas actividades continuara estdndolo, y por tanto no sera
necesario hacer ningiin ajuste extra.

Agrupacion de las actividades en una tnica actividad “Comer”

Esta alternativa consistiria en modificar el c6édigo de actividad de las ventanas con actividades de
comer por uno nuevo el cual se asociaria con una nueva actividad “Comer”. Al hacerlo, se generarfa un
nuevo problema resolver: el conjunto de datos ya no esti balanceado.
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Debido a esta agrupacion de ventanas, aproximadamente un 25 % de las ventanas tienen la nueva
actividad, haciendo que el conjunto de datos esté altamente desbalanceado, ya que el resto de actividades
cuentan Unicamente con aproximadamente un 5% de las ventanas.

Para solucionar esto y volver a balancear los datos, se utiliz6 la técnica del upsampling, la cual
duplicaria las instancias de de las clases minoritarias tantas veces como fuese necesarias hasta alcanzar el
mismo namero de instancias que el de la clase mayoritaria. Con este técnica el conjunto de datos volvid
a estar balanceado, pero se aument6 considerablemente el niimero de ventanas del conjunto de datos
, haciendo que, por consiguiente, también aumente el coste computacional del entrenamiento de los
modelos.

Tabla 6.6: Comparativa del ntimero de ventanas por transformacion

Transformacion Numero de ventanas
Conjunto de datos inicial 31781
Eliminar actividades comer 22972
Agrupar actividades comer 123326

6.3.2. Creacion y optimizaciéon de modelos

Para este segundo experimento se utilizardn los modelos previamente disenados en el Experimento 1,
unicamente modificando la forma en la que se transformaron los datos.

6.3.3. Resultados y Analisis

En la Figura se muestran los resultados con la opcion de agrupar las actividades de comer en una
tnica clase. Como se puede ver, con esta opcién los modelos son capaces de reconocer dicha actividad
sin ningin problema, llegando a ser la segunda actividad con mayor tasa de acierto. Sin embargo, vemos
como hay otras actividades que contintian teniendo un rendimiento bajo, como pueden ser estar sentado
o estar de pie.

Los resultados con la opcién de eliminar las actividades de comer se pueden ver en la Figura [6.5]
Estos resultados muestran como se ha aumentado la tasa de acierto en actividades que antes tenfan malos
resultados, como las mencionadas en el parrafo anterior. Esto hace que el modelo sea capaz de predecir
todas las actividades de manera consistente, llegando casi al 80 % de tasa de aciertos en todas.
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Porcentaje de Predicciones Correctas por Actividad
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100 Porcentaje de Predicciones Correctas por Actividad
Modelo
mmm RF_comer_quitado
80
g 60
o
g
c
[}
o
5 40
o
20

0

- - " o o — %) © = © o = ©
© [0} = o [0) i} @® s}
o £ g B = g = © o o g 3 &
c s} 9 P~ ] © S [} © [} c T =
< o © c a 9] 2 o =} a o .
o] & 9 ° . © . © % ©
a = - © > © . o)
[ @© [ o + o) o
= = =) (o] a
Qa = © © [ea) =
= Q a N ]
9 5] © i
4 =
Actividad

Figura 6.5: Tasa de acierto por actividad: Comer eliminado

46



CAPITULO 6. EXPERIMENTACION

Pros y contras de ambas transformaciones

= Agrupar actividades comer

e Pros:

o Permite mantener los mismos datos del conjunto de datos original.

o Obtiene buenos resultados en la nueva actividad “Comer”, mejorando considerablemente
las métricas del modelo.

o Contras:

o Hay actividades que contintian teniendo una tasa de aciertos baja.

o Al aumentar tanto el nimero de ventanas, se aumenta considerablemente el coste compu-
tacional de los modelos, haciendo que el entrenamiento de los mismos tarde mas.

= Eliminar actividades comer

e Pros:

o Obtiene buenos resultados para todas las actividades del conjunto de datos.
o Reduce el coste computacional de los modelos.

e Contras:

o Reduce el niimero de actividades que es capaz de reconocer el modelo.

Conociendo estos pros y contras, y teniendo en cuenta que el modelo que se va a desarrollar en el
Experimento 3 tiene un coste computacional muy alto, se ha tomado la decision de que, de ahora en
adelante, se eliminaran las actividades de comer.
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Figura 6.6: Tasa de acierto por actividad en el experimento 2

Como se puede ver en la Figura[6.6]y en la Tabla[6.7] los resultados han mejorado considerablemente
con respecto al Experimento 1, llegando a mejorar en un 10 % en valor absoluto todas las métricas.

Por otro lado, se pueden sacar las mismas conclusiones que en el Experimento 1:
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6.4. EXPERIMENTO 3: LONG SHORT-TERM MEMORY

= Las estrategias MultiClase y Ensemb obtiene resultados similares, pero Ensemb obtiene resultados
ligeramente superiores en todos los casos.

= RandomForest obtiene resultados ligeramente superiores a SVM-RBF

Tabla 6.7: Resultados obtenidos en los experimentos 1 y 2

Experimento Modelo Tasa Aciertos Recall Precision F1-Score
RandomForest Multiclase 0.7352  0.7352 0.7526 0.7340
RandomForest Ensemble 0.7390 0.7391 0.7550 0.7362
1 SVMRadial Multiclase 0.5806  0.5807 0.6016 0.5762
SVMRadial Ensemble 0.6270  0.6266 0.6290 0.6117
SVMRadial Multiclase Standard 0.7276  0.7273 0.7440 0.7260
SVMRadial Ensemble Standard 0.7289  0.7288 0.7430 0.7263
RandomForest Multiclase 0.8352  0.8355 0.8523 0.8364
9 RandomForest Ensemble 0.8398 0.8400 0.8562 0.8405
SVMRadial Multiclase Standard 0.8300  0.8296 0.8509 0.8322
SVMRadial Ensemble Standard 0.8298  0.8299 0.8476 0.8315

6.4. Experimento 3: Long Short-Term Memory

En los experimentos anteriores se han estado desarrollando modelos de Machine Learning clésicos,
basados en arboles de decisién y en separaciéon de instancias mediante margenes. Para este tercer experi-
mento se va a utilizar un modelo de Deep Learning, en concreto, basado redes neuronales recurrentes, con
el objetivo de estudiar que influencia tienen las dependencias temporales entre ventanas en los resultados
del reconocimiento de actividad.

El modelo desarrollado sera el conocido como Long Short-Term Memory (LSTM). Este modelo
permite introducir una secuencia de ventanas contiguas en el tiempo y es capaz de mantener una memoria
sobre los datos de las ventanas pasadas que influird en el procesamiento de las ventanas futuras, siendo
asi capaz de hallar dependencias temporales que los modelos previamente desarrollados eran incapaces de
encontrar.

6.4.1. Preparacion de los datos

Hasta ahora los datos que se habian utilizado para entrenar los modelos estaban compuesto por arrays
de las caracterfsticas correspondientes a una ventana de tiempo, haciendo que el modelo solo tuviese
conocimiento de lo que ocurria en ese espacio temporal, completamente ajeno a las caracteristicas de las
ventanas contiguas.

Sin embargo, para poder introducir los datos dentro de un modelo LSTM es necesario anadir una
dimensién extra: el tiempo. Por tanto, los datos de entrada ya no solo estardn constituidos por una
ventana de caracteristicas, sino que seran conformados por una matriz de ventanas contiguas, pudiendo
de esta manera analizar como varfan las caracteristicas a lo largo del tiempo.

Para ello los parametros para la extraccion de caracteristicas son los siguientes:

= Tamano de ventana: 1 segundo
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CAPITULO 6. EXPERIMENTACION

= Porcentaje de solapamiento: 0 %

= Numero de ventanas en cada matriz de entrada: 10 ventanas.

De est4d manera, el modelo tendré como entrada 10 segundos de actividad al igual que en los pasados
experimentos, solo que esta vez las caracteristicas estaran calculadas cada segundo y se tendra en cuenta
el instante temporal de la ventana.

6.4.2. Creacidén y optimizacién de modelos

La arquitectura del modelo utilizado en este experimento es la siguiente:

Tabla 6.8: Resumen de capas de la red LSTM

Nombre de capa Tipo Salida Parametros
input_layer 1 InputLayer (None, 10, 100) 0
Istm 2 LSTM (None, 10, 128) 117248
dropout_ 2 Dropout(0.5) (None, 10, 128) 0
Istm_ 3 LSTM (None, 64) 49408
dropout_ 3 Dropout(0.5) (None, 64) 0
dense 2 Dense(32) (None, 32) 2080
dense 3 Dense(13) (None, 13) 429
LSTM Dense Output
Input Layer Dropout LSTM Dropout
Layer Layer Layer Layer
Layer Y Layer + RelU softmax
""""""""" num_features b -
i L 0 L 0
| HEERE S . S . b
= T T
| time_steps : M 0 M 0]
i HEEER T i e
S T Units=64  Rate=0.5 Units=32
Units=128 Rate=0.5 ConFnueI?ted

Figura 6.7: Arquitectura del modelo LSTM del experimento 3

Descripcion detallada de cada bloque

En la Tabla y la Figura [6.7] se puede observar los diferentes bloques de la arquitectura utilizada
para el modelo LSTM. Las funciones y especificaciones de cada bloque son las siguientes:

» InputLayer Define la forma de entrada (batch, 10, 100). No tiene pardmetros entrenables.

» LSTM (128, return_sequences=True) Procesa la secuencia de 10 vectores de 100 caracteristi-
cas, manteniendo la dimension temporal en la salida (10, 128). Gracias a sus 128 unidades de memoria
y puertas internas, captura dindmicas cortas y medias en la ventana. — Pardmetros: 117 248.
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6.4. EXPERIMENTO 3: LONG SHORT-TERM MEMORY

» Dropout(0.5) Durante el entrenamiento, desactiva aleatoriamente un 50 % de las 128 salidas de
cada paso temporal para evitar sobreajuste.

= LSTM(64, return_sequences=False) Recibe la secuencia anterior y devuelve solo el tltimo
estado oculto de 64 dimensiones. Asi se condensa la informacién temporal relevante en un vector
fijo. — Pardmetros: 49408.

» Dropout(0.5) Aplica de nuevo un 50 % de dropout al vector de 64 elementos para robustecer la
capa siguiente.

» Dense(32, activation=ReLU) Capa totalmente conectada que reduce la dimensionalidad de 64
a 32, aplicando la funcién de activacion ReLLU para anadir no linealidad. — Pardmetros: 2 080.

» Dense(13, activation=softmax) Capa de salida con 13 neuronas (una por cada actividad). La
funcion softmax convierte los 32 valores previos en un vector de probabilidades p € [0,1]*® que
suman 1. — Pardmetros: 429.

Extraccion de la prediccion

Para una muestra de prueba, el modelo devuelve el vector de probabilidades

13
P = [p17p27"‘7p13:|7 szzl
i=1

La etiqueta predicha g se obtiene como

y = A i 6.9
P e PY (6.9)

Parametros de entrenamiento

Algunos de los parametros que se han definido para el entrenamiento del modelo son los siguientes:

» Optimizador: Adam (learning rate = 10*4) Adam es un optimizador estocastico que ajusta
automaticamente la tasa de aprendizaje de cada parametro mediante estimaciones de primer y se-
gundo momento del gradiente, lo que favorece una convergencia rapida y estable en redes profundas.

= Funcién de pérdida: sparse_categorical_crossentropy Esta version de entropia cruzada esta
disenada para clasificaciéon multiclase con etiquetas enteras y penaliza la discrepancia entre la dis-
tribucién de probabilidades predicha y la clase real, maximizando asi la probabilidad de la etiqueta
correcta.

= Batch size: 64 Define el nimero de muestras procesadas antes de cada actualizacion de pesos.
Un tamaifio de 64 equilibra la estabilidad de la estimacion del gradiente y el aprovechamiento del
paralelismo en GPU, reduciendo el ruido sin sacrificar velocidad de entrenamiento.

= Numero de epochs: 50 Es la cantidad de veces que el modelo recorre todo el conjunto de entre-
namiento. 50 epochs permiten al modelo aprender patrones complejos sin caer en un sobreajuste
excesivo, especialmente en combinaciéon con las capas de Dropout y el optimizador Adam.

En este experimento, debido al alto coste computacional del modelo LSTM, tan solo se utilizara la
estrategia Multiclase, descartando la estrategia de Ensemble.
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6.4.3. Resultados y Analisis

Tabla 6.9: Resultados obtenidos en los experimentos 1, 2 y 3

Experimento Modelo Tasa Aciertos Recall Precision F1-Score
RandomForest Multiclase 0.7352  0.7352 0.7526 0.7340
RandomForest Ensemble 0.7390 0.7391 0.7550 0.7362
1 SVMRadial Multiclase 0.5806  0.5807 0.6016 0.5762
SVMRadial Ensemble 0.6270  0.6266 0.6290 0.6117
SVMRadial Multiclase Standard 0.7276  0.7273 0.7440 0.7260
SVMRadial Ensemble Standard 0.7289  0.7288 0.7430 0.7263
RandomForest Multiclase 0.8352  0.8355 0.8523 0.8364
9 RandomForest Ensemble 0.8398 0.8400 0.8562 0.8405
SVMRadial Multiclase Standard 0.8300  0.8296 0.8509 0.8322
SVMRadial Ensemble Standard 0.8298  0.8299 0.8476 0.8315
3 LSTM 0.8166  0.8245 0.8169 0.8182

En la Tabla se pueden ver los resultados obtenidos por el LSTM comparado con los modelos
de experimentos anteriores. El modelo LSTM ha logrado unos resultados muy buenos, en torno al 82 %
en todas las métricas, pero ain asi no ha logrado superar la eficiencia de los modelos empleados en los

experimentos anteriores.
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Figura 6.8: Tasa de acierto por actividad en el experimento 3

Por otro lado, analizando la Figura se puede ver como los tres modelos obtienen muy buena tasa
de aciertos para todas las actividades. Sin embargo, la diferencia en la tasa de acierto del modelo LSTM
frente a los demés en actividades como por ejemplo “Andar” hace que las métricas de este modelo sean
ligeramente inferiores.

Estas conclusiones no permiten afirmar que el modelo LSTM sea menos efectivo que el resto de modelos
estudiados, sino que los resultados obtenidos por la arquitectura probada son inferiores. LSTM, al ser un
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modelo basado en redes neuronales, tiene una alta capacidad de parametrizacion, pudiendo cambiar una
gran cantidad de cosas para mejorar los resultados, desde cambios en los parametros seleccionados hasta
modificaciones en las diferentes capas de la arquitectura, pudiendo quitar, afnadir o modificar tantas como
sea necesario.

Gracias a la buena adaptacién de este modelo se puede considerar que tiene potencial para seguir
mejorando los resultados. Sin embargo, un inconveniente de este modelo es su alto coste computacional
comparado con los otros modelos probados. Esto, junto con la limitacién temporal de la carga de trabajo
del Trabajo de Fin de Grado, hizo que se tuviera que descargar la opcién de probar diferentes alternativas
con LSTM. Se deja para trabajos futuros.

6.5. Experimento Final: Clasificador Binario de la actividad “Andar”

Este tltimo experimento esta alineado con el interés particular del grupo de investigacion de ser
capaces de predecir cuando una persona esta caminando. Previamente, otro miembro del grupo desarrolld
un modelo, utilizando WISDM, para identificar a una persona en funcién de su forma de andar. Este
desarrollo final serviria como intermediario entre los datos crudos y dicho modelo, ya que se utilizaria
para detectar cuando los datos indican que la persona esta caminando, y después se redirigirian al modelo
de identificacion biométrica de la persona.

6.5.1. Preparacion de los datos

Hasta ahora, la clase se habia dividido en las 13 actividades del conjunto de datos, sin embargo ahora
lo tinico que nos interesa es predecir si una persona estd caminando o no lo estd haciendo. Por tanto la
clase ahora tomaré los siguientes valores:

n 1 sila actividad es andar

= 0 si la actividad no es andar

De esta manera, el modelo se centrara exclusivamente en predecir la actividad de caminar.

Sin embargo, como ya ocurri6 cuando se estudio si se podian agrupar las actividades de comer, al juntar
las clases de muchas actividades en una sola el conjunto de datos queda altamente desbalanceado,
habiendo un 5.7 % de instancias de la clase positiva frente a un 94.3 % de la clase negativa.

Para solucionar esto, se emplearé el método de upsampling, el cual duplicaré las instancias de la clase
minoritaria tantas veces como sea necesarias hasta igualar el ntimero de instancias de la clase mayoritaria.
De esta manera, el conjunto vuelve a estar balanceado.

6.5.2. Creaciéon y optimizacion de modelos

Para este ultimo experimento se mantuvieron idénticos los modelos de Random Forest y SVM (sim-
plemente reetiquetando “caminar” como positivo y el resto como negativo). En el caso de la LSTM, sin
embargo, se realizaron los siguientes cambios:

= La capa de salida pas6 de

Dense(13, activation = 'softmax’) —— Dense(1, activation = 'sigmoid’)
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CAPITULO 6. EXPERIMENTACION

de modo que el modelo emite una tnica probabilidad p € [0, 1] de que la actividad sea “caminar”

(Figura[6.9).

= La funcién de pérdida se cambié de sparse_categorical_crossentropy a binary_crossentropy,
adecuada para optimizar problemas de clasificaciéon con dos clases y salida binaria.

Input LSTM Dropout LSTM Dropout Dense Output
Layer Layer Layer Layer Layer Layer Layer
+ RelU Sigmoid
. ‘ num_features ‘ D D
! R R
T s o N ©
T P ™ T P [0,1]
| time_steps : M 0 M 0
5 HEERN T T
: T .
e 1 Units=64 RateLO.S Units=32
Units=128 _ Fully
Rate=0.5 Connected

Figura 6.9: Arquitectura del modelo LSTM del Experimento Final

Como la clase es binaria, ya no sera de utilidad utilizar la estrategia de Ensemble, asi que solo se ejecu-
tara la estrategia que denominamos Multiclase, aunque en este apartado ya no serfa correcto denominarla
asi ya que unicamente hay dos clases, por lo que pasaria a denominarse clasificaciéon binaria.

6.5.3. Resultados y Analisis

Tabla 6.10: Resultados obtenidos en el experimento final (“caminar” vs “no caminar”)

Modelo Tasa Acierto Recall Precision F1-Score
RandomForest Binario 0.8498  0.8498 0.8904 0.8392
SVMRadial Binario 0.9196 0.9196 0.9346 0.9162
LSTM _Binario 0.8047  0.8280 0.6090 0.7018

En la Tabla se muestran los resultados obtenidos. Como se puede ver, el modelo SVM con kernel
radial obtiene unos resultados muy buenos, llegando a tener aproximadamente un 92 % de tasa de acierto,
recall y f1-score y mas de un 93 % de precision. Los de RandomForest, a pesar de ser inferiores, son también
buenos. Sin embargo, el modelo LSTM obtiene unos resultados inferiores a los esperados, especialmente
en la métrica de precision, llegando apenas al 61 %.

En la Figura [6.10] se muestran los resultados por actividad. Como se puede observar, los tres modelos
obtienen una alta tasa de acierto al predecir la clase positiva. Por otro lado, también se puede ver que la
tasa de acierto de la clase negativa es considerablemente inferior a la de la clase positiva, siendo el modelo
SVM con kernel radial el que mejores resultados obtiene, pudiendo asi lograr unas muy buenas métricas
finales.
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Figura 6.10: Tasa de acierto por actividad en el experimento final

6.6. Discusion Final

Las Tablas [6.9] y [6.10] muestran los resultados de los diferentes modelos desarrollados a lo largo del

proyecto. Tras haber realizado todos los experimentos, se puede comentar lo siguiente:

La estrategia Ensemble obtiene resultados ligeramente superiores a la estrategia Multiclase. Sin
embargo, también tiene un coste computacional muchisimo mas alto, por lo que seria necesario
hacer un estudio de las limitaciones del equipo que se va a utilizar para decidir que estrategia es
mas adecuada.

La estandarizaciéon de los datos aumenta de forma significativa la eficiencia del modelo SVM con
kernel radial, mientras que para el modelo Random Forest, al estar basado en arboles de decision,
no se ve practicamente afectado por la normalizacion.

Para la clasificacion de todas las actividades, Random Forest es el modelo que mejores resultados
obtiene, ademas de tener un coste computacional considerablemente inferior al resto, por lo que se
consolida como la mejor opcién.

En el caso de la clasificacion binaria de la actividad “Andar”, el modelo que mejores resultados
obtuvo es el SVM con kernel radial, superando ampliamente al resto de modelos.

El modelo LSTM tiene potencial para obtener buenos resultados, pero se necesita una gran capacidad
computacional para poder probar todas las combinaciones de parametros y arquitecturas posibles.
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Capitulo 7

Conclusiones y lineas futuras de trabajo

En este Trabajo de Fin de Grado se han alcanzado los objetivos iniciales. Se ha desarrollado un flujo de
procesamiento de sefiales que extrae caracteristicas en los dominios temporal y frecuencial. También se han
probado clasificadores clasicos (Random Forest y SVM-RBF) y un modelo neuronal LSTM. Por ultimo,
se ha evaluado su rendimiento tanto en el escenario multiclase como en el escenario binario (“caminar” vs.
“no caminar”).

7.1. Trabajos Futuros

Uso de diferentes modelos

Aunque Random Forest, SVM-RBF y LSTM constituyen tres enfoques representativos, basandose cada
uno en una estrategia diferente para entrenar y predecir, existen muchos otros algoritmos por explorar.
Como lineas futuras se proponen:

» Redes neuronales convolucionales (CNN) para extraer patrones locales en la serie temporal
antes de la LSTM.

» Transformers o Temporal Convolutional Networks (TCN), los cuales han mostrado gran
eficacia en datos secuenciales en estudios anteriores [43].

» Modelos hibridos (CNN+LSTM) que combinen extraccion automatica de caracteristicas con me-
moria de largo plazo [44].

Estudio de otras arquitecturas LSTM

El modelo LSTM presenta un gran potencial para obtener buenos resultados en el Reconocimiento de
la Actividad Humana, por lo que se propone seguir estudiando este modelo o cualquier variacion de redes
neuronales recurrentes. Algunas de las alternativas que se ofrecen son las siguientes:

» Explorar variaciones de puertas: GRU (Gated Recurrent Unit) o LSTM bidireccional, que cap-

turan contexto futuro y pasado.

= Ajustar profundidad y tamafno de las capas, asi como técnicas de attention para enfocar la red en
secciones relevantes de la secuencia.
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= Incorporar Batch Normalization o Layer Normalization entre capas recurrentes para estabilizar
el entrenamiento.

Aplicacion a la identificacion de usuarios

Un estudio en curso dentro del equipo de investigacion en el cual se desarrolld este proyecto es el de la
identificacion de personas en funcién de su forma de caminar. Este proyecto serviria como intermediario
entre los datos y el modelo de identificaciéon, funcionando de la siguiente manera:

1. Se extraen las ventanas de datos con las caracteristicas correspondientes.
2. Se utiliza el modelo de predicciéon de actividad para asignar una actividad a la ventana.

= Si la prediccion es “Andar”, la ventana pasa a ser analizada por el modelo de identificacion.

= Si la prediccion no es “Andar”, se pasa a la siguiente ventana.

Integraciéon en aplicaciones moéviles

Para poder llevar esté investigaciéon al mundo real, una alternativa seria el de desarrollar una aplicacién
movil que, mediante el uso de estos modelos, sea capaz predecir que actividad se esta realizando en el
momento y utilizar esta informacion con diferentes objetivos. Una de las posibles lineas de futuro es el
de implementar los modelos en un sistema de deteccién en tiempo real de actividades. Disenar una
aplicacién que sea capaz de detectar la actividad que se esté realizando a tiempo real podria ser aplicada
al campo de la seguridad y sanidad, pudiendo detectar actividades anémalas y enviar avisos en caso de
inactividad o de caida. En este caso, se priorizaria la rapidez del modelo, asi como el consumo energético,
ya que al estar activo constantemente podria vaciar la bateria del dispositivo rapidamente.

En conjunto, estas lineas futuras consolidan la base sentada en este TFG y abren la puerta a siste-
mas de monitorizacién personales més avanzados, capaces de combinar reconocimiento de actividades,
identificacion biométrica y generaciéon de informes en entornos moviles.
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